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Preface

Earth’s climate is changing, with the global temperature now rising at a rate unprecedented in the experience of
modern human society. These climate changes, including increases in ultraviolet radiation, are being experi-
enced particularly intensely in the Arctic. Because the Arctic plays a special role in global climate, these changes
in the Arctic will also affect the rest of the world. It is thus essential that decision makers have the latest and
best information available regarding ongoing changes in the Arctic and their global implications.

The Arctic Council called for this assessment and charged two of its working groups, the Arctic Monitoring and
Assessment Programme (AMAP) and the Conservation of Arctic Flora and Fauna (CAFF), along with the
International Arctic Science Committee (IASC), with its implementation. An Assessment Steering Committee
(see page iv) was charged with the responsibility for scientific oversight and coordination of all work related to
the preparation of the assessment reports.

This assessment was prepared over the past five years by an international team of over 300 scientists, other
experts, and knowledgeable members of the indigenous communities. The lead authors were selected from
open nominations provided by AMAP, CAFF, IASC, the Indigenous Peoples Secretariat, the Assessment Steering
Committee, and several national and international scientific organizations. A similar nomination process was
used by ACIA to select international experts who independently reviewed this report. The report has been thor-
oughly researched, is fully referenced, and provides the first comprehensive evaluation of arctic climate change,
changes in ultraviolet radiation, and their impacts for the region and for the world. Written certification has
been obtained from the ACIA leadership and all lead authors to the effect that the final scientific report fully
reflects their expert views.

The scientific results reported herein provided the scientific foundations for the ACIA synthesis report, entitled
“Impacts of a Warming Arctic”, released in November 2004. This English language report is the only official doc-
ument containing the comprehensive scientific assessment of the ACIA.

Recognizing the central importance of the Arctic and this information to society as it contemplates responses to
the growing global challenge of climate change, the cooperating organizations are pleased to forward this report
to the Arctic Council, the international science community, and others around the world.

Financial support for the ACIA Secretariat was provided by the U.S. National Science Foundation and National
Oceanic and Atmospheric Administration. Support for ACIA-related workshops, participation of scientists and

experts, and the production of this report was provided by the governments of the eight Arctic nations, several
other governments, and the Secretariats of AMAP, CAFF, and IASC.

The Arctic Council

The Arctic Council is a high-level intergovernmental forum that provides a mechanism to address the common
concerns and challenges faced by arctic people and governments. It is comprised of the eight arctic nations
(Canada, Denmark/Greenland/Faroe Islands, Finland, Iceland, Norway, Russia, Sweden, and the United States
of America), six Indigenous Peoples organizations (Permanent Participants: Aleut International Association,
Arctic Athabaskan Council, Gwich’in Council International, Inuit Circumpolar Conference, Russian
Association of Indigenous Peoples of the North, and Saami Council), and official observers (including France,
Germany, the Netherlands, Poland, United Kingdom, non-governmental organizations, and scientific and other
international bodies).

The International Arctic Science Committee

The International Arctic Science Committee is a non—governmental organization whose aim is to encourage
and facilitate cooperation in all aspects of arctic research among scientists and institutions of countries with
active arctic research programs. IASC’s members are national scientific organizations, generally academies of
science, which seek to identify priority research needs, and provide a venue for project development and
implementation.
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I have heard it said by many Russians that their climate
also is ameliorating! Will God, then, ... give them up
even the sky and the breeze of the South? Shall we see
Athens in Lapland, Rome at Moscow, the riches qfthe
Thames in the Gu!f nginland, and the history qf
nations reduced to a question of latitude and longitude?
Astolphe de Custine, 14 July 1839 de Custine, 2002

1.1. Introduction

The Arctic Climate Impact
Assessment (ACIA) is the first
comprehensive, integrated
assessment of climate
change and ultraviolet (UV)
radiation across the entire

Arctic region. The assessment
had three main objectives:

1. To provide a comprehensive and authoritative
scientific synthesis of available information about
observed and projected changes in climate and
UV radiation and the impacts of those changes on
ecosystems and human activities in the Arctic.
The synthesis also reviews gaps in knowledge and
the research required to fill those gaps. The intend-
ed audience is the international scientific communi-
ty, including researchers and directors of research
programs. The ACIA Scientific Report fulfills this goal.

2.To provide an accessible summary of the scientific
findings, written in plain language but conveying
the key points of the scientific synthesis. This sum-
mary, the ACIA Overview Report (ACIA, 2004a),
is for policy makers and the general public.

3.To provide policy guidance to the Arctic Council to
help guide the individual and collective responses
of the Arctic countries to the challenges posed by
climate change and UV radiation. The ACIA Policy
Document (ACIA, 2004b) accomplishes this task.

An assessment of expected impacts is a difficult and
long-term undertaking. The conclusions presented here,
while as complete as present information allows, are
only a step — although an essential first step — in a con-
tinuing process of integrated assessment (e.g., Janssen,
1998). There are many uncertainties, including the
occurrence of climate regime shifts, such as possible
cooling and extreme events, both of which are difficult if
not impossible to predict. New data will continue to be
gathered from a wide range of approaches, however, and
models will be refined such that a better understandin
of the complex processes, interactions, and feedbacks
that comprise climate and its impacts will undoubtedly
develop over time. As understanding improves it will be
possible to predict with increasing confidence what the
expected impacts are likely to be in the Arctic.

This assessment uses the definition of the Arctic estab-
lished by the Arctic Monitoring and Assessment Pro-
gramme, one of the Arctic Council working groups
responsible for the ACIA. Each of the eight arctic coun-

Arctic Climate Impact Assessment

Fig. 1.1. The four regions of the Arctic Climate Impact Assessment.

tries established the boundary in its own territory, and
the international marine boundary was established by
consensus. The definition of the arctic landmass used
here is wider than that often used but has the advantage
of being inclusive of landscapes and vegetation from
northern forests to polar deserts, reflecting too the
connections between the Arctic and more southerly
regions. Physical, biological, and societal conditions
vary greatly across the Arctic. Changes in climate and
UV radiation are also likely to vary regionally, con-
tributing to different impacts and responses at a variety
of spatial scales. To strike a balance between over-
generalization and over-specialization, four major
regions were identified based on differences in large-
scale weather- and climate-shaping factors. Throughout
the assessment, differences in climate trends, impacts,
and responses were considered across these four
regions, to explore the variations anticipated and to
illustrate the need for responses targeted to regional
and local conditions. The four ACIA regions are shown
in Fig. 1.1. There are many definitions of the Arctic,
such as the Arctic Circle, treeline, climatic boundaries,
and the zone of continuous permafrost on land and sea-
ice extent on the ocean. The numerous and complex
connections between the Arctic and lower latitudes
make any strict definition nearly meaningless, particu-
larly in an assessment covering as many topics and
issues as this one. Consequently, there was a deliberate
decision not to define the Arctic for the assessment as a
whole. Each chapter of this report describes the area
that is relevant to its particular subject, implicitly or
explicitly determining its own southern boundary.
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1.2. Why assess the impacts of changes in
climate and UV radiation in the Arctic?

1.2.1. Climate change

There are four compelling reasons to examine arctic
climate change. First, the Arctic, together with the
Antarctic Peninsula, experienced the greatest regional
warming on earth in recent decades, due largely to var-
ious feedback processes. Average annual temperatures
have risen by about 2 to 3 °C since the 1950s and in
winter by up to 4 °C. The warming has been largest
over the land areas (Chapman and Walsh, 2003; see also
Figs. 1.2 and 1.3). There are also areas of cooling in
southern Greenland, Davis Strait, and eastern Canada.
The warming has resulted in extensive melting of gla-
ciers (Sapiano et al., 1997), thawing of permafrost

Q)
i

o2 - T T T T
1900 1920 1940 1960 1980 2000

Fig. 1.2. Annual average near surface air temperature from sta-
tions on land relative to the average for 1961-1990, for the region
from 60° to 90° N (updated from Peterson and Vose, 1997).

(Osterkamp, 1994), and reduction in extent of sea ice
in the Arctic Ocean (Rothrock et al., 1999; Vinnikov et
al., 1999). The warming has been accompanied by
increases in precipitation, but a decrease in the duration
of snow cover. These changes have been interpreted to
be due at least in part to anthropogenic intensification
of the global greenhouse effect, although the El Nifio—
Southern Oscillation and the inter-decadal Arctic
Oscillation also affect the Arctic. The latter can result in
warmer and wetter winters in its warm phases, and
cooler, drier winters in its cool phases (see Chapter 2).

Second, climate projections suggest a continuation of the
strong warming trend of recent decades, with the largest
changes coming during winter months (IPCC, 1990,
1996, 2001a,b). For the B2 emissions scenario used by
the Intergovernmental Panel on Climate Change (IPCC)
and in the ACIA (see section 1.4.2), the five ACIA-
designated general circulation models (GCMs; see sec-
tion 1.4.2) project an additional warming in the annual
mean air temperature of approximately 1 °C by 2020,

2 to 3 °C by 2050, and 4 to 5 °C by 2080; the three
time intervals considered in this assessment (see Figs.
1.4 and 1.5). Within the Arctic, however, the models do
show large seasonal and regional differences; in fact, the
differences between individual models are greatest in the
polar regions (McAvaney et al., 2001). The reduction in
or loss of snow and ice has the effect of increasing the
warming trend as reflective snow and ice surfaces are
replaced by darker land and water surfaces that absorb
more solar radiation. At one extreme, for example, the
model of the Canadian Centre for Climate Modelling
and Analysis projects near-total melting of arctic sea ice
by 2100. Large winter warming in the Arctic is likely to
accelerate already evident trends of a shorter snow sea-
son, retreat and thinning of sea ice, thawing of perma-
frost, and accelerated melting of glaciers.

Winter (Dec-Feb)

Fig. 1.3. Change in observed surface air temperature between 1954 and 2003: (a) annual mean; (b) winter (Chapman and Walsh, 2003,
using data from the Climatic Research Unit, University of East Anglia, www.cru.uea.ac.uk/temperature).
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Third, the changes seen in the Arctic have already led to
major impacts on the environment and on economic
activities (e.g., Weller, 1998). If the present climate
warming continues as projected, these impacts are likely
to increase, greatly affecting ecosystems, cultures, life-
styles, and economies across the Arctic (see Chapters 10
to 17). On land, the ecosystems range from the ecologi-
cally more productive boreal forest in the south to the
tundra meadows and unproductive barrens in the High
Arctic (Fig. 1.6). Reindeer herding and, to a lesser
extent, agriculture are among the economic activities in
terrestrial areas. Tourism is an increasing activity
throughout the region. Some of the world’s largest gas,
oil, and mineral deposits are found in the Arctic. In the

(°C)

6

— CGCM2
CSM_|.4
ECHAM4/OPYC3

— GFDL-R30 C

— HadCM3

2000 2020 2040 2060 2080

Fig. 1.4. Average surface air temperatures projected by the five ACIA-designated
climate models for the B2 emissions scenario (see Chapter 4 for further details).
The heavy lines are projected average global temperature increases and the thin-

ner lines the projected average arctic temperature increases.

Annual

19812000 Average
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marine environment, the Bering Sea, North Atlantic
Ocean, and Barents Sea have some of the most produc-
tive fisheries in the world (Weller and Lange, 1999).

As this assessment makes clear, all these systems and the
activities they support are vulnerable to climate change.

In the Arctic there are few cities and many rural com-
munities. Indigenous communities throughout the Arctic
depend on the land, lakes and rivers, and the sea for
food and income and especially for the vital social and
cultural importance of traditional activities. The cultural
diversity of the Arctic is already at risk (Freeman, 2000;
Minority Rights Group, 1994), and this may be exacer-
bated by the additional challenge posed by climate
change. The impacts of climate change
will occur within the context of the
- societal changes and pressures that
arctic indigenous residents are facing
in their rapid transition to the modern
world. The imposition of climate
change from outside the region can

Arctic

also be seen as an ethical issue, in

. which people in one area suffer the
consequences of actions beyond their
control and in which beneficial oppor-
tunities may accrue to those outside

Global

the region rather than those within.

Fourth, climate change in the Arctic
does not occur in isolation. The Arctic
2100 is an important part of the global cli-
mate system; it both affects and is
affected by global climate change.
Changes in climate in the Arctic, and
in the environmental parameters such

Winter (Dec-Feb)

Fig. 1.5. (a) Projected annual surface air temperature change from the 1990s to the 2090s, based on the average change projected
by the five ACIA-designated climate models using the B2 emissions scenario. (b) Projected surface air temperature change in win-
ter from the 1990s to the 2090s, based on the average change projected by the five ACIA-designated climate models using the B2

emissions scenario.
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as snow cover and sea ice that affect the earth’s energy
balance and the circulation of the oceans and the atmo-
sphere, may have profound impacts on regional and
global climates. Understanding the role of the Arctic
and the implications of projected changes and their
feedbacks, regionally and globally, is critical to assessing
global climate change and its impacts. Furthermore,
migratory species provide a direct biological link
between the Arctic and lower latitudes, while arctic
resources such as fish and oil play an economic role of
global significance. Impacts on any of these may have
global implications.

1.2.2. UV radiation

The case for assessing UV radiation is similarly com-
pelling. Stratospheric ozone depletion events of up to
45% below normal have been recorded recently in the
Arctic (Fioletov et al., 1997). Dramatic change in the
thickness of the stratospheric ozone layer and correspon-
ding changes in the intensity of solar UV radiation were
first observed in Antarctica in the mid-1980s. The deple-
tions of ozone were later found to be the result of
anthropogenic chemicals such as chlorofluorocarbons
reaching the stratosphere and destroying ozone. Ozone
depletion has also been observed in the Arctic in most
years since 1992. Owing to global circulation patterns,
the arctic stratosphere is typically warmer and experi-
ences more mixing than the antarctic stratosphere.

The ozone decline is therefore more variable in the
Arctic. For example, severe arctic ozone depletions were
observed in most of the last ten springs, but not in 2002
owing to early warming of the stratosphere.

e
Polar desert/semi-desert
M Tundra
"W Boreal forest
¥ Temperate forest

Fig. 1.6. Present day natural vegetation of the Arctic and
neighboring regions from floristic surveys (based on Kaplan
et al.,, 2003; see Chapter 7 for greater detail).

Although depletion of stratospheric ozone was expected
to lead to increased UV radiation at the earth’s surface,
actual correlations have become possible only recently
because the period of instrumental UV measurement is
short. Goggles found in archaeological remains in the
Arctic indicate that UV radiation has been a fact of
human life in the Arctic for millennia. In recent years,
however, UV radiation effects, including sunburn and
increased snow blindness, have been reported in regions
where they were not observed previously.

Future increases in UV-B radiation of 20 to 90% have
been predicted for April for the period 2010 to 2020
(Taalas et al., 2000). Ultraviolet radiation can have a
variety of harmful impacts on human beings, on plants
and animals, and on materials such as paints, cloths, and
plastics (Andrady et al., 2002). Ultraviolet radiation also
affects many photochemical reactions, such as the for-
mation of ozone in the lower atmosphere. In the Arctic,
human beings and ecosystems have both adapted to the
very low intensity of the solar UV radiation compared
with that experienced at lower latitudes. The low inten-
sity of UV radiation in the Arctic is a consequence of the
sun never reaching high in the sky as well as the pres-
ence of the world’s thickest ozone layer. The Arctic as a
whole may therefore be particularly susceptible to
increases in UV radiation.

Other factors that affect the intensity of UV radiation
include cloudiness and the amount of light reflected by
the surface. Climate change is likely to affect atmo-
spheric circulation as well as cloudiness and the extent
and duration of snow and ice cover, which in turn will



affect UV radiation. Thus, UV radiation is both a topic of
concern in itself and also in relation to climate change

(UNEP, 2003).

1.3.The Arctic Climate Impact Assessment

1.3.1. Origins of the assessment

The idea to conduct an assessment of climate and UV
radiation in the Arctic grew from several initiatives in
the 1990s. The International Arctic Science Committee
(IASC) had been engaged in climate studies since it was
founded in 1991, and conducted regional arctic impact
studies throughout the 1990s. The Arctic Monitoring
and Assessment Programme (AMAP) also conducted a
preliminary assessment of climate and UV impacts in
the Arctic, which was published in 1998. The need for a
comprehensive and circum-Arctic climate impact study
had been discussed by IASC for some time, and IASC
invited AMAP and CAFF (Conservation of Arctic Flora
and Fauna) to participate in a joint venture. A joint
meeting between the three groups was held in April
1999 and the IASC proposal was used as the basis for
discussion. A revised version of the proposal was then
submitted to the Arctic Council and the IASC Council
for approval. A joint project between the Arctic Council
and IASC — the Arctic Climate Impact Assessment —
was formally approved by the Arctic Council at its
meeting in October 2000.

In addition to the work of the groups responsible for its
production, the ACIA builds on several regional and
global climate change assessments. The IPCC has made
the most comprehensive and best-known assessment of
climate change on a global basis (e.g., IPCC, 2001a,b),
and has provided many valuable lessons for the ACIA.
In addition, regional studies have examined, among
other areas, Canada (Maxwell, 1997), the Mackenzie
Basin (Cohen 1997a,b), the Barents Sea (Lange and the
BASIS Consortium, 2003; Lange et al., 1999), and
Alaska (Weller et al., 1999). (The results of these
regional studies are summarized in Chapter 18.) Ozone
depletion and UV radiation have also been assessed glob-
ally by the World Meteorological Organization (WMO,
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2003) and the United Nations Environment Programme
(UNEP, 2003). These assessments, and the research that

they comprise, provide a baseline against which the find-
ings of the ACIA can be considered.

1.3.2. Organization

The ACIA started in October 2000 and was completed
by autumn 2004. Together, AMAP, CAFF, and IASC set
up the organization for the ACIA, starting with an
Assessment Steering Committee (ASC) to oversee the
assessment. The members of the ASC included a chair,
vice-chair, and executive director, all the lead authors
for the ACIA chapters, several scientists appointed by
the three sponsoring organizations, and three individuals
appointed by the indigenous organizations in the Arctic
Council. A subset of the ASC, the Assessment Integration
Team, was created to coordinate the material in the vari-
ous chapters and documents produced by the ACIA.

The Arctic Council, including its Senior Arctic Officials,
provided oversight through progress reports and docu-
mentation at all the Arctic Council meetings.

Funding was provided to the ACIA through direct and
indirect support by each of the eight arctic nations.

As the lead country for the ACIA, the United States pro-
vided financial support through the National Science
Foundation and the National Oceanic and Atmospheric
Administration, which allowed the establishment of an
ACIA Secretariat at the University of Alaska Fairbanks.
Contributions from the other arctic countries, as well as
from the United Kingdom, supported the involvement
of their citizens and provided in-kind support, such as
hosting meetings and workshops.

Much of the credibility associated with an assessment
comes from the reputation of the authors, who are
well-recognized experts in their fields of study. Broad
participation of experts from many different disciplines
and countries in the writing of the ACIA documents
was established through an extensive nomination
process. From these nominations, the ASC selected lead
and contributing authors for each chapter of the assess-
ment. The chapters were drafted by around 180 lead
and co-lead authors, contributing authors, and consult-
ing authors from 12 countries, including all the arctic
countries. The ultimate standard in any scientific publi-
cation is peer review. The scientific chapters of the
ACIA were subject to a rigorous and comprehensive
peer review process, which included around 200
reviewers from 15 countries.

1.3.3. Terminology of likelihood

Discussion of future events and conditions must take
into account the likelihood that these events or condi-
tions will occur. Often, assessments of likelihood are
qualitative or cover a range of probabilities. To avoid
confusion and to promote consistent usage, the ACIA
has adapted a lexicon of terms from the US National
Assessment Team (NAST, 2000) describing the likeli-
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hood of expected change. The stated likelihood .

of particular impacts occurring is based on

"/ .
expert evaluation of results from multiple u,,“i:".y- Unlikely
lines of evidence including field and labo- "Sz:rl
ratory experimen bserved trends, theo- “Little o
atory expe ents, observed trends, Chance

retical analyses, and model simulations.

Judgments of likelihood are indicated using a
five-tier lexicon (see Fig. 1.7) consistent with
everyday usage. These terms are similar to those
used by the IPCC, though somewhat simplified, and
are used throughout the ACIA.

1.4. The assessment process
1.4.1. The nature of science assessment

The ACIA is a “science assessment” in the tradition of
other major international assessments of current environ-
mental issues. For example, the IPCC, the international
body mandated to assess the relevant information for
understanding the risk of human-induced climate change,
recently released its Third Assessment Report (IPCC,
2001a,b). The WMO and UNEP jointly released their lat-
est assessments of the issue of stratospheric ozone deple-
tion (WMO, 2003; UNEP, 2003). Two Arctic Council
working groups, AMAP and CAFF, have also recently
completed science assessments of, respectively, pollution
and biodiversity in the circumpolar Arctic (AMAP, 2002,
2003a,b, 2004a,b,c; CAFF, 2001). All of these, and
indeed all other assessments, have in common the pur-
pose of providing scientific advice to decision makers
who need to develop strategies regarding their respective
areas of responsibility. The ACIA responds directly to the
request of the Arctic Council for an assessment that can
provide the scientific basis for policies and actions.

The essence of a science assessment is to analyze critical-
ly and judge definitively the state of understanding on an
issue that is inherently scientific in nature. It is a point-
in-time evaluation of the existing knowledge base, high-
lighting both areas of confidence and consensus and areas
of uncertainty and disagreement in the science. Another
aim of an assessment is to stimulate research into filling
emerging knowledge gaps and solving unresolved issues.
A science assessment thus draws primarily on the avail-
able literature, rather than on new research. To be used
within an assessment, a study must have been published
according to standards of scientific excellence. (With
regard to the incorporation of indigenous knowledge,
see the discussion in section 1.4.3.) Publications in the
open, peer-reviewed scientific literature meet this stan-
dard. Other resources, such as technical publications by
government agencies, may be included if they have
undergone review and are publicly available.

1.4.2. Concepts and tools in climate
assessment

The arctic climate system is complex. The processes of
climate and the ways in which various phenomena affect
one another — the feedbacks in the system — are still not

LIKELIHOOD

Fig. 1.7. Five-tier lexicon describing the likelihood of expected change.

fully understood. Specific feedbacks are introduced by
the cryosphere and, in particular, by sea ice with its
complex dynamics and thermodynamics. Other complex
features include the internal dynamics of the polar atmo-
sphere, stratification of both the lower troposphere and
the ocean, and phenomena such as the dryness of the air
and multiple cloud layers. All these add to the challenge
of developing effective three-dimensional models and
constructing climate scenarios based on the outcome of

such models (Randall et al., 1998; Stocker et al., 2001).

“Climate scenario” means a plausible representation of
the future climate that is consistent with assumptions
about future emissions of greenhouse gases and other
pollutants (emissions scenarios) and with the current
understanding of the effects that increased atmospheric
concentrations of these components have on climate
(IPCC-TGCIA, 1999). Correspondingly, a “climate-
change scenario” is the difference between conditions
under a future climate scenario and those of today’s cli-
mate. Being dependent on a number of assumptions
about future human activities and their impact on the
composition of the atmosphere, climate and climate-
change scenarios are not predictions, but plausible
descriptions of possible future climates.

Selection of climate scenarios for impact assessments is
always controversial and vulnerable to criticism (Smith et
al., 1998). The following criteria are suggested (Mearns
etal., 2001) for climate scenarios to be most useful to
impact assessors and policy makers: (1) consistency with
global warming projections over the period 1990 to 2100
ranging from 1.4 to 5.8 °C (IPCC, 2001a); (2) physical
plausibility; (3) applicability in impact assessments, pro-
viding a sufficient number of variables across relevant
temporal and spatial scales; (4) representativeness,
reflecting the potential range of future regional climate
change; and (5) accessibility. It is preferable for impact
researchers to use several climate scenarios, generated by
different models where possible, in order to evaluate a
greater range of possible futures. Practical limitations,
however, typically mean researchers can only work with a
small number of climate scenarios.

One starting point for developing a climate change sce-
nario is to select an emissions scenario, which provides a
plausible projection of future emissions of substances
such as greenhouse gases and aerosols. The most recent
IPCC emissions scenarios used in model simulations are
those published in the Special Report on Emissions
Scenarios (SRES, Naki¢enovi¢ et al., 2000). The SRES



emissions scenarios were built around four basic paths of
development that the world may take in the 21st century.
It should be noted that no probabilities were assigned to

the various SRES emissions scenarios.

During the initial stage of the ACIA process, to stay
coordinated with current IPCC efforts, it was agreed
that the ACIA should work from IPCC SRES emissions
scenarios (Kallén et al., 2001). At that time, most of the
available or soon-to-be-available simulations that allowed
their own uncertainties to be assessed used the A2 and
B2 emissions scenarios (Cubasch et al., 2001):

* The A2 emissions scenario assumes an emphasis on
economic development rather than conservation.
Population is projected to increase continuously.

*The B2 emissions scenario differs in having a greater
emphasis on environmental concerns than eco-
nomic concerns. It has intermediate levels of eco-
nomic growth and a population that, although
continuously increasing, grows at a slower rate
than that in the A2 emissions scenario.

Both A2 and B2 can be considered intermediate scenar-
ios. For reasons of schedule and limitations of data stor-
age, ACIA had to choose one as the central emissions
scenario. B2 was chosen because at the time it had been
more widely used to generate scenarios, with A2 as a
plausible alternative as its use increased.

Once an emissions scenario is selected, it must be used
in a climate model (atmosphere—ocean general circula-
tion model, or AOGCM; those used in this assessment
are coupled atmosphere-land-ice-ocean models) to
produce a climate scenario. Considering the large and
increasing number of models available, selecting the
models and model outputs for the assessment was not a
trivial matter. The IPCC (McAvaney et al., 2001) con-
cluded that no single model can be considered “best”
and that it is important to utilize results from a range
of coupled models.

Initially, a set of the most recent and comprehensive
AOGCMs whose outputs were available from the IPCC
Data Distribution Centre were chosen. Later, this set
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was reduced to five AOGCMs (two European and three
North-American) for practical reasons. The treatment
of land surfaces and sea ice is included in all these mod-
els, but with varying degrees of complexity. The five
ACIA-designated models and the institutes that run
them are:

* CGCM2 (Canadian Centre for Climate Modelling
and Analysis)

* CSM_1.4 (National Center for Atmospheric
Research, USA)

* ECHAM4/0OPYC3 (Max-Planck Institute for
Meteorology, Germany)

* GFDL-R30_c (Geophysica] Fluid Dynamics
Laboratory, USA)

* HadCM3 (Hadley Centre for Climate Prediction
and Research, UK).

In the initial phase of the ACIA, at least one simulation
using the B2 emissions scenario and extending to 2100
was accomplished with each of the five ACIA-designated
models. For climate change scenarios, the ACIA climate
baseline is 1981-2000. Any differences from the more
familiar IPCC baseline of 1961-1990 were small. Three
20-year time slices are the foci of the ACIA for the 21st
century: 2011-2030, 2041-2060, and 2071-2090, cor-
responding to near-term, mid-term, and longer-term
outlooks for climate change. A complete description and
discussion of the modeling work under ACIA, as well as
its limitations, are provided in Chapter 4.

Other types of scenario were also used by chapter
authors or by the studies on which the chapters of the
assessment are based. These include analogue scenarios
of a future climate, based on past (instrumentally
recorded) or paleo (geologically recorded) warm cli-
mates (i.e., temporal analogue scenarios) or current cli-
mates in warmer regions (i.e., spatial analogue scenar-
ios). Although instrumental records provide relatively
poor coverage for most of the Arctic, their use avoids
uncertainties associated with interpreting other indica-
tors, providing a significant advantage over other
approaches. Overall, analogue scenarios were used
widely in the ACIA, supplementing the scenarios pro-
duced by numerical models. No single impact model
was used in the impacts chapters of the assessment;
each chapter made use of its own approaches. Further
work in this area might consider the need and ability to
develop impact models that can be used to address the
diversity of topics addressed in this assessment. Another
need is for models and scenarios that are able to show
more detailed regional and sub-regional variations and
that can be used for local impact assessments.

1.4.3. Approaches for assessing impacts of
climate and UV radiation

The study of climate and UV radiation involves detailed
measurements of physical parameters and the subse-
quent analysis of results to detect patterns and trends
and to create quantitative models of these trends and
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their interactions. As Chapters 2, 4, 5, and 6 show, this
is not a trivial undertaking. The next step, using meas-
urements and models to assess the likely impacts of
changes in climate and UV radiation, is even more com-
plex and uncertain. Ecosystems and societies are chang-
ing in ways great and small and are driven by many co-
occurring factors regardless of variability in climate and
UV radiation. Determining how changes in climate and
UV radiation may affect dynamic systems relies on sev-
eral sources of data and several approaches to analysis
(see further discussion in Chapter 7).

Most experimental and empirical data can reveal how
climate and UV radiation affect plants, animals, and
human communities. Observational studies and moni-
toring can document changes in climate and UV radia-
tion over time together with associated changes in the
physical, biological, and social environment. The draw-
back to observational studies is that they are oppor-
tunistic and require that the correct parameters are
tracked in a system in which change actually occurs.
Establishing causal connections is harder, but can be
done through studies of the physical and ecological
processes that link environmental components.
Experimental studies involve manipulations of small
components of the environment, such as vegetation
plots or streams. In these cases, the researcher deter-
mines the simulated climate or UV radiation change or
changes, so there is great control over the conditions
being studied. The drawback is that the range of climate
and UV radiation conditions may not match that antici-
pated by various scenarios used for regional assess-
ments, limiting the applicability of the experimental
data to the assumptions of the particular assessment.

The use of analogues, as described at the end of the pre-
vious section, can help identify potential consequences
of climate change. Looking at past climates and climate
change events can help identify characteristic biota and
how they change. Spatial analogues can be used to com-
pare ecosystems that exist now with the ecosystems
where similar climate conditions are anticipated in the
future. A strength of analogues is that they enable an
examination of actual changes over an ecosystem, rather
than hypothetical changes or changes to small experi-
mental sites. Their weakness is that perfect analogues
cannot be found, making interpretation difficult because
of the variety of factors that cannot be controlled.

For assessing impacts on societies, a variety of social
and economic models and approaches can be used.
Examining resilience, adaptation, and vulnerability

(see further discussion in Chapter 17) offers a powerful
means of understanding at least some of the dynamics
and complexity associated with human responses to
environmental and other changes. As with changes to
the natural environment, examining societal dynamics
can be achieved through models, observations, and the
use of analogues.

These scientific approaches can be complemented by

another source of information; indigenous and local
knowledge1 . This assessment makes use of such knowl-
edge to an unprecedented degree in an exercise of this
kind. Some extra attention to the topic is therefore war-
ranted here. Indigenous residents of the Arctic have for
millennia relied on their knowledge of the environment
in order to provide food and other materials and to sur-
vive its harsh conditions. More recent arrivals, too, may
have a wealth of local knowledge about their area and its
environment. The high interannual variability in the
Arctic has forced its residents to be adaptable to a range
of conditions in climate and the abundance and distribu-
tion of animals. Although indigenous and local knowl-
edge is not typically gathered for the specific purpose of
documenting climate and UV radiation changes, it is
nonetheless a valuable source of insight into environ-
mental change over long periods and in great local
detail, often covering areas and seasons in which little
scientific research has been conducted. The review of
documented information by the communities concerned
is a crucial step in establishing whether the information
contained in reports about indigenous and local knowl-
edge reliably reflects community perspectives. This step
of community review offers a similar degree of confi-
dence to that provided by the peer-review process for
scientific literature.

Determining how best to use indigenous knowledge in
environmental assessments, including assessments of the
impacts of climate and UV radiation, is a matter of
debate (Howard and Widdowson, 1997; Stevenson,
1997), but the quality of information generated in care-
ful studies has been established for many aspects of envi-
ronmental research and management (e.g., Berkes,
1999; Huntington, 2000; Johannes, 1981). In making
use of indigenous knowledge, several of its characteris-
tics should be kept in mind. It is typically qualitative
rather than quantitative, does not explicitly address
uncertainty, and is more likely to be based on observa-
tions over a long period than on comparisons of obser-
vations taken at the same time in different locations.
Identifying mechanisms of change can be particularly

"Many terms are used to refer to the type of knowledge referred to in this assessment as “indigenous knowledge”. Among the terms in use in the
literature are traditional knowledge, traditional ecological knowledge, local knowledge (often applied to the knowledge of non-indigenous persons),
traditional knowledge and wisdom, and a variety of specific terms for different peoples, such as Saami knowledge or Inuit Qaujimajatuqangit.
Within the context of this assessment, “indigenous knowledge” should be taken broadly, to include observations, interpretations, concerns, and

responses of indigenous peoples. For further discussion see Chapter 3.
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difficult. It is also important to note that indigenous

knowledge refers to the variety of knowledge systems in
the various cultures of the Arctic and is not merely
another discipline or method for studying arctic climate.

Using more than one approach wherever possible can
reduce the uncertainties inherent in each of these
approaches. The ACIA has drawn on all available informa-
tion, noting the limitations of each source, to compile a
comprehensive picture of climate change and its impacts
in the Arctic. Existing climate models project a wide
range of conditions in future decades. Not all have been
or can be studied empirically, nor can field studies exam-
ine enough sites to be fully representative of the range of
changes across the Arctic. Instead, using data from exist-
ing studies to assess impacts from regional scenarios and
models requires some extrapolation and judgment. In
this assessment, the chapters addressing impacts may not
be able to assess the precise conditions projected in the
scenarios upon which the overall assessment is based.
Instead, where necessary they will describe what is
known and examine how that knowledge relates to the
conditions anticipated by the scenarios.

1.5.The Arctic: geography, climate,
ecology, and people

This section is intended for readers who are unfamiliar
with the Arctic. Summaries and introductions to specif-
ic aspects of the Arctic can be found in reports pub-
lished by AMAP (1997, 1998, 2002) and CAFF (2001),
as well as the Arctic Atlas (State Committee of the USSR
on Hydrometeorology and Controlled Natural Environ-
ments, 1985) published by the Arctic and Antarctic
Research Institute in Russia. The Arctic: Environment,
People, Policy (Nuttall and Callaghan, 2000) is an excel-
lent summary of the present state of the Arctic, edited
by two ACIA lead authors and with contributions from
contributing ACIA authors.

1.5.1. Geography

The Arctic is a single, highly integrated system com-
prised of a deep, ice covered, and nearly isolated ocean
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surrounded by the land masses of Eurasia and North
America, except for breaches at the Bering Strait and in
the North Atlantic. It encompasses a range of land- and
seascapes, from mountains and glaciers to flat plains,
from coastal shallows to deep ocean basins, from polar
deserts to sodden wetlands, from large rivers to isolated
ponds. They, and the life they support, are all shaped to
some degree by cold and by the processes of freezing
and thawing. Sea ice, permafrost, glaciers, ice sheets, and
river and lake ice are all characteristic parts of the

Arctic’s physical geography.

The Arctic Ocean covers about 14 million square kilo-
meters. Continental shelves around the deep central
basin occupy slightly more than half of the ocean’s area —
a significantly larger proportion than in any other ocean.
The landforms surrounding the Arctic Ocean are of
three major types: (1) rugged uplands, many of which
were overrun by continental ice sheets that left scoured
rock surfaces and spectacular fjords; (2) flat-bedded
plains and plateaus, largely covered by deep glacial, allu-
vial, and marine deposits; and (3) folded mountains,
ranging from the high peaks of the Canadian Rockies to
the older, rounded slopes of the Ural Mountains. The cli-
mate of the Arctic, rather than its geological history, is
the principal factor that gives the arctic terrain its dis-
tinctive nature (CIA, 1978).

1.5.2. Climate

The Arctic encompasses extreme climatic differences,
which vary greatly by location and season. Mean annual
surface temperatures range from 4 °C at Reykjavik,
Iceland (64° N) and 0 °C at Murmansk, Russia (69° N)
through -12.2 °C at Point Barrow, Alaska (71.3° N),
-16.2 °C at Resolute, Canada (74.7° N), -18 °C over
the central Arctic Ocean, to -28.1 °C at the crest of
the Greenland Ice Sheet (about 71° N and over 3000 m
elevation). Parts of the Arctic are comparable in pre-
cipitation to arid regions elsewhere, with average annu-
al precipitation of 100 mm or less. The North Atlantic
area, by contrast, has much greater average precipita-
tion than elsewhere in the Arctic.

Arctic weather and climate can vary greatly from year
to year and place to place. Some of these differences
are due to the poleward intrusion of warm ocean
currents such as the Gulf Stream and the southward
extension of cold air masses. “Arctic” temperature
conditions can occur at relatively low latitudes (52° N
in eastern Canada), whereas forestry and agriculture
can be practiced well north of the Arctic Circle at
69° N in Fennoscandia. Cyclic patterns also shape cli-
mate patterns, such as the North Atlantic Oscillation
(Hurrell, 1995), which strongly influences winter
weather patterns across a vast region from Greenland
to Central Asia, and the Pacific Decadal Oscillation,
which has a similar influence in the North Pacific and
Bering Sea. Both may be related to the Arctic
Oscillation (see Chapter 2).
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1.5.3. Ecosystems and ecology

Although the Arctic is considered a single system, it is
often convenient to identify specific ecosystems within
that system. Such classifications are not meant to imply
clear separations between these ecosystems. In fact, the
transition zones between terrestrial, freshwater, and
marine areas are often dynamic, sensitive, and biologi-
cally productive. Nonetheless, much scientific research,
and indeed subsequent chapters in this assessment, use
these three basic categories.

1.5.3.1. Terrestrial ecosystems

Species diversity appears to be low in the Arctic, and on
land decreases markedly from the boreal forests to the
polar deserts of the extreme north. Only about 3%
(5900 species) of the world’s plant species occur in the
Arctic north of the treeline. However, primitive plant
species of mosses and lichens are relatively abundant
(Matveyeva and Chernov, 2000). Arctic plant diversity
appears to be sensitive to climate. The temperature gra-
dient that has such a strong influence on species diversity
occurs over much shorter distances in the Arctic than in
other biomes. North of the treeline in Siberia, for exam-
ple, mean July temperature decreases from 12 to 2 °C
over 900 km. In the boreal zone, a similar change in
temperature occurs over 2000 km. From the southern
boreal zone to the equator, the entire change is less than

10 °C (Chernov, 1995).

The diversity of arctic animals north of the treeline
(about 6000 species) is similar to that of plants
(Chernov, 1995). As with plants, the arctic fauna
account for about 3% of the global total, and evolution-
arily primitive species are better represented than
advanced species. In general, the decline in animal
species with increasing latitude is more pronounced
than that of plants. An important consequence of this is
an increase in dominance. “Super-dominant” species,
such as lemmings, occupy a wide range of habitats and
generally have large effects on ecosystem processes.

Many of the adaptations of arctic species to their current
environments limit their responses to climate warming
and other environmental changes. Many adaptations have
evolved to cope with the harsh climate, and these make
arctic species more susceptible to biological invasions at
their southern ranges while species at their northern
range limit are particularly sensitive to warming. During
environmental changes in the past, arctic species have
changed their distributions rather than evolving signifi-
cantly. In the future, changes in the conditions in arctic
ecosystems may affect the release of greenhouse gases to
the atmosphere, providing a possibly significant feedback
to climate warming although both the direction and
magnitude of the feedback are currently very uncertain.
Furthermore, vegetation type profoundly influences the
water and energy exchange of arctic ecosystems, and so
future changes in vegetation driven by climate change
could profoundly alter regional climates.

1.5.3.2. Freshwater ecosystems

Arctic freshwater ecosystems are extremely numerous,
occupying a substantial area of the arctic landmass.

Even in areas of the Arctic that have low precipitation,
freshwater ecosystems are common and the term “polar
deserts” refers more to the impoverishment of vegetation
cover than to a lack of groundwater. Arctic freshwater
ecosystems include three main types: flowing water
(rivers and streams), permanent standing water (lakes and
ponds), and wetlands such as peatlands and bogs (Vincent
and Hobbie, 2000). All provide a multitude of goods and

services to humans and the biota that use them.

Flowing water systems range from the large, north-
flowing rivers that connect the interiors of continents
with the Arctic Ocean, through steep mountain rivers,
to slow-flowing tundra streams that may contain water
during spring snowmelt. The large rivers transport heat,
water, nutrients, contaminants, sediment, and biota into
the Arctic and together have a major effect on regional
environments. The larger rivers flow throughout the
year, but small rivers and streams freeze in winter.

The biota of flowing waters are extremely variable:
rivers fed mainly by glaciers are particularly low in
nutrients and have low productivity. Spring-fed streams
can provide stable, year-round habitats with a greater
diversity of primary producers and insects.

Permanent standing waters vary from very large water
bodies to small and shallow tundra ponds that freeze to
the bottom in winter. By the time the ice melts in sum-
mer, the incoming solar radiation is already past its peak,
so that the warming of lakes is limited. Primary produc-
tion, by algae and aquatic mosses, decreases from the
subarctic to the high Arctic. Zooplankton species are
limited or even absent in arctic lakes because of low
temperatures and low nutrient availability. Species abun-
dance and diversity increase with the trophic status of
the lake (Hobbie, 1984). Fish species are generally not
diverse, ranging from 3 to 20 species, although species
such as Arctic char (Salvelinus alpinus) and salmon (Salmo

sa]ar) are an irnportant resource.
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Wetlands are among the most abundant and productive

aquatic ecosystems in the Arctic. They are ubiquitous and
characteristic features throughout the Arctic and almost
all are created by the retention of water above the
permafrost. They are more extensive in the southern
Arctic than the high Arctic, but overall, cover vast areas —
up to 3.5 million km? or 11% of the land surface. Several
types of wetlands are found in the Arctic, with specific
characteristics related to productivity and climate. Bogs,
for example, are nutrient poor and have low productivity
but high carbon storage, whereas fens are nutrient rich
and have high productivity. Arctic wetlands have greater
biological diversity than other arctic freshwater ecosys-
tems, primarily in the form of mosses and sedges.
Together with lakes and ponds, arctic wetlands are sum-
mer home to hundreds of millions of migratory birds.

Arctic freshwater ecosystems are particularly sensitive to
climate change because the very nature of their habitats
results from interactions between temperature, precipi-
tation, and permafrost. Also, species limited by tempera-
ture and nutrient availability are likely to respond to
temperature changes and effects of UV radiation on dead
organic material in the water column.

1.5.3.3. Marine ecosystems

Approximately two-thirds of the Arctic as defined by

the ACIA comprises ocean, including the Arctic Ocean
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and its shelf seas plus the Nordic, Labrador, and Bering
Seas. These areas are important components of the
global climate system, primarily because of their contri-
butions to deepwater formation that influences global
ocean circulation. Arctic marine ecosystems are unique
in having a very high proportion of shallow water and
coastal shelves. In common with terrestrial and fresh-
water ecosystems in the Arctic, they experience strong
seasonality in sunlight and low temperatures. They are
also influenced by freshwaters delivered mainly by the
large rivers of the Arctic. Ice cover is a particularly
important physical characteristic, affecting heat
exchange between water and atmosphere, light penetra-
tion to organisms in the water below, and providing a
biological habitat above (for example, for seals and
polar bears (Ursus maritimus)), within, and beneath the
ice. The marginal ice zone, at the edge of the pack ice,
is particularly important for plankton production and

plankton—feeding fish.

Some of these factors are highly variable from year to
year and, together with the relatively young age of arc-
tic marine ecosystems, have imposed constraints on the
development of ecosystems that parallel those of arctic
lands and freshwaters. Thus, in general, arctic marine
ecosystems are relatively simple, productivity and bio-
diversity are low, and species are long-lived and slow-
growing, Some arctic marine areas, however, have very
high seasonal productivity (Sakshaug and Walsh, 2000)
and the sub-polar seas have the highest marine produc-
tivity in the world. The Bering and Chukchi Seas, for
example, include nutrient-rich upwelling areas that
support large concentrations of migratory seabirds as
well as diverse communities of marine mammals.

The Bering and Barents Seas support some of the
world’s richest fisheries.

The marine ecosystems of the Arctic provide a range of
ecosystem services that are of fundamental importance
for the sustenance of inhabitants of arctic coastal areas.
Over 150 species of fish occur in arctic and subarctic
waters, and nine of these are common, almost all of
which are important fishery species such as cod. Arctic
marine mammals escaped the mass extinctions of the
ice ages that dramatically reduced the numbers of arctic
terrestrial mammal species, but many are harvested.
They include predators such as the toothed whales,
seals, walrus, sea otters, and the Arctic’s top predator,
the polar bear. Over 60 species of migratory and resi-
dent seabirds occur in the Arctic and form some of the
largest seabird populations in the world. At least one
species, the great auk (Pinguinus impennis), is now
extinct because of overexploitation.

The simplicity of arctic marine ecosystems, together
with the specialization of many of its species, make them
potentially sensitive to environmental changes such as
climatic change, exposure to higher levels of UV radia-
tion, and increased levels of contaminants. Concomitant
with these pressures is potential overexploitation of
some marine resources.
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1.5.4. Humans

Some two to four million people live in the Arctic today,
although the precise number depends on where the
boundary is drawn. These people include indigenous peo-
ples (Fig. 1.8) and recent arrivals, herders and hunters
living on the land, and city dwellers with desk jobs.

Humans have occupied large parts of the Arctic since at
least the last ice age. Archeological remains have been
found in northern Fennoscandia, Russia, and Alaska
dating back more than 12000 years (e.g., Anderson,
1988; Dixon, 2001; Thommessen, 1996). In the eastern
European Arctic, Paleolithic settlements have been
recorded from as early as 40000 years ago (Pavlov et al.,
2001). In Eurasia and across the North Atlantic, groups
of humans have moved northward over the

past several centuries, colonizing
new lands such as the Faroe
Islands and Iceland, and
encountering those

already present in northern Fennoscandia and Russia and
in western Greenland (Bravo and Sorlin, 2002;
Huntington et al., 1998).

In the 20th century, immigration to the Arctic has
increased dramatically, to the point where non-
indigenous persons outnumber indigenous ones in many
regions. The new immigrants have been drawn by the
prospect of developing natural resources, from fishing
to gold to oil (CAFF, 2001), as well as by the search for
new opportunities and escape from the perceived and
real constraints of their home areas. Social, economic,
and cultural conflicts have arisen as a consequence of
competition for land and resources (Freeman, 2000;
Minority Rights Group, 1994; Slezkine, 1994) and the
incompatibility of some aspects of traditional and mod-
ern ways of life (e.g., Huntington, 1992;
Nuttall, 2000). In North America,
indigenous claims to land
and resources have been
addressed to some

Pacific Ocean
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Inuit Circumpolar Conference
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Russian Association of Indigenous
Peoples of the North

Fig. 1.8. Locations of indigenous peoples in the Arctic, showing affiliation to the Permanent Participants, the indigenous peoples'
organizations that participate in the Arctic Council.
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extent in land claim agreements, the creation of largely
self-governed regions such as Nunavut and Greenland
within nation states, and other political and economic
actions. In Eurasia, by contrast, indigenous claims and
rights have only recently begun to be addressed as mat-
ters of national policy (Freeman, 2000).

Many aspects of demography are also changing. Over the
past decade, total population has increased rapidly in
only three areas: Alaska, Iceland, and the Faroe Islands.
Rapid declines in population have occurred across most
of northern Russia, with lesser declines or modest
increases in other parts of the North (see Table 1.1).
Life expectancy has increased greatly across most of the
Arctic in recent decades, but declined sharply in Russia
in the 1990s. The prevalence of indigenous language use
has decreased in most areas, with several languages in
danger of disappearing from use. In some respects, the

Table I.1. Country population data (data sources as in table notes).
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disparities between northern and southern communities
in terms of living standards, income, and education are
shrinking, although the gaps remain large in most cases
(Huntington et al., 1998). Traditional economies based
on local production, sharing, and barter, are giving way
to mixed economies in which money plays a greater role

(e.g., Caulfield, 2000).

Despite this assimilation on many levels, or perhaps in
response to it, many indigenous peoples are reasserting
their cultural identity (e.g., Fienup-Riordan et al., 2000;
Gaski, 1997). With this activism comes political calls for
rights, recognition, and self-determination. The response
of arctic indigenous groups to the presence of long-
range pollutants in their traditional foods is a useful
illustration of their growing engagement with the world
community. In Canada particularly, indigenous groups
led the effort to establish a national program to study

Country Region Total Indigenous  Year of Previous Previous Year of
population  population census/ figure? indigenous  previous
estimate figure? estimate
ALL Arctic 3494107 3885798
USA Alaska (excluding Southeast) 553850 103000° 2000 481054 73235 1990
Canada Total 105131 59685 2001 106705 1996
Yukon Territory 28520 6540 2001 30766 6175 1996
Northwest Territories 37100 18730 2001 39672 19000 1996
Nunavut 26665 22720 2001 24730 20690 1996
Nunavik, Quebec 9632 8750 2001 8715 7780 1996
Northern Labrador® 3214 2945 2001 2822 1996
Denmark ~ Greenland 56542 49813¢ 2002 55419 48029 1994
Faroe Islands 47300 0 2002 43700 0 1995
Iceland 286275 0 2001 266783 1994
Norway Finnmark, Troms, Nordland 462908 2002 468691 1990
North of the Arctic Circle 379461 35000° 1990
Sweden Norrbotten 254733 10000¢f 2001 263735 6000¢ 1990
North of the Arctic Circle 620008 64000¢ 1990
Finland Lapland 191768 4083¢! 2000 200000" 4000¢ 1995
Russia Total 1535600 2002 1999711 67 164 1989
Murmansk Oblast 893300 2002 | 164586 1899/ 1989
Nenets Autonomous Okrug 41500 2002 53912 6468 1989
Yamalo-Nenets Autonomous Okrug 507400 2002 494844 30011 1989
Taimyr (Dolgano-Nenets) A.O. 39800 2002 55803 8728 1989
Sakha Republic (Arctic area) < 2002 66632 3982 1989
Chukotka Autonomous Okrug 53600 2002 163934 15976 1989

Data sources: AMAP, 1998; US Census Bureau, 2002 (www.census.gov); Statistics Canada, 2002 (www | 2.statcan.ca); Statistics Greenland, 2002 (www.statgreen.gl);

Faroe Islands Statistics, 2002 (www.hagstova.fo); Statistics Iceland, 2002 (www.statice.is); Statistics Norway, 2002 (www.ssb.no); Statistics Sweden, 2002 (www.scb.se);

Statistics Finland, 2002 (www.stat.fi); State Committee for Statistics, 2003 (www.eastview.com/all_russian_population_census.asp).

2Data from AMAP, 1998; Pestimated by adding the number of Alaska Natives to a proportion of those listed as “mixed race” (calculated using the statewide figure for those

of mixed race who are in part Alaska Native); “includes Davis Inlet, Hopedale, Makkovik, Nain, Postville, and Rigolet; ¢“indigenous” refers to people born in Greenland,

regardless of ethnicity; ¢indigenous population is an estimate only; festimate by the Saami Parliament for 1998 — the difference relative to the 1990 value probably reflects a

difference in the method of estimate rather than an actual population increase; sestimate only, using the same percentage of the Norrbotten population in each case,

rounded to the nearest thousand; "year of previous census/estimate unclear — population of Lapland reported as “slightly more than 200000”; 'this value for the Saami

population is for the four northernmost counties of Lapland (the “Saami Area”). There are an additional 3400 Saami elsewhere in Finland; iIndigenous figures refer only to

the numerically-small peoples, i.e., not the Yakut, Komi, et al.; Kor the districts of Anabarsk, Allaykhovsk, Bulun, Ust-Yansk, and Nizhnekolymsk.
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contaminants, the results of which were used by those
groups to advocate and negotiate international conven-
tions to control persistent organic pollutants (Downie
and Fenge, 2003). The arguments were often framed in
terms of the rights of these distinct peoples to live with-
out interference from afar. The use of international fora
to make this case emphasizes the degree to which the
indigenous groups think of themselves as participants in
global, in addition to national, affairs.

At the same time that indigenous peoples are reaching
outward, traditional hunting, fishing, herding, and gath-
ering practices remain highly important. Traditional
foods have high nutritional value, particularly for those
adapted to diets high in fat and protein rather than carbo-
hydrates (Hansen et al., 1998). Sharing and other forms
of distributing foods within and between communities
are highly valued, and indeed create a highly resilient
adaptation to uncertain food supplies while strengthening
social bonds (e.g., Magdanz et al., 2002). The ability to
perpetuate traditional practices is a visible and effective
way for many indigenous people to exert control over
the pace and extent of modernization, and to retain the
powerful spiritual tie between people and their environ-
ment (e.g., Fienup-Riordan et al., 2000; Ziker, 2002).

It is within this context of change and persistence in the
Arctic today that climate change and increased UV radi-
ation act as yet more external forces on the environ-
ment that arctic residents rely upon and know well.
Depending on how these new forces interact with exist-
ing forces in each arctic society and each geographical
region, the impacts and opportunities associated with
climate change and UV radiation may be minimized or
magnified (e.g., Hamilton et al., 2003). The degree to
which people are resilient or vulnerable to climate
change depends in part on the cumulative stresses to
which they are subject through social, political, and
economic changes in other aspects of their lives. It also
depends in part on the sensitivity of social systems and
their capacity for adaptation (see Chapter 17). The
human impacts of climate change should be interpreted
not in sweeping generalizations about the entire region,
but as another influence on the already shifting mosaic
that comprises each arctic community.

1.5.5. Natural resources and economics

In economic terms, the Arctic is best known as a source
of natural resources. This has been true since the first
explorers discovered whales, seals, birds, and fish that
could be sold in more southerly markets (CAFF, 2001).
In the 20th century, arctic minerals were also discovered
and exploited, the size of some deposits of oil, gas, and
metal ores more than compensating for the costs of
operating in remote, cold regions (AMAP, 1998; Bernes,
1996). Military bases and other facilities were also con-
structed across much of the Arctic, providing employ-
ment but also affecting population distribution and local
environments (e.g., Jenness, 1962). In recent decades,
tourism has added another sector to the economies of

-
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many communities and regions of the Arctic (Humphries
etal., 1998).The public sector, including government
services and transfer payments, is also a major part of
the economy in nearly all areas of the Arctic, responsible
in some cases for over half the available jobs (Huntington
etal., 1998). In addition to the cash economy of the
Arctic, the traditional subsistence and barter economies
are major contributors to the overall well-being of the
region, producing significant value that is not recorded
in official statistics that reflect only cash transactions

(e.g., Schroeder et al., 1987; Weihs et al., 1993).

The three most important economic resources of the
Arctic are oil and gas, fish, and minerals.

1.5.5.1. Oil and gas

The Arctic has huge oil and gas reserves. Most are locat-
ed in Russia: oil in the Pechora Basin, gas in the lower
Ob Basin, and other potential oil and gas fields along
the Siberian coast. Canadian oil and gas fields are con-
centrated in two main basins in the Mackenzie Delta/
Beaufort Sea region and in the Arctic Islands. In Alaska,

Prudhoe Bay is the largest oil field in North America
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and other fields have been discovered or remain to be
discovered along the Beaufort Sea coast. Oil and gas
fields also exist on Greenland’s west coast and in
Norway’s arctic territories.

1.5.5.2. Fish

Arctic seas contain some of the world’s oldest and richest
commercial fishing grounds. In the Bering Sea and Aleu-
tian Islands, Barents Sea, and Norwegian Sea annual fish
harvests in the past have exceeded two million tonnes,
although many of these fisheries have declined (in 2001
fish catches in the Bering Sea totaled 1.6 million tonnes).
Important fisheries also exist around Iceland, Svalbard,
Greenland, and Canada. Fisheries are important to many
arctic countries, as well as to the world as a whole.

For example, Norway is the world’s biggest fish exporter
with exports worth four billion US dollars in 2001.

1.5.5.3. Minerals

The Arctic has large mineral reserves, ranging from gem-
stones to fertilizers. Russia extracts the greatest quanti-
ties of these minerals, including nickel, copper, platinum,
apatite, tin, diamonds, and gold, mostly on the Kola
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Peninsula but also in Siberia. Canadian mining in the
Yukon and Northwest Territories and Nunavut is for lead,
zinc, copper, diamonds, and gold. In Alaska lead and zinc
deposits in the Red Dog Mine, which contains two-thirds
of US zinc resources, are mined, and gold mining contin-
ues. The mining activities in the Arctic are an important
contributor of raw materials to the world economy.

1.6. An outline of the assessment

This assessment contains eighteen chapters. The seven-
teen chapters that follow this introduction are organized
into four sections: climate change and UV radiation
change in the Arctic, impacts on the physical and biolog-
ical systems of the Arctic, impacts on humans in the
Arctic, and future steps and a synthesis of the ACIA.

1.6.1. Climate change and UV radiation
change in the Arctic

The arctic climate is an integral part of the global cli-
mate, and cannot be understood in isolation. Chapter 2
describes the arctic climate system, its history, and its
connections to the global system. This description lays
the foundation for the rest of the treatment of climate in
this assessment. Chapter 3 lays another essential founda-
tion for the assessment by describing how climate
change appears from the perspective of arctic indige-
nous peoples, a topic also included in other chapters.
Chapter 4 describes future climate projections, devel-
oped through use of emissions scenarios of greenhouse
gases, and climate modeling. Several modeling simula-
tions of future climates were developed specifically for
this assessment, and these are described in detail.
Chapter 5 provides the counterpart to Chapters 2 and 4
on observations and future projections of UV radiation
and ozone, and their effects. The causes and characteris-
tics of ozone depletion are discussed, together with
models for the further depletion and eventual recovery
of the ozone layer following international action.

1.6.2. Impacts on the physical and
biological systems of the Arctic

The primary impacts of climate change and increased
UV radiation in the Arctic will be to its physical and bio-
logical systems. Chapter 6 describes the changes that
have already been observed, and the impacts that are
expected to occur in the frozen regions of the Arctic,
including sea ice, permafrost, glaciers, and snow cover.
River discharge and river and lake ice break-up and
freeze-up are also discussed. Chapter 7 discusses impacts
on the terrestrial ecosystems of the Arctic, drawing on
extensive research, experimental data, observations, and
indigenous knowledge. Biodiversity, risks to species,
including displacements due to climate change, UV radi-
ation effects, and feedback processes as the vegetation
and the hydrological regime change are discussed.
Chapter 8 examines freshwater ecosystems in a similar
fashion, including a discussion of freshwater fisheries in
the Arctic. Chapter 9 covers the marine systems of the
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Arctic, and includes topics from the physical ocean
regime, including the thermohaline circulation, to sea
ice, coastal issues, fisheries, and ecosystem changes.

1.6.3. Impacts on humans in the Arctic

The implications of climate change and changes in UV
radiation for humans are many and complex, both direct
and indirect. Chapter 10 addresses the challenges to bio-
diversity conservation posed by climate change, especial-
ly given the relative paucity of data and the lack of
circumpolar monitoring at present. Chapter 11 outlines
the implications of climate change for wildlife conserva-
tion and management, a major concern in light of the
substantial changes that are expected to impact upon
ecosystems. Chapter 12 looks at traditional practices of
hunting, herding, fishing, and gathering, which are also
likely to be affected by ecosystem changes, as well as by
changes in policies and society. Chapter 13 describes the
commerecial fisheries of the arctic seas, including seals
and whales, with reference to climate as well

as to fishing regulations and the
socio-economic impacts of
current harvests of fish

stocks. Chapter

14 extends

the geographic scope of the assessment to the northern
boreal forest, examining both that ecosystem and the
implications of climate change for agriculture and
forestry. Chapter 15 discusses the implications of climate
and UV radiation on human health, both for individuals
and for communities in terms of public health and cul-
tural vitality. Chapter 16 explores the ways in which cli-
mate may affect man-made infrastructure in the Arctic,
both in terms of threats to existing facilities such as
houses, roads, pipelines, and other industrial facilities,
and of future needs resulting from a changing climate.

1.6.4. Future steps and a synthesis of the
ACIA

Chapter 17 presents an innovative way of examining
societal vulnerability to climate change. It gives some
initial results from current research but primarily illus-
trates prospects for applying this approach more broadly
in the future. Chapter 18 contains a synthesis and sum-
mary of the main results of the ACIA, includ-
ing implications for each of the
four ACIA regions and
directions for future
research.
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Summary

The arctic climate is defined by a low amount or absence
of sunlight in winter and long days during summer, with
significant spatial and temporal variation. The cryosphere
is a prominent feature of the Arctic. The sensitivities of
snow and ice regimes to small temperature increases and
of cold oceans to small changes in salinity are processes
that could contribute to unusually large and rapid cli-
mate change in the Arctic.

The arctic climate is a complex system with multiple
interactions with the global climate system. The phase
of the Arctic Oscillation was at its most negative in the
1960s, exhibited a general trend toward a more positive
phase from about 1970 to the early 1990s, and has
remained mostly positive since. Sea ice is a primary
means by which the Arctic exerts leverage on global
climate, and sea-ice extent has been decreasing. In ter-
restrial areas, temperature increases over the past 80
years have increased the frequency of mild winter days,
causing changes in aquatic ecosystems; the timing of
river-ice breakups; and the frequency and severity of
extreme ice jams, floods, and low flows.

The observational database for the Arctic is quite limit-
ed, with few long-term stations and a paucity of obser-
vations in general, making it difficult to distinguish with
confidence between the signals of climate variability and
change. Based on the analysis of the climate of the 20th
century, it is very probable that the Arctic has warmed
over the past century, although the warming has not
been uniform. Land stations north of 60° N indicate
that the average surface temperature increased by
approximately 0.09 °C/decade during the past century,
which is greater than the 0.06 °C/decade increase aver-
aged over the Northern Hemisphere. It is not possible
to be certain of the variation in mean land-station tem-
perature over the first half of the 20th century because
of a scarcity of observations across the Arctic before
about 1950. However, it is probable that the past
decade was warmer than any other in the period of the
instrumental record.

Evidence of polar amplification depends on the time-
scale of examination. Over the past 100 years, it is pos-
sible that there has been polar amplification, however,
over the past 50 years it is probable that polar amplifi-
cation has occurred.

It is very probable that atmospheric pressure over the
Arctic Basin has been dropping, and it is probable that
there has been an increase in total precipitation over the
past century at the rate of about 1% per decade. Trends in
precipitation are hard to assess because it is difficult to
measure with precision in the cold arctic environment.

It is very probable that snow-cover extent around the
periphery of the Arctic has decreased. It is also very prob-
able that there have been decreases in average arctic sea-
ice extent over at least the past 40 years and a decrease in
multi-year sea-ice extent in the central Arctic.

Arctic Climate Impact Assessment

Reconstruction of arctic climate over the past thousands
to millions of years demonstrates that arctic climate can
vary substantially. There appears to be no natural
impediment to anthropogenic climate change being
very significant and greater in the Arctic than the
change at the global scale. Especially during past cold
periods, there have been times when temperature tran-
sitions have been quite rapid — from a few to several
degrees change over a century.

2.1. Introduction

The Arctic is the northern polar component of the
global climate system. The global climate system has
been thoroughly examined in the recent reports of the
Intergovernmental Panel on Climate Change (IPCC,
2001a,b,c), which include discussion of the impacts of
climate change in the Arctic (IPCC, 2001a). Arctic cli-
mate is characterized by a low amount or absence of
sunlight in winter and long days during summer.
Although these solar inputs are a dominant influence,
arctic climate exhibits significant spatial and temporal
variability. As a result, the Arctic is a collection of
regional climates with different ecological and physical
climatic characteristics.

The cryosphere is a prominent feature of the Arctic,
present as snow, ice sheets, glaciers, sea ice, and
permafrost. The physical properties of snow and ice
include high reflectivity, low thermal conductivity, and
the high latent heat required to convert ice to liquid
water; these contribute significantly to the regional
character of arctic climate.

The arctic climate interacts with the climates of more
southern latitudes through the atmosphere, oceans, and
rivers. Because of these regionally diverse features, an
exact geographic definition of the Arctic is not appro-
priate and this chapter focuses on the northernmost
areas (usually north of 60° N), while acknowledging
interactions with more southerly areas.

The observational database for the Arctic is quite
limited, with few long-term stations and a paucity of
observations in general. The combination of a sparse
observational dataset and high variability makes it diffi-
cult to distinguish with confidence between the signals
of climate variability and change.

With respect to the polar regions, the Intergovernmental
Panel on Climate Change (IPCC, 2001a) stated:

Changes in climate that have already taken place are
manifested in the decrease in extent and thickness of
Arctic sea ice, permqﬁrost thaWing, coastal erosion,
changes in ice sheets and ice shelves, and altered
distribution and abundance of species in polar regions

(high confidence).

Climate change in polar regions is expected to be among
the largest and most rapid cfan)/ region on the Earth,
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and will cause major physical, ecological, sociological,
and economic impacts, especially in the Arctic, Antarctic

Peninsula, and Southern Ocean (high confidence).

Polar regions contain important drivers of climate
change. Once triggered, they may continuejbr centuries,
long qﬂter greenhouse gas concentrations are stabilized,
and cause irreversible impacts on ice sheets, global ocean
circulation, and sea-level rise (medium confidence).

The arctic climate is a complex system and has multiple
interactions with the global climate system. The sensitivi-
ties of snow and ice regimes to small temperature
increases and of cold oceans to small changes in salinity,
both of which can lead to subsequent amplification of the
signal, are processes that could contribute to unusually
large and rapid climate change in the Arctic. The Arctic
Oscillation (AO) is an important feature of the arctic
atmosphere and its connections with global climate
(section 2.2). The phase of the AO was at its most nega-
tive in the 1960s, but from about 1970 to the early 1990s
there was a general trend toward a more positive phase
and it has remained mostly positive since. It is possible
that this is the result of increased radiative forcing due to
anthropogenic greenhouse gas (GHG) emissions, but it is
also possible that it is a result of variations in sea surface
temperatures. The Arctic Ocean (section 2.3) forms the
core of the Arctic. Sea ice is the defining characteristic of
the marine Arctic and is the primary means by which the
Arctic exerts leverage on global climate. This leverage
occurs through mediation of the exchange of radiation,
sensible heat, and momentum between the atmosphere
and the ocean. Terrestrial hydrology (section 2.4) and
arctic climate are intricately linked. In terrestrial areas,
temperature increases over the past 80 years have
increased the frequency of mild winter days, causing
changes in the timing of river-ice breakups; in the fre-
quency and severity of extreme ice jams, floods, and low
flows; and in aquatic ecosystems. The increased frequency
of mild winter days has also affected transportation and
hydroelectric generation.

There are both positive and negative feedback processes
in the Arctic, occurring over a range of timescales.
Positive feedbacks include snow and ice albedo feedback;
reduction in the duration of time that sea ice insulates

the atmosphere from the Arctic Ocean; and permafrost—
methane hydrate feedbacks. Negative feedbacks can result
from increased freshwater input from arctic watersheds,
which makes the upper ocean more stably stratified and
hence reduces temperature increases near the air—sea
interface; reductions in the intensity of the thermohaline
circulation that brings heat to the Arctic; and a possible
vegetation—carbon dioxide (CO,) feedback that has the
potential to promote vegetation growth, resulting in a
reduced albedo due to more vegetation covering the tun-
dra. Polar amplification (greater temperature increases in
the Arctic compared to the earth as a whole) is a result of
the collective effect of these feedbacks and other process-
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es. The Arctic is connected to the global climate, being
influenced by it and vice versa (section 2.5).

Based on the analysis of the climate of the 20th century
(section 2.6), it is very probable” that arctic tempera-
tures have increased over the past century, although the
increase has not been spatially or temporally uniform.
The average surface temperature in the Arctic increased
by approximately 0.09 °C/decade during the past centu-
ry, which is 50% greater than the 0.06 °C/decade
increase observed over the entire Northern Hemisphere
(IPCC, 2001b). Probably as a result of natural varia-
tions, the Arctic may have been as warm in the 1930s as
in the 1990s, although the spatial pattern of the warm-
ing was quite different and may have been primarily an
artifact of the station distribution.

Evidence of polar amplification depends on the time-
scale of examination. Over the past 100 years, it is pos-
sible that there has been polar amplification, however,
over the past 50 years it is probable that polar amplifi-
cation has occurred.

It is very probable that atmospheric pressure over the
Arctic Basin has been dropping, and it is probable that
there has been an increase in total precipitation over
the past century at the rate of about 1% per decade.
Trends in precipitation are hard to assess because pre-
cipitation is difficult to measure with precision in the
cold arctic environment. It is very probable that snow-
cover extent around the periphery of the Arctic has
decreased. It is also very probable that there have been
decreases in average arctic sea-ice extent over at least
the past 40 years and a decrease in multi-year sea-ice
extent in the central Arctic.

Reconstruction of arctic climate over thousands to mil-
lions of years demonstrates that the arctic climate has
varied substantially. There appears to be no natural
impediment to anthropogenic climate change being
very significant and greater in the Arctic than the
change on the global scale. Section 2.7.2 examines the
variability of arctic climate during the Quaternary
Period (the past 1.6 million years) with a focus on the
past 20000 years. Arctic temperature variability during
the Quaternary Period has been greater than the global
average. Especially during past cold periods, there have
been times when the variability and transitions in tem-
perature have been quite rapid — from a few to several
degrees change over a century. There have also been
decadal-scale variations due to changes in the thermo-
haline circulation, with marked regional variations.

2.2. Arctic atmosphere

The arctic atmosphere is highly influenced by the over-
all hemispheric circulation, and should be regarded in
this general context. This section examines Northern
Hemisphere circulation using the National Centers for

’In this chapter, when describing changes in arctic climate, the words possible, probable, and very probable are used to indicate the level of confidence
the authors have that the change really did occur, recognizing the limitations of the observing system and paleoclimatic reconstructions of arctic climate.
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Environmental Prediction/National Center for Atmo-
spheric Research reanalyses for the period from 1952 to
2003 (updated from Kalnay et al., 1996). Section 2.2.1
describes the main climatological features, while section
2.2.2 discusses the two major modes of variability: the
AO (and its counterpart, the North Atlantic Oscillation)
and the Pacific Decadal Oscillation. Because much of the
observed change in the Arctic appears to be related to
patterns of atmospheric circulation, it is important that
these modes of atmospheric variability be described.

2.2.1. Climatology

Atmospheric circulation and weather are closely linked
to surface pressure. Figure 2.1a shows the Northern
Hemisphere seasonal mean patterns of sea-level pressure
in winter and summer. The primary features of sea-level
pressure in winter include the oceanic Aleutian and
Icelandic Lows, and the continental Siberian High with
its extension into the Arctic (the Beaufort High). The
sea-level pressure distribution in summer is dominated
by subtropical highs in the eastern Pacific and Atlantic
Oceans, with relatively weak gradients in polar and sub-
polar regions. The seasonal cycle of sea-level pressure
over the mid-latitude oceans exhibits a summer maxi-
mum and winter minimum. By contrast, the seasonal
cycle of sea-level pressure over the Arctic and subarctic
exhibits a maximum in late spring, a minimum in win-
ter, and a weak secondary maximum in late autumn.
The climatological patterns and seasonal cycle of sea-
level pressure are largely determined by the regular pas-
sage of migratory cyclones and anticyclones, which are
associated with storminess and settled periods, respec-
tively. Areas of significant winter cyclonic activity (storm
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Fig. 2.1. Northern Hemisphere seasonal mean (1952-2003)
patterns of (a) sea-level pressure (4 hPa contours; blue con-
tours show pressures <1014 hPa) and (b) surface air tem-
perature (5 °C contours; blue contours show temperatures
<0 °C) (updated from Kalnay et al, 1996).
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tracks) are found in the North Pacific and North
Atlantic. These disturbances carry heat, momentum, and
moisture into the Arctic, and have a significant influence
on high-latitude climate.

The Arctic is affected by extremes of solar radiation.

The amount of solar radiation received in summer is
relatively high due to long periods of daylight, but its
absorption is kept low by the high albedo of snow and ice.
The amount of solar radiation received in winter is low to
non-existent. Figure 2.1b shows the seasonal mean pat-
terns of surface air temperature. The Arctic is obviously a
very cold region of the Northern Hemisphere, especially
in winter when the seasonal mean temperature falls well
below -20 °C. Temperature inversions, when warm air
overlies a cold surface, are common in the Arctic.

At night, especially on calm and clear nights, the ground
cools more rapidly than the adjacent air because the
ground is a much better emitter of infrared radiation than
the air. The arctic winter is dominated by temperature
inversions, due to the long nights and extensive infrared
radiation losses. Arctic summers have fewer and weaker
temperature inversions. On the hemispheric scale, there
exist large north—south gradients of atmospheric temper-
ature (and moisture). In winter, the continental landmass-
es are generally colder than the adjacent oceanic waters,
owing to the influence of warm surface currents on the
western boundaries of the Atlantic and Pacific Oceans.

2.2.2. Variability modes

2.2.2.1. Arctic/North Atlantic Oscillation

The North Atlantic Oscillation (NAO) has long been
recognized as a major mode of atmospheric variability
over the extratropical ocean between North America
and Europe. The NAO describes co-variability in sea-
level pressure between the Icelandic Low and the Azores
High. When both are strong (higher than normal pres-
sure in the Azores High and lower than normal pressure
in the Icelandic Low), the NAO index is positive. When
both are weak, the index is negative. The NAO is hence
also a measure of the meridional gradient in sea-level
pressure over the North Atlantic, and the strength of the
westerlies in the intervening mid-latitudes. The NAO is
most obvious during winter but can be identified at any
time of the year. As the 20th century drew to a close, a
series of papers were published (e.g., Thompson et al.,
2000) arguing that the NAO should be considered as a
regional manifestation of a more basic annular mode of
sea-level pressure variability, which has come to be
known as the Arctic Oscillation (AO). The AO is defined
as the leading mode of variability from a linear principal
component analysis of Northern Hemisphere sea-level
pressure. It emerges as a robust pattern dorninating both
the intra-seasonal (e.g., month-to-month) and inter-
annual variability in sea-level pressure.

Whether or not the AO is in fact a more fundamental
mode than the NAO is a matter of debate. For example,
Deser (2000) concluded that the correlation between the
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Pacific and Azores high-pressure areas was not significant,
and that the AO cannot therefore be viewed as reflecting
such a teleconnection. Ambaum et al. (2001) found that
even the correlation between the Pacific and Icelandic—
Arctic low-pressure centers was not significant. They
argue that the AO is mainly a reflection of similar behav-
ior in the Pacific and Atlantic basins. Regardless, the AO
and NAO time series are very highly correlated, and for
most applications (including this assessment), either para-
digm can be used. Before proceeding with a description
of the AO/NAO, two cautionary points must be men-
tioned. First, while the AO/NAO is obviously dominant,
it explains only a fraction (i.e., 20 to 30%) of the total
variability in sea-level pressure. Second, because the
AO/NAO index is derived from a linear statistical tool,

it cannot describe more general nonlinear variability.
Monahan et al. (2003) have shown that hemispheric vari-
ability is significantly nonlinear, and the AO provides only
the optimal linear approximation of this variability.

Figure 2.2a shows the AO/NAO time series obtained
using monthly mean sea-level pressure for all months in
the “extended winter” (November to April). There is con-
siderable month-to-month and year-to-year variability, as
well as variability on longer timescales. The AO/NAO
index was at its most negative in the 1960s. From about
1970 to the early 1990s, there was a general increasing
trend, and the AO index was more positive than negative
throughout the 1990s. The physical origins of these long-
term changes are the subject of considerable debate. Fyfe
et al. (1999) and Shindell et al. (1999) have shown that
positive AO trends can be obtained from global climate
models using scenarios of increasing radiative forcing due
to rising GHG concentrations. Rodwell et al. (1999) and
Hoerling et al. (2001) have shown similar positive trends
using global climate models run with fixed radiative forc-
ing and observed annually varying sea surface tempera-
tures. Rodwell et al. (1999) argued that slowly varying
sea surface temperatures in the North Atlantic are locally
communicated to the atmosphere through evaporation,
precipitation, and atmospheric heating processes. On the
other hand, Hoerling et al. (2001) suggested that changes
in tropical sea surface temperatures, especially in the
Indian and Pacific Oceans, may be more important than
changes in sea surface temperatures in the North
Atlantic. They postulated that changes in the tropical
ocean alter the pattern and magnitude of tropical rainfall
and atmospheric heating, which in turn produce positive
AO/NAO trends. Regardless of the causes, it must be
noted that AO/NAO trends do not necessarily reflect a
change in the variability mode itself. As demonstrated by
Fyfe (2003), the AO/NAO trends are a reflection of a
more general change in the background, or “mean”, state
with respect to which the modes are defined.

Figure 2.2b shows the sea-level pressure anomaly pat-
tern associated with the AO/NAO time series, as
derived from a principal components analysis. The pat-
tern shows negative anomalies over the polar and sub-
polar latitudes, and positive anomalies over the mid-
latitudes. The anomaly center in the North Atlantic,
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while strongest in the vicinity of the Icelandic Low,
extends with strength well into the Arctic Basin. Not
surprisingly, these anomalies are directly related to fluc-
tuations in cyclone frequency. Serreze et al. (1997)
noted a strong poleward shift in cyclone activity during
the positive phase of the AO/ NAO, and an equatorward
shift during the negative phase. In the region correspon-
ding to the climatological center of the Icelandic Low,
Cyclone events are more than twice as common during
the positive AO/NAO extremes than during negative
extremes. Systems found in this region during the posi-
tive phase are also significantly deeper than are their
negative AO/NAO counterparts. McCabe et al. (2001)
noted a general poleward shift in Northern Hemisphere
cyclone activity starting around 1989, coincident with
the positive trend in the AO/NAO time series. Figure
2.2c shows the pattern of surface air temperature anom-
alies associated with the AO/NAO time series. Negative
surface air temperature anomalies centered in Davis
Strait are consistent with southeasterly advection of cold
arctic air by the AO/NAO-related winds. Easterly advec-
tion of warmer air, also linked to AO/NAQO-related
winds, accounts for the pattern of positive anomalies in
surface air temperature over Eurasia.
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Fig. 2.2. Arctic Oscillation (a) time series based on anomalies
of November to April monthly mean sea-level pressure, cal-
culated relative to the 1952-2003 monthly mean (shading
indicates November—April averages for each winter in the
time series); and associated patterns of (b) sea-level pressure
anomalies (I hPa contours; arrows represent the anomalous
wind direction) and (c) surface air temperature anomalies
(0.4 °C contours) derived from a principal components analy-
sis of the time series (updated from Kalnay et al, 1996).
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2.2.2.2. Pacific Decadal Oscillation

The Pacific Decadal Oscillation (PDO) is a major mode
of North Pacific climate variability. The PDO is obtained
as the leading mode of North Pacific monthly surface
temperature. Figure 2.3a shows the PDO time series
obtained using monthly mean surface air temperature for
all months in the extended winter (November to April).
As with the AO/NAO time series, the PDO time series
displays considerable month-to-month and year-to-year
variability, as well as variability on longer timescales.
The PDO was in a negative (cool) phase from 1947 to
1976, while a positive (warm) phase prevailed from
1977 to the mid-1990s (Mantua et al., 1997; Minobe,
1997). Major changes in northeast Pacific marine ecosys-
tems have been correlated with these PDO phase
changes. As with the AO/NAO, the physical origins of

these long-term changes are currently unknown.

Figures 2.3b and 2.3c show the sea-level pressure and
surface air temperature anomalies associated with the
PDO time series, as derived from a principal compo-
nents analysis. The sea-level pressure anomaly pattern is
wave-like, with low sea-level pressure anomalies over
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Fig. 2.3. Pacific Decadal Oscillation () time series based on
anomalies of November to April monthly mean surface air
temperature in the North Pacific, calculated relative to the
1952-2003 monthly mean (shading indicates November—
April averages for each winter in the time series); and associ-
ated patterns of (b) sea-level pressure anomalies (1.0 hPa
contours) and (c) surface air temperature anomalies (0.2 °C
contours) derived from a principal components analysis of
the time series (updated from Kalnay et. al, 1996).
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the North Pacific and high sea-level pressure anomalies
over western North America. At the same time, the sur-
face air temperatures tend to be anomalously cool in the
central North Pacific and anomalously warm along the
west coast of North America. The PDO circulation
anomalies extend well into the troposphere in a form
similar to the Pacific North America pattern (another
mode of atmospheric variability).

2.3. Marine Arctic

2.3.1. Geography

The Arctic Ocean forms the core of the marine Arctic.
Its two principal basins, the Eurasian and Canada, are
more than 4000 m deep and almost completely land-
locked (Fig. 2.4). Traditionally, the open boundary of
the Arctic Ocean has been drawn along the Barents
Shelf edge from Norway to Svalbard, across Fram
Strait, down the western margin of the Canadian Archi-
pelago and across Bering Strait (Aagaard and
Coachman, 1968a). Including the Canadian polar conti-
nental shelf (Canadian Archipelago), the total ocean
area is 11.5 million km?, of which 60% is continental
shelf. The shelf ranges in width from about 100 km in
the Beaufort Sea (Alaska) to more than 1000 km in the
Barents Sea and the Canadian Archipelago. Representa-
tive shelf depths off the coasts of Alaska and Siberia are
50 to 100 m, whereas those in the Barents Sea, East
Greenland, and northern Canada are 200 to 500 m.

A break in the shelf at Fram Strait provides the only
deep (2600 m) connection to the global ocean.
Alternate routes to the Atlantic via the Canadian Archi-
pelago and the Barents Sea block flow at depths below
220 m while the connection to the Pacific Ocean via
Bering Strait is 45 m deep. About 70% of the Arctic
Ocean is ice-covered throughout the year.

Like most oceans, the Arctic is stratified, with deep
waters that are denser than surface waters. In a strati-
fied ocean, energy must be provided in order to mix
surface and deep waters or to force deep-water flow
over obstacles. For this reason, seabed topography is an
important influence on ocean processes. Sections 6.3
and 9.2.2 contain detailed discussions of the Arctic
Ocean and sea ice.

The term “marine Arctic” is used here to denote an area
that includes Baffin, Hudson, and James Bays; the
Labrador, Greenland, Iceland, Norwegian, and Bering
Seas; and the Arctic Ocean. This area encompasses

3.5 million km? of cold, low-salinity surface water and
seasonal sea ice that are linked oceanographically to the
Arctic Ocean and areas of the North Atlantic and North
Pacific Oceans that interact with them. In this region,
the increase in density with depth is dominated by an
increase in salinity as opposed to a decrease in tempera-
ture. The isolated areas of the northern marine cryo-
sphere, namely the Okhotsk and Baltic Seas and the
Gulf of St. Lawrence, are not included in this chapter’s
definition of “marine Arctic”.
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Fig. 2.4. Topographic features of the marine Arctic (International Bathymetric Chart of the Arctic Ocean; http://www.ngdc.noaa.gov/
mgg/bathymetry/arctic/arctic.html).

2.3.2. Influence of temperate latitudes

Climatic conditions in northern mid-latitudes influence
the Arctic Ocean via marine and fluvial inflows as well
as atmospheric exchange. The transport of water, heat,
and salt by inflows are important elements of the global
climate system. Warm inflows have the potential to
melt sea ice provided that mixing processes can move
heat to the surface. The dominant impediment to mix-
ing is the vertical gradient in salinity at arctic tempera-
tures. Therefore, the presence of sea ice in the marine
Arctic is linked to the salt transport by inflows.

Approximately 11% of global river runoff is discharged
to the Arctic Ocean, which represents only 5% of glob-
al ocean area and 1% of its volume (Shiklomanov et al.,

2000). In recognition of the dramatic effect of fresh-
water runoff on arctic surface water, the salt budget is
commonly discussed in terms of freshwater, even for
marine flows. Freshwater content in the marine context
is the fictitious fraction of freshwater that dilutes sea-
water of standard salinity (e.g., 35) to create the salinity
actually observed. For consistency with published litera-
ture, this chapter uses the convention of placing “fresh-
water” in quotes to distinguish the freshwater compo-
nent of ocean water from the more conventional defini-
tion of freshwater.

The Arctic is clearly a shortcut for flow between the
Pacific and Atlantic Oceans (Fig. 2.5). A flow of
800000 m*/s (0.8 Sv) follows this shortcut to the
Atlantic via Bering Strait, the channels of the Canadian
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Fig. 2.5. Surface currents in the Arctic Ocean (based on AMAP, 1998).

Archipelago, and Fram Strait (Melling, 2000). The flow is
driven by higher sea level (~0.5 m) in the North Pacific
(Stigebrandt, 1984). The difference in elevation reflects
the lower average salinity of the North Pacific, main-
tained by an excess of precipitation over evaporation
relative to the North Atlantic (Wijfels et al., 1992).

By returning excess precipitation to the Atlantic, the flow
through the Arctic redresses a global-scale hydrologic
imbalance created by present-day climate conditions.

By transporting heat into the Arctic Ocean at depths less
than 100 m, the flow influences the thickness of sea ice in
the Canada Basin (Macdonald R. et al., 2002).

Much of the elevation change between the Pacific and the
Atlantic occurs in Bering Strait. Operating like a weir in
a stream, at its present depth and width the strait
hydraulically limits flow to about 1 Sv (Overland and

Roach, 1987). Bering Strait is therefore a control point in
the global hydrological cycle, which will allow more
through-flow only with an increase in sea level. Similar
hydraulic controls may operate with about 0.2 m of
hydraulic head at flow constrictions within the Canadian
Archipelago. The present “freshwater” flux through
Bering Strait is about 0.07 Sv (Aagaard and Carmack,
1989; Fedorova and Yankina, 1964).

The Bering inflow of “freshwater” destined for the
Atlantic is augmented from other sources, namely rivers
draining into the Arctic Ocean, precipitation over ocean
areas, and sea ice. The total influx to the marine Arctic
from rivers is 0.18 Sv (Shiklomanov et al., 2000), about
2.5 times the “freshwater” flux of the Pacific inflow
through Bering Strait. This estimate includes runoff from
Greenland, the Canadian Archipelago, and the water-
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sheds of the Yukon River (carried through Bering Strait
by the Alaskan Coastal Current), Hudson Bay, and James
Bay. The average annual precipitation minus evaporation
north of 60° N is 0.16 m/yr (Barry and Serreze, 2000),
corresponding to a freshwater flux of 0.049 Sv over
marine areas. The combined rate of freshwater supply to
the marine Arctic is 0.3 Sv.

Sea ice has a high “freshwater” content, since it loses
80% of its salt upon freezing and all but about 3%
through subsequent thermal weathering. Although about
10% of sea-ice area is exported annually from the Arctic
Ocean through Fram Strait, this is not a “freshwater”
export from the marine Arctic, since the boundary is
defined as the edge of sea ice at its maximum extent.

Freezing segregates the upper ocean into brackish sur-
face (ice) and salty deeper components that circulate
differently within the marine Arctic. The melting of sea
ice delivers freshwater to the surface of the ocean near
the boundary of the marine Arctic. The flux of sea ice
southward through Fram Strait is known to be about
0.09 Sv (Vinje, 2001), but the southward flux of sea-
sonal sea ice formed outside the Arctic Ocean in the
Barents, Bering, and Labrador Seas; the Canadian
Archipelago; Hudson and Baffin Bays; and East Green-
land is not known.

The inflows to the marine Arctic maintain a large reser-
voir of “freshwater” (i.e., diluted seawater and brackish
sea ice). Aagaard and Carmack (1989) estimated the
volume of “freshwater” stored within the Arctic Ocean
to be 80000 km?>. A rough estimate suggests that there
is an additional reservoir of approximately 50000 km?
in the marginal seas described in the previous para-
graph. The total reservoir of “freshwater” equals the
accumulation of inflow over about 15 years.

The “freshwater” reservoir feeds two boundary currents
that flow into the western North Atlantic — the East
Greenland Current and the Labrador Current (Aagaard
and Coachman, 1968a,b). The former enters the Green-
land Sea via Fram Strait and the latter enters the Labra-
dor Sea via Davis Strait, gathering a contribution from
Hudson Bay via Hudson Strait.

Northbound streams of warm saline water, the Norwe-
gian Atlantic Current and the West Greenland Current,
counter the flow of low-salinity water toward the
Atlantic. The Norwegian Atlantic Current branches into
the West Spitzbergen Current and the Barents Sea
through-flow. The former passes through Fram Strait
with a temperature near 3 °C and follows the continen-
tal slope eastward at depths of 200 to 800 m as the
Fram Strait Branch (Gorshkov, 1980). The latter, cooled
to less than 0 °C and freshened by arctic surface waters,
enters the Arctic Ocean at depths of 800 to 1500 m in
the eastern Barents Sea (Schauer et al., 2002). The West
Greenland Current carries 3 °C seawater to northern
Baffin Bay, where it mixes with arctic outflow and joins
the south-flowing Baffin Current (Melling et al., 2001).
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The inflows via the West Spitzbergen Current and
Barents Sea through-flow are each about 1 to 2 Sv.
The West Greenland Current transports less than

0.5 Sv. The associated fluxes of “freshwater” are small
because salinity is close to 35. All fluxes vary apprecia-
bly from year to year.

The Fram Strait and Barents Sea branches are important
marine sources of heat and the most significant sources
of salt for arctic waters subjected to continuous dilu-
tion. The heat loss to the atmosphere in the ice-free
northeastern Greenland Sea averages 200 W/m? (Khrol,
1992). The average heat loss from the Arctic Ocean is

6 W/m? of which 2 W/m? comes from the Atlantic-
derived water. The impact of the incoming oceanic heat
on sea ice is spatially non-uniform because the upper-
ocean stability varies with the distribution of freshwater
storage and ice cover.

2.3.3. Arctic Ocean

The two branches of Atlantic inflow interleave at
depths of 200 to 2000 m in the Arctic Ocean because
of their high salinity, which makes them denser than
surface waters despite their higher temperature.
They circulate counter-clockwise around the basin in
narrow (50 km) streams confined to the continental
slope by the Coriolis Effect. The streams split where
the slope meets mid-ocean ridges, creating branches
that circulate counter-clockwise around the sub-basins
(Rudels et al., 1994). The delivery of new Atlantic
water to the interior of basins is slow (i.e., decades).

The boundary currents eventually return cooler, fresh-
er, denser water to the North Atlantic via Fram Strait
(Greenland side) and the Nordic Seas. The circuit time
varies with routing. The role of arctic outflow in deep
convection within the Greenland Sea and in the global
thermohaline circulation is discussed in section 9.2.3.
In the present climate, Atlantic-derived waters in the
Arctic Ocean occur at depths too great to pass through
the Canadian Archipelago.

Inflow from the North Pacific is less saline and circu-
lates at a shallower depth than Atlantic inflow. It spreads
north from Bering Strait to dominate the upper ocean
of the western Arctic — the Chukchi and Beaufort Seas,
Canada Basin, and the Canadian Archipelago. An oceanic
front presently located over the Alpha-Mendeleyev
Ridge in Canada Basin separates the region of Pacific
dominance from an “Atlantic domain” in the eastern
hemisphere. A dramatic shift of this front from the
Lomonosov Ridge in the early 1990s flooded a wide
area of former Pacific dominance with warmer and less
stratified Atlantic water (Carmack et al., 1995).

The interplay of Atlantic and Pacific influence in the
Arctic Ocean, the inflows of freshwater, and the seasonal
cycle of freezing and melting create a layered structure
in the Arctic Ocean (Treshnikov, 1959). These layers,
from top to bottom, include snow; sea ice; surface sea-
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water strongly diluted by precipitation, river discharge,
and ice melt; warm summer intrusions from ice-free
seas (principally the Bering Sea); cold winter intrusions
from freezing seas; cool winter intrusions from ice-free
seas (principally the Barents Sea); warm intrusions of the
Fram Strait Branch; cool intrusions of the Barents Sea
Branch; recently-formed deep waters; and relict deep
waters. The presence and properties of each layer vary
with location across the Arctic Ocean.

The cold and cool winter intrusions form the arctic cold
halocline, an approximately isothermal zone wherein
salinity increases with depth. The halocline isolates sea
ice from warm deeper water because its density gradient
inhibits mixing, and its weak temperature gradient mini-
mizes the upward flux of heat. The cold halocline is a
determining factor in the existence of year-round sea ice
in the present climate. Areas of seasonal sea ice either
lack a cold halocline (e.g., Baffin Bay, Labrador Shelf,
Hudson Bay) or experience an intrusion of warm water
in summer that overrides it (e.g., Chukchi Sea, coastal
Beaufort Sea, eastern Canadian Archipelago). The stabili-
ty of the cold halocline is determined by freshwater
dynamics in the Arctic and its low temperature is main-
tained by cooling and ice formation in recurrent coastal
polynyas (Cavalieri and Martin, 1994; Melling, 1993;
Melling and Lewis, 1982; Rudels et al., 1996). Polynyas
are regions within heavy winter sea ice where the ice is
thinner because the oceanic heat flux is locally intense or
because existing ice is carried away by wind or currents.
The locations and effectiveness of these “ice factories”
are functions of present-day wind patterns (Winsor and

Bjérk, 2000).

2.3.4. Sea ice

Sea ice is the defining characteristic of the marine Arctic.
It is the primary method through which the Arctic exerts
leverage on global climate, by mediating the exchange of
radiation, sensible heat, and momentum between the
atmosphere and the ocean (see section 2.5). Changes to
sea ice as a unique biological habitat are in the forefront
of climate change impacts in the marine Arctic.

The two primary forms of sea ice are seasonal (or first-
year) ice and perennial (or multi-year) ice. Seasonal or
first-year ice is in its first winter of growth or first sum-
mer of melt. Its thickness in level floes ranges from a
few tenths of a meter near the southern margin of the
marine cryosphere to 2.5 m in the high Arctic at the end
of winter. Some first-year ice survives the summer and
becomes multi-year ice. This ice develops its distinctive
hummocky appearance through thermal weathering,
becoming harder and almost salt-free over several years.
In the present climate, old multi-year ice floes without
ridges are about 3 m thick at the end of winter.

The area of sea ice decreases from roughly 15 million
km? in March to 7 million km? in September, as much of
the first-year ice melts during the summer (Cavalieri et
al., 1997). The area of multi-year sea ice, mostly over the
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Arctic Ocean basins, the East Siberian Sea, and the
Canadian polar shelf, is about 5 million km? (Johannessen
etal., 1999). A transpolar drift carries sea ice from the
Siberian shelves to the Barents Sea and Fram Strait.

It merges on its eastern side with clockwise circulation
of sea ice within Canada Basin. On average, 10% of arctic
sea ice exits through Fram Strait each year. Section 6.3
provides a full discussion of sea ice in the Arctic Ocean.

Sea ice also leaves the Arctic via the Canadian
Archipelago. Joined by seasonal sea ice in Baffin Bay,

it drifts south along the Labrador coast to reach New-
foundland in March. An ice edge is established in this
location where the supply of sea ice from the north bal-
ances the loss by melt in warm ocean waters. Sea-ice
production in the source region in winter is enhanced
within a polynya (the North Water) formed by the per-
sistent southward drift of ice. Similar “conveyor belt”
sea-ice regimes also exist in the Barents and Bering
Seas, where northern regions of growth export ice to
temperate waters.

First-year floes fracture easily under the forces gener-
ated by storm winds. Leads form where ice floes sepa-
rate under tension, exposing new ocean surface to
rapid freezing. Where the pack is compressed, the floes
buckle and break into blocks that pile into ridges up to
30 m thick. Near open water, notably in the Labrador,
Greenland, and Barents Seas, waves are an additional
cause of ridging. Because of ridging and rafting, the
average thickness of first-year sea ice is typically twice
that achievable by freezing processes alone (Melling
and Riedel, 1996). Heavily deformed multi-year floes
near the Canadian Archipelago can average more than

10 m thick.

Information on the thickness of northern sea ice is
scarce. Weekly records of land-fast ice thickness
obtained from drilling are available for coastal locations
around the Arctic (Canada and Russia) for the 1940s
through the present (Melling, 2002; Polyakov et al.,
2003a). Within the Arctic Ocean, there have been occa-
sional surveys of sea ice since 1958, measured with
sonar on nuclear submarines (Rothrock et al., 1999;
Wadhams, 1997; Winsor, 2001). In Fram Strait and the
Beaufort Sea, data have been acquired continuously
since 1990 from sonar operated from moorings
(Melling, 1993; Melling and Moore, 1995; Melling and
Riedel, 1996; Vinje et al., 1998). The average thickness
of sea ice in the Arctic Ocean is about 3 m, and the
thickest ice (about 6 m) is found along the shores of
northern Canada and Greenland (Bourke and Garrett,
1987). There is little information about the thickness of
the seasonal sea ice that covers more than half the
marine Arctic.

Land-fast ice (or fast ice) is immobilized for up to 10
months each year by coastal geometry or by grounded
ice ridges (stamukhi). There are a few hundred meters of
land-fast ice along all arctic coastlines in winter. In the
present climate, ice ridges ground to form stamukhi in
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depths of up to 30 m, as the pack ice is repeatedly
crushed against the fast ice by storm winds. In many
areas, stamukhi stabilize sea ice for tens of kilometers
from shore. Within the Canadian Archipelago in late
winter, land-fast ice bridges channels up to 200 km wide
and covers an area of 1 million km?. Some of this ice is
trapped for decades as multi-year land-fast ice (Reimnitz
et al., 1995). The remobilization of land-fast ice in sum-
mer is poorly understood. Deterioration through melt-
ing, flooding by runoff at the coast, winds, and tides are
contributing factors.

Many potential impacts of climate change will be medi-
ated through land-fast ice. It protects unstable coastlines
and coastal communities from wave damage, flooding
by surges, and ice ride-up. It offers safe, fast routes for
travel and hunting, It creates unique and necessary habi-
tat for northern species (e.g., ringed seal (Phoca hispida)
birth lairs) and brackish under-ice migration corridors
for fish. It blocks channels, facilitating the formation of
polynyas important to northern ecosystems in some
areas, and impeding navigation in others (e.g., the
Northwest Passage).

2.4. Terrestrial water balance

The terrestrial water balance and hydrologic processes
in the Arctic have received increasing attention, as it has
been realized that changes in these processes will have
implications for global climate. There are large uncer-
tainties concerning the water balance of tundra owing to
a combination of:

¢ the sparse network of in situ measurements of pre-
cipitation and the virtual absence of measurements
of evapotranspiration in the Arctic;

* the difficulty of obtaining accurate measurements
of solid precipitation in cold windy environments,
even at manned weather stations;

* the compounding effects of elevation on precipita-
tion and evapotranspiration in topographically
complex regions of the Arctic, where the distribu-
tion of observing stations is biased toward low
elevations and coastal regions; and

slow progress in exploiting remote sensing tech-
niques for measuring high-latitude precipitation
and evapotranspiration.

Uncertainties concerning the present-day distributions
of precipitation and evapotranspiration are sufficiently
large that evaluations of recent variations and trends are
problematic. The water budgets of arctic watersheds
reflect the extreme environment. Summer precipitation
plays a minor role in the water balance compared to
winter snow, since in summer heavy rains cannot be
absorbed by soils that are near saturation. In arctic
watersheds, precipitation exceeds evapotranspiration,
and snowmelt is the dominant hydrologic event despite
its short duration. In the boreal forest, water balance
dynamics are dominated by spring snowmelt; water is
stored in wetlands, and evapotranspiration is also a
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major component in the water balance (Metcalfe and
Buttle, 1999). Xu and Halldin (1997) suggested that the
effects of climate variability and change on streamflow
will depend on the ratio of annual runoff to annual pre-
cipitation, with the greatest sensitivity in watersheds
with the lowest ratios.

2.4.1. Permanent storage of water on land

The great ice caps and ice sheets of the world hold 75%
of the global supply of freshwater; of these, the Green-
land Ice Sheet contains 2.85 million km? of freshwater
(IPCC, 2001c). The northern portions of mid-latitude
cyclones carry most of the water that reaches arctic ice
caps, with the result that precipitation generally decreas-
es from south to north. Runoff often exceeds precipita-
tion when ice caps retreat. The behavior of glaciers
depends upon climate (see section 6.5).

Temperature and precipitation variations influence the
arctic ice caps; for example, temperature increases cou-
pled with decreased precipitation move the equilibrium
line (boundary between accumulation and ablation)
higher, but with increased precipitation, the line moves
lower (Woo and Ohmura, 1997). Small shifts in precipi-
tation could offset or enhance the effect of increasing
temperatures (Rouse et al., 1997). Water is also stored
in permanent snowfields and firn (compact, granular
snow that is over one year old) fields, perched lakes
(lakes that are raised above the local water table by
permafrost), and as permafrost itself. Whitfield and
Cannon (2000) implicated shifts between these types of
storage as the source of increases in arctic streamflow
during recent warmer periods. The IPCC (2001b) stat-
ed: “Satellite data show that there are very likely to have
been decreases of about 10% in the extent of snow
cover since the late 1960s, and ground-based observa-
tions show that there is very likely to have been a
reduction of about two weeks in the annual duration of
lake and river ice cover in the mid- and high latitudes of
the Northern Hemisphere, over the 20th century”.

2.4.2. Hydrology of freshwater in the Arctic

The Arctic has four hydrologic periods: snowmelt; out-
flow breakup period (several days in length but account-
ing for 75% of total annual flow); a summer period with
no ice cover and high evaporation; and a winter period
where ice cover thicker than 2 m exists on lakes. Four
types of arctic rivers show different sensitivity to climat-
ic variations:

* Arctic—nival: continuous permafrost where deep
infiltration is impeded by perennially frozen strata,
base flow and winter flow are low, and snowmelt is
the major hydrologic event.

* Subarctic—nival: dominated by spring snowmelt
events, with peak water levels often the product of
backwater from ice jams. Groundwater contribu-
tions are larger than those in arctic—nival systems.
In some areas, complete winter freezing occurs.
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* Proglacial: snowmelt produces a spring peak, but
flows continue throughout the summer as areas at
progressively higher elevations melt. Ice-dammed
lakes are possible.

* Muskeg: large areas of low relief characterized by
poor drainage. Runoff attenuation is high because
of large water-holding capacity and flow resistance.

Fens (peatlands) are wetlands that depend upon annual
snowmelt to restore their water table, and summer pre-
cipitation is the most important single factor in the water
balance (Rouse, 1998). Actual evapotranspiration is a lin-
ear function of rainfall. If summer rainfall decreases,
there would be an increase in the severity and length of
the water deficit. Water balance has a significant effect on
the carbon budget and peat accumulation; under drier
conditions, peatlands would lose biomass, and stream-
flows would decrease. Krasovskaia and Saelthun (1997)
found that monthly flow regimes in Scandinavia have sta-
ble average patterns that are similar from year to year.
They demonstrated that most rivers are very sensitive to
temperature rises on the order of 1 to 3 °C, and that
nival (snow-dominated) rivers become less stable while
pluvial (rain-dominated) rivers become more stable.
Land storage of snow is important in the formation of the
hydrograph in that the distributed nature of the snow
across the land “converts” the daily melt into a single
peak. Kuchment et al. (2000) modeled snowmelt and
rainfall runoff generation for permafrost areas, taking
into account the influence of the depth of thawed ground
on water input, water storage, and redistribution.

Where they exist, perennial snow banks are the major
source of runoff, and as little as 5% of watershed area
occupied by such snow banks will enhance runoff com-
pared to watersheds without them. The resulting stream
discharge is termed “proglacial”, and stored water con-
tributes about 50% of the annual runoff. During winter,
when biological processes are dormant, the active layer
freezes and thaws. Spring snowmelt guarantees water
availability about the same time each year, at a time
when rainfall is minimal but solar radiation is near its
maximum. Summer hydrology varies from year to year
and depends upon summer precipitation patterns and
magnitudes. Surface organic soils, which remain saturat-
ed throughout the year (although the phase changes),
are more important hydrologically than deeper mineral
soils. During dry periods, runoff is minimal or ceases.
During five years of observations at Imnavait Creek,
Alaska, an average of 50 to 66% of the snowpack mois-
ture became runoff, 20 to 34% evaporated, and 10 to
19% added to soil moisture storage (Kane et al., 1989).
All biological activity takes place in the active layer
above the permafrost. Hydraulic conductivity of the
organic soils is 10 to 1000 times greater than silt.
Unlike the organic layer, the mineral layer remains
saturated and does not respond to precipitation events.
Soil properties vary dramatically over short vertical
distances. The snowmelt period is brief, lasting on the
order of 10 days, and peak flow happens within 36

hours of the onset of flow.
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Evapotranspiration is similar in magnitude to runoff as a
principal mechanism of water loss from a watershed
underlain by permafrost. Water balance studies indicate
that cumulative potential evaporation is greater than
cumulative summer precipitation.

Snowmelt on south-facing slopes occurred one month
earlier than on north-facing slopes in subarctic water-
sheds (Carey and Woo, 1999). On south-facing slopes,
the meltwater infiltrated and recharged the soil moisture
but there was neither subsurface flow nor actual runoff.
The north-facing slopes had infiltration barriers, thus
meltwater was impounded in the organic layer and pro-
duced surface and subsurface flows. Permafrost slopes
and organic horizons are the principal controls on
streamflow generation in subarctic catchments. Seppald
(1997) showed that permafrost is confining but not
impermeable. Quinton et al. (2000) found that in tun-
dra, subsurface flow occurs predominantly through the
saturated zone within the layer of peat that mantles hill
slopes, and that water flow through peat is laminar.

Beltaos (2002) showed that temperature increases over
the past 80 years have increased the frequency of mild
winter days, which has augmented flows to the extent
that they can affect breakup processes. There are several
implications of this change, including increases in the
frequency of mid-winter breakup events; increased
flooding and ice-jam damages; delayed freeze-up dates;
and advanced breakup dates. Prowse and Beltaos (2002)
suggested that climate change may alter the frequency
and severity of extreme ice jams, floods, and low flows.
These climate-driven changes are projected to have sec-
ondary effects on fluvial geomorphology; river modify-
ing processes; aquatic ecology; ice-induced flooding that
supplies water and nutrients to wetlands; biological tem-
plates; dissolved oxygen depletion patterns; transporta-
tion and hydroelectric generation; and ice-jam damage.

The hydrology and the climate of the Arctic are intricate-
ly linked. Changes in temperature and precipitation
directly and indirectly affect all forms of water on and in
the landscape. If the storage and flux of surface water
changes, a variety of feedback mechanisms will be affect-
ed, but the end result is difficult to project. Snow, ice,
and rivers are considered further in Chapters 6 and 8.

2.5. Influence of the Arctic on global
climate

2.5.1. Marine connections

Although the marine Arctic covers a small fraction of the
globe, positive feedback between the Arctic Ocean and
the climate system has the potential to cause global
effects. The thermohaline circulation is the global-scale
overturning in the ocean that transports significant heat
via a poleward flow of warm surface water and an equa-
torward return of cold, less saline water at depth. The
overturning crucial to this transport in the Northern
Hemisphere occurs in the Greenland, Irminger, and
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Labrador Seas (Broecker et al., 1990). The occurrence
and intensity of overturning is sensitive to the density of
water at the surface in these convective gyres, which is in
turn sensitive to the outflow of low-salinity water from
the Arctic. An increase in arctic outflow is very likely to
reduce the overturning and therefore the oceanic flux of
heat to northern high latitudes. The overturning also
moderates anthropogenic impacts on climate because it

, to the deep ocean. A compre-
hensive description of the dynamics and consequences of

removes atmospheric CO

the marine connections is given in section 9.2.3.

2.5.1.1. Ice-albedo feedback to warming and
cooling

Sea ice is an influential feature of the marine Arctic.

It reflects a large fraction of incoming solar radiation
and insulates the ocean waters against loss of heat and
moisture during winter. Sea ice also inhibits the move-
ment and mixing of the upper ocean in response to
wind. By stabilizing the upper ocean through melting,
it may control the global heat sink at high northern lati-
tudes (Manabe et al., 1991; Rind et al., 1995).

The global impact of ice-albedo feedback is predicated
on the existence of a strong relationship between atmo-
spheric temperature increases and sea-ice extent. The
seasonal analogue of climate change effects on the marine
cryosphere is the dramatic expansion of sea-ice extent in
winter and its retreat in summer, in tune with (at a lag of
several months) the seasonal variation in air temperature.
Another relevant analogue is the seasonal progression
from frequently clear skies over the marine cryosphere in
winter to dominance by fog and stratiform cloud in sum-
mer. The increased moisture supply at the melting surface
of the ice pack promotes the formation of low clouds
that reflect most of the incoming solar radiation in sum-
mer, replacing the weakened reflecting capability of
melting sea ice. Thus, cloud cover is an important part-
ner to sea ice in the albedo feedback mechanism.

2.5.1.2. Freshwater feedback to poleward
transport of heat and freshwater

Deep convection in the northwest Atlantic Ocean is a
crucial part of the global thermohaline circulation.
Water freshened by arctic outflow is cooled, causing it
to sink deep into the ocean, from where it flows either
south to the North Atlantic or north into the Arctic
Basin (Aagaard and Greisman, 1975; Nikiforov and
Shpaikher, 1980). Deep convection has considerable
interannual variability controlled by atmospheric circula-
tion. It operates to link the stochastic effects of atmo-
spheric variability to slow oscillations in the ocean—
atmosphere system via the oceanic transports of heat
and “freshwater” in the global thermohaline circulation

(Broecker, 1997, 2000).

The Greenland Sea is one region where new deep water
forms (Swift and Aagaard, 1981). Here, warm and
saline water of Atlantic origin meets cold arctic water
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of lower salinity. Extremely low temperatures cause
rapid cooling of the sea surface, which may trigger
either deep convective mixing or intensified ice forma-
tion, depending on the density of waters at the sea sur-
face. Convection can reach depths of about 2000 m
(Visbeck et al., 1995) and the temperature change in
the water at that depth is an indicator of the intensity of
deep-water formation, with warmer temperatures indi-
cating less deep-water formation. Observations show
periods of deep-water temperature increases in the
Greenland Sea in the late 1950s and between 1980 and
1990, and temperature decreases in the early 1950s and
in the late 1960s. A large increase (0.25 °C) in deep-
water temperature occurred in the 1990s (Alekseev et
al., 2001). The decrease in deep-water formation
implied by increasing deep-water temperatures has
weakened the thermohaline circulation, leading to a
decreased overflow of deep water through the Faroe-
Shetland channel (Hansen et al., 2001).

A reduction in the vertical flux of salt and reduced
deep-water formation is likely to trigger a prolonged
weakening of the global thermohaline circulation.
With less bottom-water formation, there is likely to be
a reduction in upwelling at temperate and subtropical
latitudes. Paleoclimatic shifts in the thermohaline cir-
culation have caused large and sometimes abrupt
changes in regional climate (section 2.7). Dickson et
al. (2002) demonstrated that the flows of dense cold
water over sills in the Faroe—Shetland Channel and in
Denmark Strait are the principal means of ventilating
the deep waters of the North Atlantic. Both the flux
and density structure of “freshwater” outflow to the
North Atlantic are critical to the arctic influence on
global climate via the thermohaline circulation

(Aagaard and Carmack, 1989).

2.5.2. Sea level

Global average sea level rose between 0.1 and 0.2 m
during the 20th century (IPCC, 2001b), primarily
because of thermal expansion of warming ocean
waters. Although the thermal expansion coefficient for
seawater is small, integrated over the 6000 m depth of
the ocean the resulting change in sea level can generate
changes of significance to ecosystems and communities
near coastlines. The warming of arctic seawater will
have a negligible impact on local sea level because cold
(<0 °C) seawater expands very little with an increase
in temperature. However, arctic sea level will respond
to changes in the levels of the Atlantic and Pacific
Oceans via dynamic links through Bering Strait, Fram
Strait, and the Canadian Archipelago. In many areas of
the Arctic, sea level is also changing very rapidly as a
result of postglacial rebound of the earth’s crust.

For example, the land at Churchill, Canada (on the
western shore of Hudson Bay), rose one meter during
the 20th century. In many parts of the Arctic, changes
in the elevation of the shoreline due to crustal rebound
are likely to exceed the rise in sea level resulting from
oceanic warming.
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The Arctic Ocean stores a large volume of “freshwater”.
Arctic sea level is sensitive to “freshwater” storage and
will rise if this inventory increases, or fall if “freshwater”
storage declines. Changes in northern hydrology are
therefore likely to have an important effect on arctic sea
level by changing “freshwater” storage in the Arctic.

On a timescale of centuries, and with a sufficient
increase in temperature, accumulation or ablation of ter-
restrial ice caps in Greenland and Antarctica are very
likely to be the dominant causes of global changes in sea
level. There is an interesting aspect to sea-level change in
the vicinity of these ice caps: a sea-level increase caused
by the ice cap melting, distributed globally, may be offset
by changes in the local gravitational anomaly of the ice,
which pulls the sea level up towards it. As a result, it is
possible that sea level could actually drop at locations
within a few hundred kilometers of Greenland, despite
an average increase in sea level worldwide. Sections 6.5
and 6.9 provide further details related to ice caps, gla-
ciers, and sea-level rise.

2.5.3. Greenhouse gases

Arctic ecosystems are characterized by low levels of pri-
mary productivity, low element inputs, and slow ele-
ment cycling due to inhibition of these processes by very
cold climatic conditions. However, arctic ecosystems still
tend to accumulate organic matter, carbon (C), and
other elements because decomposition and mineraliza-
tion processes are equally inhibited by the cold, wet soil
environment (Jonasson et al., 2001). Owing to this slow
decomposition, the total C and element stocks of wet
and moist arctic tundra frequently equal or exceed
stocks of the same elements in much more productive
ecosystems in temperate and tropical latitudes. Methane
(CH,) production, for example, is related to the position
of the water table in the active layer, which will be
affected by changes in active-layer depth and/or perma-
frost degradation. Natural gas hydrates are also found in
the terrestrial Arctic, although only at depths of several
hundred meters. Currently, arctic and alpine tundra is
estimated to contain 96 x 10!2 kg of C in its soil and
permafrost. This is roughly 5% of the world’s soil C pool
(IPCC, 2001c). An additional 5.7 x 10'? kg of C is
stored in arctic wetland, boreal, and tundra vegetation,
for a total of 102 x 10'? kg of terrestrial C (Jonasson et
al., 2001). This is fully discussed in section 7.4.2.1.
Thawing of permafrost has the potential to release large
stores of CO, and CH, that are presently contained in
frozen arctic soils, both as a direct consequence of
thawing and as an indirect consequence of changes in
soil wetness (Anisimov et al., 1997; Fukuda, 1994).
Although it is not clear whether the Arctic will be a net
source or sink of C in the future, the large amounts of

C that could be taken up or released make improved
understanding of arctic processes important.

The Arctic Ocean was not initially believed to be a sig-
nificant sink of C because its sizeable ice cover prevents
atmosphere—ocean exchange and biological production

Arctic Climate Impact Assessment

in the central ocean was believed to be small. Under
warmer climate conditions, however, the amount of C
that the Arctic Ocean can sequester is likely to increase
significantly. In the northern seas, hydrated CH, is
trapped in solid form at shallow depths in cold sedi-
ments. Gas hydrates are likely to decompose and release
CH, to the atmosphere if the temperature of water at
the seabed rises by a few degrees (Kennett et al., 2000)
over centuries to a millennium. This is discussed further
in section 9.5.5.

2.6. Arctic climate variability in the
twentieth century

2.6.1. Observing systems and data sources

All arctic countries maintain programs of synoptic
observations to support their economic activity and the
sustainability of communities in the Arctic. Due to the
harsh environment and the sparseness of the observation
network, the need for meteorological observations is
often a major (or even the only) reason for the existence
of many arctic settlements. Systematic in situ arctic
meteorological observations started in the late 18th cen-
tury in the Atlantic sector (Tabony, 1981). In Fenno-
scandia, the oldest systematic climatic observations
north of 65° N were made in Tornio, Finland, between
1737 and 1749, and regular weather stations were estab-
lished around 1850. At Svalbard, the first permanent
weather station was established in 1911. The first station
in the Russian north was established at Arkhangelsk in
1813. Most of the meteorological network in central
and northern Alaska was established in the 1920s, with
the first station, Kotzebue, opening in 1897. The first
meteorological observations in southern Alaska (Sitka at
57° N) were made in 1828. In northern Canada, system-
atic meteorological observations started in the 1940s.

Meteorological observations in the Arctic Ocean began
with the first research voyage of Fridtjof Nansen
onboard Fram (1894—1896). Additional observations
were made during the 1920s and 1930s by ships
trapped in the pack ice. A new phase of Arctic Ocean
observations began in the mid-1930s with the estab-
lishment of North Pole ice stations (Arctic Climatology
Project, 2000).

Economic issues led to a significant reduction in the
existing meteorological network in northern Russia
and Canada in the 1990s. Thus, during the past decade,
the number of arctic meteorological stations has
noticeably decreased, and the number of the stations
conducting atmospheric measurements using balloons

has decreased sharply.

The national meteorological services of the Nordic
countries, Canada, Russia, and the United States main-
tain extensive archives of in situ observations from
their national networks. The station density in these
networks varies substantially, from 2 per 1000 km? in
Fennoscandia to 1 per 100000 km? in Canada north of
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60° N, northern Alaska, and (since the 1990s) in north-
ern regions of Siberia.

In seeking to assemble a high-quality record, different
levels of quality assurance, data infilling, and homoge-
nization adjustments are required. The Global Historical
Climatology Network (GHCN) dataset includes selected
quality controlled long-term stations suitable for climate
change studies, while the Global Daily Climatology
Network dataset goes through a more limited screening.
The Integrated Surface Hourly Dataset incorporates all
synoptic observations distributed through the Global
Telecommunication System during the past 30 years.

All rawindsonde observations in the Arctic (300 stations
north of 50° N and 135 stations north of 60° N) are cur-
rently collected in the Comprehensive Aerological
Reference Data Set.

The sea-ice boundaries in the Atlantic sector of the
Arctic Ocean have been documented since the begin-
ning of the 20th century. Since the late 1950s, sea-ice
observations have been conducted throughout the year.
The development of shipping along the coast of Siberia
in the mid-1920s led to sea-ice monitoring in Siberian
Arctic waters. By the late 1930s, aviation had become
the main observation tool; since the 1970s, satellite
remote sensing has been used. The notes of seamen and
the logs of fishing, whaling, and sealer vessels operating
in arctic waters serve as an important source of infor-
mation about changes in the state of arctic sea ice
throughout the 19th and 20th centuries (Vinje, 2001).
A significant amount of historical data on sea ice near
the shores of Iceland was preserved and generalized in
many studies (Ogilvie and Jonsdottir, 2000). Informa-
tion on sea-ice thickness is scarce; observations of ice
draft using upward-looking sonar from submarines and
stationary systems are the primary source of this infor-
mation (see section 2.3.4).

Sea-ice data are concentrated at two World Data
Centers. Datasets of satellite observations of sea-ice and
snow-cover extent (Ramsay, 1998), snow water equiva-
lent from the Special Sensor Microwave Imager
(Armstrong and Brodzik, 2001; Grody and Basist,
1996), cloudiness (Rossow and Schiffer, 1999), and the
radiation budget (Wielicki et al., 1995) are available
from the National Aeronautics and Space Administration
(Goddard Institute for Space Studies, Langley Atmo-
spheric Sciences Data Center) and the National Oceanic
and Atmospheric Administration (National Climatic Data
Center, National Snow and Ice Data Center — NSIDC).
A suite of arctic-related datasets is available from the

NSIDC (http://nsidc.org/index.html).

Oceanographic measurements in the central Arctic were
initiated in 1894 by Nansen (1906). They were restarted
in the 1930s, interrupted during the Second World War,
and resumed in the late 1940s with the help of aviation
and drifting stations. Since 1987, icebreakers with con-
ductivity, temperature, and depth sondes have been used
to make observations.
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The hydrologic network in the Arctic is probably the
weakest of the arctic observation networks, which makes
information about the arctic water budget quite uncer-
tain (VOrdsmarty et al., 2001). A circumpolar river dis-
charge dataset is available online (R-ArcticNET, 2003).

2.6.2. Atmospheric changes

2.6.2.1. Land-surface air temperature

Although several analyses (e.g., Comiso, 2003; Polyakov
et al., 2003b) have examined large-scale temperature
variations in the Arctic, no study has evaluated the spatial
and temporal variations in temperature over all land
areas in the zone from 60° to 90° N for the entire 20th
century. Consequently, temperature trends are illustrat-
ed for this latitude band using the Climatic Research
Unit (CRU) database (Jones and Moberg, 2003) and the
GHCN database (updated from Peterson and Vose,
1997). Both databases were used in the IPCC Third
Assessment Report (IPCC, 2001¢) to summarize the
patterns of temperature change over global land areas
since the late 19th century. While the impact of urban-
ization on large-scale temperature trends in the Arctic
has not been assessed, the results of Jones et al. (1990),
Easterling et al. (1997), Peterson et al. (1999), and
Peterson (2003) indicate that urbanization effects at the
global, hemispheric, and even regional scale are small

(<0.05 °C over the period 1900 to 1990).

Figure 2.6 depicts annual land-surface air temperature
variations in the Arctic (north of 60° N) from 1900 to
2003 using the GHCN dataset. The CRU time series is
virtually identical to the GHCN series, and both docu-
ment a statistically significant warming trend of

0.09 °C/decade during the period shown (Table 2.1).
The arctic trend is greater than the overall Northern
Hemisphere trend of 0.06 °C/decade over the same
period (IPCC, 2001b). In general, temperature
increased from 1900 to the mid-1940s, then decreased

Anomaly (°C)
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Fig. 2.6. Annual anomalies of land-surface air temperature in
the Arctic (60° to 90° N) for the period 1900 to 2003 using
the GHCN dataset (updated from Peterson and Vose, 1997).
Anomalies are calculated relative to the 1961—-1990 average.
The smoothed curve was created using a 2|-point binomial
filter, which approximates a 10-year running mean.
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Table 2.1. Least-squares linear trends in annual anomalies of arctic (60° to 90° N) land-surface air temperature (°C/decade) from the
GHCN (updated from Peterson and Vose, 1997) and CRU (Jones and Moberg, 2003) datasets. Anomalies are calculated relative to the

1961-1990 average.

1900-2003 19001945 1946—1965 1966—2003
GHCN dataset 0.092 0.29 014 0.40?
CRU dataset 0.092 0.312 -0.20 0.402

avalue significant at the 1% level of confidence or better

until about the mid-1960s, and increased again there-
after. The general features of the arctic time series are
similar to those of the global time series, but decadal
trends and interannual variability are greater in the
Arctic. Comparisons of the arctic and global time series
are discussed later in this section.

Figure 2.7 illustrates the patterns of land-surface air tem-
perature change in the Arctic between 1900 and 2003
and for three periods therein. Trends were calculated
from annually averaged gridded anomalies using the
method of Peterson et al. (1999) with the requirement
that annual anomalies include a minimum of ten months
of data. For the period 1900 to 2003, trends were calcu-
lated only for those 5° x 5° grid boxes with annual anom-
alies in at least 70 of the 104 years. The minimum num-
ber of years required for the shorter time periods (1900—
1945, 19461965, and 1966-2003) was 31, 14, and 26,
respectively. The three periods selected for this figure
correspond approximately to the warming—cooling—
warming trends seen in Fig. 2.6. The spatial coverage of
the region north of 60° N is quite varied. During the first
period (1900—1945), there are only three stations meet-
ing the requirement of 31 years of data in Region 4 and
only four in Region 3 (see section 18.3 for map and
description of the ACIA regions). The highest density of
stations is found in Region 1. The coverage for the second
and third periods is more uniform.

Although it is difficult to assess trends in some areas,
air temperature appears to have increased throughout
the Arctic during most of the 20th century. The only
period characterized by widespread cooling was 1946
to 1965, and even then large areas (e.g., southern
Canada and southern Eurasia) experienced significant
increases in temperature. Temperatures in virtually all
parts of the Arctic increased between 1966 and 2003,
with trends exceeding 1 to 2 °C/decade in northern
Eurasia and northwestern North America. The average
trend between 1966 and 2003 over the Arctic was

0.4 °C/decade, approximately four times greater than
the average for the century. While most pronounced in
winter and spring, all seasons experienced an increase
in temperature over the past several decades (Fig. 2.8).
The trends shown in Fig. 2.8 were calculated from
seasonally-averaged gridded anomalies using the method
of Peterson et al. (1999) with the requirement that the
calculation of seasonal anomalies should include all
three months. Trends were calculated only for those
5°x 5° grid boxes containing seasonal anomalies in at
least 26 of the 38 years. The updated analysis by
Chapman and Walsh (2003) showed generally similar

patterns of change over the period 1954 to 2003, but
with areas of cooling around southern Greenland.

The instrumental record of land-surface air temperature
is qualitatively consistent with other climate records in
the Arctic (Serreze et al., 2000). For instance, tempera-
tures in the marine Arctic (as measured by coastal land
stations, drifting ice stations, and Russian North Pole
stations) increased at the rate of 0.05 °C/decade during
the 20th century (Polyakov et al., 2003b). As with the
land-only record, the increases were greatest in winter
and spring, and there were two relative maxima during
the century (the late 1930s and the 1990s). For periods
since 1950, Polyakov et al. (2003b) found the rate of
temperature increase in the marine Arctic to be similar
to that noted for the GHCN dataset. Because of the
scarcity of data prior to 1945, it is very difficult to say
whether the Arctic as a whole was as warm in the 1930s
and 1940s as it was during the 1990s. In the Polyakov et
al. (2003b) analysis, only coastal stations were chosen
and most of the stations contributing to the high aver-
age temperatures in the 1930s were in Scandinavia.
Interior stations, especially those between 60° N (the
southern limit for the analysis in this section) and 62° N
(the southern limit for the Polyakov et al. (2003b)
study), have warmed more than coastal stations over the
past few decades. As discussed in section 2.6.3, arctic
sea-ice extent contracted from 1918 to 1938 and then
expanded between 1938 and 1968 (Zakharov, 2003).
The expansion after 1938 implies that the Arctic was
cooling during that period.

Polyakov et al. (2002) presented the temperature trends
(°C/yr) for their dataset (as described above) and for the
Jones et al. (1999) Northern Hemisphere dataset. For
comparison purposes, the temperature trends (°C/yr)
for the land-surface temperatures (GHCN dataset) were
computed for the latitude bands 60° to 90° N and 0° to
60° N (Fig. 2.9). The trend shown for any given year
before present is the average trend from that year
through 2003; for example, the value corresponding to
60 years before present is the average trend for the peri-
od 1944 to 2003. In both latitudinal bands, the trend
over any period from 120 years ago to the present is
positive (i.e., the Arctic is warming). Although the
trends for both bands have been increasing over the past
60 years, the trend in the 60° to 90° N band is larger.
The rate of temperature increase in the Arctic (as
defined here) exceeds that of lower latitudes. Due to
natural variability and sparse data in the Arctic, the arc-
tic trend shows more variability and the confidence lim-
its are wider. Over the past 40 years, the arctic warming
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trend was about 0.04 °C/yr (0.4 °C/decade) compared
to a trend of 0.025 °C/yr for the lower latitudes.

Likewise, surface temperatures derived from satellite
thermal infrared measurements, which provide circum-
polar coverage from 1981 to 2001, exhibited statistically
significant warming trends in all areas between 60° to
90° N except Greenland (Comiso, 2003). The warming
trends were 0.33 °C/decade over the sea ice, 0.50 °C/
decade over Eurasia, and 1.06 °C/decade over North
America. In addition, the recent reduction in sea-ice
thickness (Rothrock et al., 1999), the retreat of sea-ice
cover (Parkinson et al., 1999), and the decline in peren-

(a) 1900-2003

(c) 1946-1965

(0
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nial sea-ice cover (Comiso, 2002) are consistent with
large-scale warming in the Arctic. In view of this evi-
dence, it is very probable that the Arctic has warmed
over the past few decades.

Global climate model simulations generally indicate that
increasing atmospheric GHG concentrations will result
in greater temperature increases in the Arctic than in
other parts of the world. As stated by the IPCC (2001c),
model experiments show “a maximum warming in the
high latitudes of the Northern Hemisphere”. In refer-
ence to warming at the global scale, the IPCC (2001b)
also concluded, “There is new and stronger evidence that

(b) 1900-1945

Trend (°C/decade)

Fig. 2.7. Annual land-surface air temperature trends for (a) 1900 to 2003; (b) 1900 to 1945; (c) 1946 to 1965;and (d) 1966 to
2003, calculated using the GHCN dataset (updated from Peterson and Vose, 1997).
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most of the warming observed over the past 50 years is
attributable to human activities”.

The question is whether there is definitive evidence of
an anthropogenic signal in the Arctic. This would require
a direct attribution study of the Arctic, which has not
yet been done. There are studies showing that an anthro-
pogenic warming signal has been detected at the region-
al scale. For example, Karoly et al. (2003) concluded
that temperature variations in North America during the
second half of the 20th century were probably not due
to natural variability alone. Zwiers and Zhang (2003)
were able to detect the combined effect of changes in

(2) Winter (Dec-Feb)

-2.5

0
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GHGs and sulfate aerosols over both Eurasia and North
America for this period, as did Stott et al. (2003) for
northern Asia (50°-70° N) and northern North America
(50°-85° N). In any regional attribution study, the
importance of variability must be recognized. In climate
model simulations, the arctic signal resulting from
GHG-induced warming is large but the variability
(noise) is also large. Hence, the signal-to-noise ratio
may be lower in the Arctic than at lower latitudes.

In the Arctic, data scarcity is another important issue.

A related question is whether the warming in the Arctic
is enhanced relative to that of the globe (i.e., polar

(b) Spring (Mar-May)

Trend (°C/decade)

Fig. 2.8. Seasonal land-surface air temperature trends for the period 1966 to 2003 calculated using the GHCN dataset

(updated from Peterson and Vose, 1997).
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amplification). For example, Polyakov et al. (2002) con-
cluded that observed trends in the Arctic over the entire
20th century did not show polar amplification. A num-
ber of studies (e.g., Comiso, 2003; Thompson and
Wallace, 1998) suggested that much of the recent warm-
ing resulted from changes in atmospheric circulation;
specifically, during the past two decades when the AO
was in a phase that brought relatively warm air to the
same areas that experienced the greatest increases in
temperature (i.e., northern Eurasia and northwestern
North America). Serreze et al. (2000), however, noted
that the changes in circulation were “not inconsistent”
with anthropogenic forcing.

It is clear that trends in temperature records, as evidence
of polar amplification, depend on the timescale chosen.
Over the past 100 years, it is possible that there has been
polar amplification but the evidence does not allow a
firm conclusion. As noted previously, the analysis pre-
sented here of land stations north of 60° N does show
more warming over the past 100 years (0.09 °C/decade
for the Arctic compared to 0.06 °C/decade for the

(@) 60°-90° N

Trend (°Clyr)
0.10

005 -

-0.05 -

-0"0 T T T T T |

120 100 80 60 40 20 0
Mumber of years before 2003

(b) °_60° N
Trend (*Cfyr)
0.10

0.05 -

-0.05

-0.10 T T T T

120 100 80 60 40 20 0
Mumber of years before 2003

Fig. 2.9. Trends in anual mean land-surface air temperatures
(solid lines) and their 95% significance levels (dashed lines) over
the past 120 years for (a) 60° to 90° N and (b) 0° to 60° N (data
from the GHCN dataset, updated from Peterson and Vose, 1997).
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globe). However, an analysis of coastal stations north of
62° N (Polyakov et al., 2002) found arctic warming of
0.05 °C/decade over the past 100 years. Johannessen et
al. (2004) found, with a more extensive dataset, that the
“early warming trend in the Arctic was nearly as large as
the warming trend for the last 20 years” but “spatial
comparison of these periods reveals key differences in
their patterns”. The pattern of temperature increases
over the past few decades is different and more exten-
sive than the pattern of temperature increases during the
1930s and 1940s, when there was weak (compared to
the present) lower-latitude warming,

In conclusion, for the past 20 to 40 years there have been
marked temperature increases in the Arctic. The rates of
increase have been large, and greater than the global aver-
age. Two modeling studies have shown the importance of
anthropogenic forcing over the past half century for mod-
eling the arctic climate. Johannessen et al. (2004) used a
coupled atmosphere—ocean general circulation model
(AOGCM) to study the past 100 years and noted, “It is
suggested strongly that whereas the earlier warming was
natural internal climate-system variability, the recent SAT
(surface air temperature) changes are a response to
anthropogenic forcing”. Goosse and Renssen (2003) sim-
ulated the past 1000 years of arctic climate with a coarser
resolution AOGCM and were able to replicate the cool-
ing and warming until the mid-20th century. Without
anthropogenic forcing, the model simulates cooling after
a temperature maximum in the 1950s. There is still need
for further study before it can be firmly concluded that
the increase in arctic temperatures over the past century
and/or past few decades is due to anthropogenic forcing,

2.6.2.2. Precipitation

Precipitation assessments in the Arctic are limited by
serious problems with the measurement of rainfall and
snowfall in cold environments (Goodison et al., 1998).
Methods for correcting measured precipitation depend
upon observing practices, which differ between coun-
tries; in addition, metadata (information about the data)
needed to perform corrections are often inadequate.
The IPCC (2001b) concluded, “It is very likely that pre-
cipitation has increased by 0.5 to 1% per decade in the
20th century over most mid- and high latitudes of the
Northern Hemisphere continents”.

An updated assessment of precipitation changes north
of 60° N is presented in Figs. 2.10 and 2.11. These fig-
ures provide estimates of linear trends in annual and
seasonal precipitation based on available data in the
GHCN database (updated from Peterson and Vose,
1997). Trends were calculated from annually-averaged
gridded anomalies (baseline 1961-1990) using the
method of Peterson et al. (1999) with the requirement
that annual anomalies include a minimum of ten
months of data (Fig. 2.10) and that seasonal anomalies
must contain all three months (Fig. 2.11). In Fig. 2.10,
for the period 1900 to 2003 trends were calculated
only for those 5% x 5° grid boxes containing annual
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anomalies in at least 70 of the 104 years; the minimum
number of years required for the shorter time periods
(19001945, 19461965, and 1966-2003) was 31, 14,
and 26 respectively. In Fig. 2.11, trends were calculat-
ed only for those 5% x 5% grid boxes containing seasonal
anomalies in at least 26 of the 38 years.

For the entire period from 1900 to 2003, Table 2.2
indicates a significant positive trend of 1.4% per
decade. New et al. (2001) used uncorrected records
and found that terrestrial precipitation averaged over
the 60° to 80° N band exhibited an increase of 0.8%
per decade over the period from 1900 to 1998. In gen-

(a) 1900-2003
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eral, the greatest increases were observed in autumn
and winter (Serreze et al., 2000). Fig. 2.10 shows that
most high-latitude regions have experienced an
increase in annual precipitation. During the arctic
warming in the first half of the 20th century (1900
1945), precipitation increased by about 2% per decade,
with significant positive trends in Alaska and the
Nordic region. During the two decades of arctic cool-
ing (1946-1965), the high-latitude precipitation
increase was roughly 1% per decade. However, there
were large regional contrasts with strongly decreasing
values in western Alaska, the North Atlantic region,
and parts of Russia. Since 1966, annual precipitation

(b) 1900-1945

Trend (%/decade)

Fig. 2.10. Annual land-surface precipitation trends for (a) 1900 to 2003; (b) 1900 to 1945; (c) 1946 to 1965; and (d) 1966 to 2003,
calculated using the GHCN database (updated from Peterson and Vose, 1997).
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has increased at about the same rate as during the first
half of the 20th century. In eastern Russia, annual pre-
cipitation decreased, mostly because of a substantial
decrease during winter (Fig. 2.11). Average Alaskan
precipitation has increased in all seasons.

These trends are in general agreement with the
results of a number of regional studies. For example,
there have been positive trends in annual precipitation
(up to a 20% increase) during the past 40 years over
Alaska (Karl et al., 1993), Canada north of 55° N
(Mekis and Hogg, 1999), and the Russian permafrost-

(2) Winter (Dec-Feb)

-25

0
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free zone (Groisman and Rankova, 2001). Siberian
precipitation exhibited little change during the second
half of the 20th century (Groisman et al., 1991,
updated). Hanssen-Bauer et al. (1997) documented
that annual precipitation in northern Norway
increased by 15% during the 20th century. Forland et
al. (1997) and Hanssen-Bauer and Forland (1998)
found precipitation increases of about 25% over the
past 80 years in Svalbard. Lee et al. (2000) described
details of specific periods and changes in annual
precipitation, which generally increased between
1880 and 1993 in the Arctic.

(b) Spring (Mar-May)

Trend (%/decade)

Fig. 2.1 1. Seasonal land-surface precipitation trends for the period 1966 to 2003 calculated using the GHCN database

(updated from Peterson and Vose, 1997).
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Table 2.2. Least-squares linear trends in annual anomalies of
arctic (60° to 90° N) precipitation (% per decade) from the
GHCN database (updated from Peterson and Vose, 1997).
Anomalies are calculated relative to the 1961-1990 average.

1900-2003 1900-1945 1946—1965 1966-2003

GHCN |4 2.3 1.3 2.2

avalue significant at the |% level of confidence or better

Overall, it is probable that there was an increase in arctic
P
precipitation over the past century.

A few studies suggest that the fraction of annual precip-
itation falling as snow has diminished, which is consis-
tent with widespread temperature increases in the
Arctic. For the period 1950 to 2001, Groisman et al.
(2003) found an increase of 1.2% per decade in annual
rainfall north of 50° N, an increase that was partially
due to an additional fraction of liquid precipitation dur-
ing spring and autumn. In addition, Forland and
Hanssen-Bauer (2003) found that the fraction of solid
precipitation diminished at all stations in the Norwegian
Arctic between 1975 and 2001. If the fraction of pre-
cipitation falling in solid form has decreased, it is possi-
ble that the arctic trend in total precipitation may be
overestimated because gauge under-catch is less prob-
lematic during liquid precipitation events (Forland and
Hanssen-Bauer, 2000).

Reporting changes in precipitation frequency in cold
environments is difficult because many events result in
small precipitation totals and many gauges have accuracy
problems during light precipitation events. To avoid
uncertainties in the measurement of small amounts of
precipitation, Groisman et al. (2003) assessed the clima-
tology and trends in the annual number of days with
precipitation >0.5 mm for the period 1950 to 2001.
They found no significant change in the number of wet
days over North America and northern Europe (includ-
ing western Russia) but a significant decrease in wet days
over eastern Russia. The latter was first reported by Sun
et al. (2001) for eastern Russia south of 60° N and is
remarkable because it is accompanied by an increase in
heavy precipitation in the same region (Groisman et al.,

1999a,b; Sun et al., 2001).

The IPCC (2001c) concluded that it was likely that there
had been a widespread increase in heavy and extreme
precipitation events in regions where total precipitation
had increased (e.g., in the high latitudes of the Northern
Hemisphere). Subsequent to the study of Groisman et
al. (1998, 1999a), which reported that heavy precipita-
tion events appear to have increased at high latitudes, a
series of analyses demonstrated that changes in heavy
precipitation over Canada are spatially diverse (Akinremi
etal., 1999; Mekis and Hogg, 1999; Stone et al., 2000).
Mekis and Hogg (1999) noted that the magnitude of
heavy precipitation events making up the top 10% of
such events increased in northern Canada but decreased
in the south during the 20th-century period of record.
Zhang X. et al. (2001) reported a marked decadal
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increase in heavy snowfall events in northern Canada.
Stone et al. (2000) showed that during the second half of
the 20th century, heavy and intermediate daily precipita-
tion events became significantly more frequent in over
one-third of all districts of Canada, indicating a shift to
more intense precipitation. Groisman et al. (2002)
reported an increase in the frequency of “very heavy”
(upper 0.3%) rain events over the European part of
Russia during the past 65 years. Comparing two multi-
decadal periods in the second half of the 20th century,
Frich et al. (2002) reported an increase in most indica-
tors of heavy precipitation events over western Russia,
eastern Canada, and northern Europe, while Siberia
showed a decrease in the frequency and/or duration of
heavy precipitation events.

2.6.2.3. Sea-level pressure

Sea-level pressure data from the Arctic Buoy Program
(1979—-1994) show decreasing pressures in the central
arctic that are greater than decreases in sea-level pres-
sure found anywhere else in the Northern Hemisphere
(Walsh et al., 1996). These decreases are greatest and
statistically significant in autumn and winter, and are
compensated by pressure increases over the subpolar
oceans. It is very probable that sea-level pressure has
been dropping over the Arctic during the past few
decades. A useful review of other evidence for these and
related changes, and their linkages to the AO, was under-
taken by Moritz et al. (2002). A similar pattern of sea-
level pressure change is simulated by some climate mod-
els when forced with observed variations in GHGs and
tropospheric sulfate aerosols (Gillett et al., 2003).
However, for unknown reasons, the magnitude of the
anthropogenically forced pressure change in climate
models is generally much less than the observed pres-
sure change. Longer-term (>100 years) observations,
based in part on recently released Russian meteorologi-
cal observations from coastal stations, show that the
decrease in central arctic sea-level pressure during
recent decades is part of a longer-term (50 to 80 year)
oscillation that peaked in the late 1800s and again in the
1950s and 1960s (Polyakov et al., 2003b). This suggests
that the decrease in central arctic sea-level pressure dur-
ing recent decades may be a result of the combined
effects of natural and anthropogenic forcing,

2.6.2.4. Other variables

Groisman et al. (2003) assessed a set of atmospheric
variables derived from daily temperatures and precipita-
tion that have applications in agriculture, architecture,
power generation, and human health management.

This section provides examples of these derived vari-
ables, including a temperature derivative (frequency of
thaws) and a temperature and precipitation derivative
(rain-on-snow-events). A day with thaw (i.e., snowmelt)
can be defined as a day with snow on the ground when
the daily mean temperature is above -2 °C (Brown R.,
2000). During these days, snow deteriorates, changes its
physical properties, and (eventually) disappears. In win-
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Fig. 2.12. Seasonal frequency of days with thaw: (a) climatology and (b) trends for the period 1950 to 2000 (Groisman et al., 2003).

ter and early spring at high latitudes, thaws negatively
affect transportation, winter crops, and the natural envi-
ronment including vegetation and wild animals. In late
spring, intensification of thaw conditions leads to earlier
snow retreat and spring onset (Brown R., 2000; Cayan
etal., 2001; Groisman et al., 1994). Gradual snowmelt
during the cold season affects seasonal runoff in north-
ern watersheds, reducing the peak flow of snowmelt ori-
gin and increasing the mid-winter low flow (V6résmarty
etal., 2001). Figures 2.12 and 2.13 show the climatol-
ogy of thaws in North America and Russia and quantita-
tive estimates of change during the past 50 years.

The time series shown in Fig. 2.13 demonstrate statisti-
cally significant increasing trends for winter and autumn
of 1.5 to 2 days per 50 years. This change constitutes a
20% (winter) to 40% (autumn) increase in the thaw
frequency during the second half of the 20th century.

Rain falling on snow causes a faster snowmelt and, when
the rainfall is intense, may lead to flash floods. Along the
western coast of North America, rain-on-snow events
are the major cause of severe flash floods (Wade et al.,
2001). Groisman et al. (2003) found a significant

increase in the frequency of winter rain-on-snow events
in western Russia (50% over the 50 years from 1950 to
2000) and a significant reduction (of similar magnitude)
in western Canada. During spring, there has been a
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Fig. 2.13. Time series of variations in the frequency of days
with thaw, averaged over the arctic land area for winter, spring,
and autumn (Groisman et al., 2003).
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significant increase in rain-on-snow events in Russia
(mostly in western Russia), but there has also been a
significant decrease in the frequency of these events in
western Canada. The decrease in western Canada is
mostly due to reduced snow-cover extent.

2.6.3. Marine Arctic

The 20th-century record of sea-ice extent reveals phases
of expansion between 1900 and 1918 and between 1938
and 1968, and of contraction between 1918 and 1938
and from 1968 to the present (Zakharov, 2003).

The IPCC (2001b) concluded, “Northern Hemisphere
spring and summer sea-ice extent has decreased by about
10 to 15% since the 1950s. It is likely that there has been
about a 40% decline in Arctic sea-ice thickness during
late summer to early autumn in recent decades and a
considerably slower decline in winter sea-ice thickness”.
Since 1978, the average rate of decrease has been
2.940.4% per decade (Fig. 2.14; Cavalieri et al., 1997).
The extent of perennial sea ice has decreased at more
than twice this rate (Johannessen et al., 1999). The con-
traction has been greatest in August and September,
while in January and February there has been a small
expansion (Serreze et al., 2000). Recent trends vary con-
siderably by region. In eastern Canadian waters, ice cover
has actually increased (Parkinson, 2000). Interdecadal
variations are large and dominated by anomalies of oppo-
site sign in the Eurasian and American sectors (Deser et
al., 2000). These variations are associated with anomalies
in atmospheric pressure and temperature that closely
resemble those associated with the AO (section 2.2).

The thickness of sea ice has decreased by 42% since the
mid-1970s within a band across the central Arctic
Ocean between the Chukchi Sea and Fram Strait
(Rothrock et al., 1999; Wadhams, 2001). In the 1990s,
the average thickness in this zone at the end of summer
was only 1.8 m. However, the extent to which this
change is a result of greater melt and reduced growth
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Fig. 2.14. Time series of monthly sea-ice extent anomalies in
the Arctic Basin (blue line) with respect to the 1979-2001 aver-
age, with 12-month running mean (lavender line) and least-
squares linear fit (grey line), based on data from 1979 to 2001
(National Snow and Ice Data Center, Boulder, Colorado).
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(namely a warming climate) remains to be resolved.
Thick sea ice observed before the 1990s may simply
have been driven out of the band of observation by
wind changes in the 1990s associated with the AO
(Holloway and Sou, 2001; Polyakov and Johnson, 2000;
ZhangT. et al., 2000). The impacts of the concurrent
inflow of warmer Atlantic water and disappearing cold
halocline (see below) are also unclear (Winsor, 2001).
There are no systematic trends over the past 50 years in
the thickness of coastal land-fast ice in either northern
Canada or Siberia (Brown R. and Coté, 1992; Polyakov
et al., 2003a). Interannual variability in the thickness of
coastal land-fast ice is dominated by changes in winter
SnNOwW accurnulation, not air temperature.

Sea-ice drift in the central Arctic Ocean has been moni-
tored since 1979 under the direction of the Inter-
national Arctic Buoy Program. The pattern of sea-ice
drift changed in the late 1980s coincident with the
change in the pattern of surface winds caused by the
AO. In the first decade of observations, the transpolar
drift of sea ice moved directly from the Laptev Sea to
Fram Strait. The Beaufort Gyre extended from the
Canadian Archipelago to Wrangel Island. During the
1990s, the source of the transpolar drift moved east-
ward into the East Siberian Sea and the Beaufort Gyre
shrank eastward into the Beaufort Sea (Kwok, 2000;
Mysak, 2001; Polyakov and Johnson, 2000). The change
in circulation moved the thickest sea ice toward the
Canadian Archipelago and may have facilitated increased
export of perennial sea ice across the north of Green-
land and out through Fram Strait (Maslowski et al.,
2000). Section 6.3 provides additional information
regarding sea ice.

There are few systematic long-term oceanographic
observations in the marine Arctic, except perhaps in the
European sector. Russian airborne surveys are the pri-
mary source of information for the central Arctic prior
to 1990 (Gorshkov, 1980). Because most records are of
short duration, confidence in discriminating between
trends and variability in the marine Arctic is low.

Most evidence of change in ice-covered waters is
recent, emerging from observations made in the 1990s.
Temperature and salinity at intermediate depths in the
arctic basins were stable between 1950 and 1990. In the
early 1990s, the temperature of the Fram Strait Branch
north of the Barents Sea increased by 2 °C. The temper-
ature increase has since spread around the perimeter of
the basin, reaching the Beaufort Sea north of Alaska in
2001 (Carmack et al., 1997; Ivanov, 2000; Morison et
al., 1998; Rudels et al., 1997; Schauer et al., 2002).
The spatial pattern has remained consistent with that of
past decades, with the highest temperatures in the east-
ern sector (Alekseev et al., 1998, 1999). However, the
ocean front that separates waters of Atlantic and Pacific
origin in the Arctic moved 600 km eastward along the
Siberian slope in the early 1990s, shifting its alignment
from the Lomonosov Ridge to the Alpha-Mendeleyev
Ridge (Carmack et al., 1995; McLaughlin et al., 1996;
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Morison et al., 1998). This shift reflects a 20% increase
in the volume of Atlantic water within the Arctic
Ocean. The cold halocline separating sea ice from warm
Atlantic water in the Eurasian Basin virtually disap-
peared in the 1990s (Steele and Boyd, 1998). In gener-
al, the pattern of spreading and the greater thickness of
the Atlantic layer are consistent with increases in the
rate of inflow and temperature of Atlantic water enter-
ing the Arctic via Fram Strait (Dickson et al., 2000;
Grotefendt et al., 1998).

The magnitude and temperature of inflow to the Arctic
via the Barents Sea is highly variable, in response to wind
changes associated with the AO (Dickson et al., 2000).
Both the inflow and its temperature have increased since
1970, mirroring trends observed during the arctic

warming of 1910 to 1930 (Loeng et al., 1997).

The properties of the surface layer of the Arctic Ocean
vary greatly by season and from year to year. Russian
data reveal an average 1.3 m decrease in surface (upper
50 m) “freshwater” storage in the Arctic Ocean in win-
ter between 1974 and 1977 (Alekseev et al., 2000).
Surface-layer variability is greatest in the area of season-
al sea ice because varying ice conditions strongly modu-
late the temperature and salinity of the upper ocean
(e.g., Fissel and Melling, 1990). Possible temporal
trends in most peripheral seas of the marine Arctic
remain obscured by high variability.

In the decade following 1963 there was an obvious
freshening of the upper waters of the North Atlantic
(the Great Salinity Anomaly: Dickson et al., 1988)
which is thought to have originated in the Arctic Ocean
(e.g., Hakkinen, 1993; Mysak et al., 1990). Unusually
warm summers from 1957 to 1962 in Baffin Bay and
the Canadian Archipelago may have promoted melting
of land ice and an enhanced freshwater outflow
(Alekseev et al., 2000). The Great Salinity Anomaly,
first evident north of Iceland (Steffansson, 1969),
peaked in the North Atlantic in 1969 (Malmberg and
Blindheim, 1994), at the same time that unusually fresh
and cold water was observed on the other side of
Greenland (Drinkwater, 1994). The simultaneous devel-
opment of freshening in both areas indicates paths for
“freshwater” transport via both Fram Strait and the
Canadian Archipelago. A new freshwater pulse may
appear in the North Atlantic in response to lengthenin
of the arctic summer melt period in the 1990s (Belkin
etal., 1998). For further discussion of change in the
Atlantic sector, refer to section 9.2.4.2.

In the central Greenland Sea, change in the temperature
of water at the 2000 m depth is an indicator of varying
deep-water formation (Alekseev et al., 2001; Boenisch
etal., 1997). The observation of a large temperature
increase (0.25 °C) in the central Greenland Sea in the
1990s is consistent with the weakening of the thermo-
haline circulation implied by decreasing deep-water
flow toward the Arctic through the Faroe-Shetland
Strait (Hansen et al., 2001).

45

2.6.4.Terrestrial system

About 24.5% of the exposed land surface in the North-
ern Hemisphere is underlain by permafrost (Zhang T. et
al., 2000), and any increase in temperature is very like-
ly to cause this area to shrink, in turn affecting arctic
groundwater supply. Section 6.6.1.2 provides a more
detailed description of recent changes in permafrost.
Permafrost is very sensitive to climate change, and is
dependent upon ambient temperatures for its existence
and distinctive properties (Lunardini, 1996). Brown J.
et al. (2000) indicated that only the thin active (season-
ally thawed) layer of permafrost responds immediately
to temperature changes, making it both an indicator and
a product of climate change, as its depth is dependent
on temperature. Vourlitis and Oechel (1996) reported
an annual increase of 10 to 22 cm in the depth of the
active layer between June and August in some perma-
frost areas. Climate change is very likely to accelerate
this depth increase, due to both higher temperatures
and increased evapotranspiration, which makes the soil
drier throughout the active layer and causes a descent of
the permafrost table (Vourlitis and Oechel, 1996).

Along the land-sea margin of the Arctic, over the past
few decades there has been an increase in the magni-
tude of oscillations of the permafrost bottom (deepest
extent of permafrost), and a greater variability in thick-
ness during the warmer part of longer-term cycles,
indicating an overall degradation of coastal permafrost
(Romanovskii and Hubberten, 2001). Along a north—
south transect in Alaska, permafrost temperatures at 15
to 20 m depths have increased between 0.6 and 1.5 °C
over the past 20 years, mean annual ground surface
temperatures have increased by 2.5 °C since the 1960s,
and discontinuous permafrost has begun thawing down-
ward at a rate of about 0.1 m/yr at some locations
(Osterkamp, 2003; Osterkamp and Romanovsky, 1999;
Romanovsky and Osterkamp, 2000; Romanovsky et al.,
2003).The effects of increased permafrost temperatures
on groundwater could possibly include the development
of large, unfrozen near-surface aquifers with ground-
water flow throughout the year; more active recharge
and discharge of aquifers and increased groundwater
flow would affect the base flow volumes and chemistry
of many rivers.

Romanovsky and Osterkamp (2000) took a series of
precise permafrost temperature measurements from
four observation sites in Alaska, and found that
unfrozen water has the greatest effect on the ground
thermal regime immediately after freeze-up and during
the cooling of the active layer, but is less important dur-
ing the warming and thawing of the active layer.
Jorgenson et al. (2001) showed widespread permafrost
degradation in the Tanana Valley due to increases in air
and permafrost temperatures. Permafrost temperatures
have increased in Alaska, and decreased in eastern
Canada (Serreze et al., 2000). Increased permafrost
temperatures have also been observed in Siberia
(Isaksen et al., 2001). Climate change is likely to drasti-
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cally affect wildlife habitat, as permafrost is essential to
the existence and functioning of arctic wetlands.

2.7. Arctic climate variability prior to
100 years BP

This section examines the record of past climate
change in the Arctic with the objective of providing a
context for evaluating evidence of more recent climate
change and the possible impacts of future climate
change. This review focuses on the past two million
years (approximately), and particularly the past

20000 years. Over geological time periods, the earth’s
natural climate system has been forced or driven by a
relatively small number of external factors. Tectonic
processes acting very slowly over millions of years
have affected the location and topography of the
continents through plate tectonics and ocean spread-
ing. Changes in the orbit of the earth occur over tens
to hundreds of thousands of years and alter the
amount of solar radiation received at the surface by
season and by latitude. These orbital changes drive
climate responses, including the growth and decay of
ice sheets at high latitudes. Finally, changes in the
emissivity of the sun have taken place over billions of
years, but there have been shorter-term variations that
occurred over decades, centuries, and millennia.

As a consequence of changes in these external forces,
global climate has experienced variability and change
over a variety of timescales, ranging from decades to
millions of years.

The sparseness of instrumental climate records prior to
the 20th century (especially prior to the mid-19th cen-
tury) means that estimates of climate variability in the
Arctic during past centuries must rely upon indirect
“proxy” paleoclimate indicators, which have the poten-
tial to provide evidence for prior large-scale climatic
changes. Typically, the interpretation of proxy climate
records is complicated by the presence of “noise” in
which climate information is immersed and by a variety
of possible distortions of the underlying climate infor-
mation (see Bradley, 1999 for a comprehensive review;
IPCC, 2001). Careful calibration and cross-validation
procedures are necessary to establish a reliable relation-
ship between a proxy indicator and the climatic variable
or variables of interest, providing a “transfer” function
that allows past climatic conditions to be estimated.

Of crucial importance is the ability to date different
proxy records accurately in order to determine whether
events occurred simultaneously, or whether some
events lagged behind others.

Sources of paleoclimatic information in the Arctic are
limited to a few, often equivocal types of records, most
of which are interpreted as proxies for summer temper-
ature. Little can be said about winter paleoclimate
(Bradley, 1990). Only ice cores, tree rings, and lake
sediments provide continuous high-resolution records.
Coarsely resolved climate trends over several centuries
are evident in many parts of the Arctic, including:
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* the presence or absence of ice shelves deduced
from driftwood frequency and peat growth
episodes and pollen content;

* the timing of deglaciation and maximum uplift rates
deduced from glacio-isostatic evidence as well as
glacial deposits and organic materials over-ridden
by glacial advances or exposed by ice recession;

* changes in the range of plant and animal species to
locations beyond those of today (Bradley, 1990);
and

* past temperature changes deduced from the geo-
thermal information provided by boreholes.

In contrast, large-scale continuous records of decadal,
annual, or seasonal climate variations in past centuries
must rely upon sources that resolve annual or seasonal
climatic variations. Such proxy information includes
tree-ring width and density measurements; pollen,
diatom, and sediment changes from laminated sediment
cores; isotopes, chemistry, melt-layer stratigraphy, acid-
ity, pollen content, and ice accumulation from annually
resolved ice cores; and the sparse historical documen-
tary evidence available for the past few centuries.
Information from individual paleoclimate proxies is
often difficult to interpret and multi-proxy analysis is
being used increasingly in climate reconstructions.
Taken as a whole, proxy climate data can provide glob-
al-scale sampling of climate variations several centuries
into the past, and have the potential to resolve both
large-scale and regional patterns of climate change prior
to the instrumental period.

2.7.1. Pre-Quaternary Period

Over the course of millions of years, the Arctic has expe-
rienced climatic conditions that have ranged from one
extreme to the other. Based on the fossil record, 120 to
90 million years before present (My BP) during the mid-
Cretaceous Period, the Arctic was significantly warmer
than at present, such that arctic geography, atmospheric
composition, ocean currents, and other factors were
quite different from at present. In contrast, as recently as
20 ky BP, the Arctic was in the grip of intense cold and
continental-scale glaciation was at its height. This was the
latest of a series of major glacial events, which, together
with intervening warm periods, have characterized the
past two million years of arctic environmental history.

The most recent large-scale development and build-up
of ice sheets in the Arctic probably commenced during
the Late Tertiary Period (38 to 1.6 My BP). Ice accumu-
lation at that time may have been facilitated initially by
plate tectonics (Ruddiman et al., 1989). According to
Maslin et al. (1998), the onset of Northern Hemisphere
glaciation began with a significant build-up of ice in
southern Greenland. However, progressive intensifica-
tion of glaciation does not seem to have begun until 3.5
to 3 My BP, when the Greenland Ice Sheet expanded to
include northern Greenland. Maslin et al. (1998) sug-
gested that the Eurasian Arctic, northeast Asia, and
Alaska were glaciated by about 2.7 My BP and northeast
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America by 2.5 My BP. Maslin et al. (1998) suggested
that tectonic changes, including the deepening of the
Bering Strait, were too gradual to be responsible for the
speed of Northern Hemisphere glaciation, but suggested
that tectonic changes brought the global climate to a
critical threshold while relatively rapid variations in the
orbital parameters of the earth triggered the glaciation.

2.7.2. Quaternary Period

The Quaternary Period (the last 1.6 My) has been char-
acterized by periodic climatic variations during which
the global climate system has switched between inter-
glacial and glacial stages, with further subdivision into
stadials (shorter cold periods) and interstadials (shorter
mild episodes). Glacial stages are normally defined as
cold phases with major glacier and ice sheet expansion.
Interglacials are defined as warm periods when tempera-
tures were at least as high as during the present
Holocene interglacial.

This interglacial—glacial-interglacial climate oscillation
has been recurring with a similar periodicity for most
of the Quaternary Period, although each individual
cycle appears to have had its own idiosyncrasies in
terms of the timing and magnitude of specific events.

It has been estimated that there have been between 30
and 50 glacial/interglacial cycles during the Quaternary
Period (Ruddiman et al., 1989; Ruddiman and
Kutzbach, 1990), primarily driven by changes in the
orbit of the earth (Imbrie and Imbrie, 1979).

One of the earliest (and certainly the most well known)
hypotheses concerning the effects of orbital configura-
tion on glacial cycles is described by Milankovitch
(1941), who presents the argument that a decrease in
summer insolation is critical for glacial initiation.

Low summer insolation occurs when the tilt of the axis
of rotation of the earth is small; the poles are pointing
less directly at the sun; the Northern Hemisphere sum-
mer solstice is farthest from the sun; and the earth’s
orbit is highly eccentric. The key orbital parameters
involved include changes in the eccentricity of the orbit
of the earth with a period of 100 ky; the tilt of the axis
of rotation of the earth, which oscillates between 22.2°
and 24.5° with a period of 41 ky; and the position of the
earth within its elliptical orbit during the Northern
Hemisphere summer, which changes over a period of

23 ky. Bradley (1990) pointed out that such orbitally
induced radiation anomalies are especially significant at
high latitudes in summer when daylight persists for

24 hours. The latitude most sensitive to low insolation
values is 65° N, the latitude at which most ice sheets first
formed and lasted longest during the last glaciation.

The amount of summer insolation reaching the top of
the atmosphere at 65° N and nearby latitudes can vary by
as much as +12% around the long-term mean value.
Changes in winter insolation also occur with exactly the
opposite timing, but they are not considered important
to ice-sheet survival. When summer insolation is weak,
less radiation is delivered to the surface at high latitudes,
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resulting in lower regional temperatures. Lower temper-
atures reduce the summer ablation of the ice sheets and
allow snow to accumulate and ice sheets to grow.

Once ice sheets are created, they contribute to their
own positive mass balance by growing in elevation,
reaching altitudes of several kilometers where prevailing
temperatures favor the accumulation of snow and ice.

Other hypotheses concerning the causes of glacial initia-
tion include that of Young and Bradley (1984), who
argued that the meridional insolation gradient is a criti-
cal factor for the growth and decay of ice sheets through
its control over poleward moisture fluxes during sum-
mer and resultant snowfall. Snowfall could increase in a
cooler high-latitude climate through enhanced storm
activity forced by a greater latitudinal temperature gra-
dient. Ruddiman and McIntyre (1981) and Miller and de
Vernal (1992) suggested that the North Atlantic Ocean
circulation is important for modulating ice volume.
There is evidence that the North Atlantic remained
warm during periods of ice growth and they proposed
that enhanced meridional temperature gradients and
evaporation rates during the winter enhanced snow
delivery to the nascent ice sheets of northeastern
Canada. An active thermohaline circulation in the North
Atlantic could increase the moisture supply to sites of
glacial initiation through its ability to maintain warmer
sea surface temperatures, limit sea-ice growth, and allow
for greater evaporation from the ocean surface.

These external forcing mechanisms in turn cause
responses and chain reactions in the internal elements of
the earth’s system (e.g., Bradley, 1985). Changes in one
internal element of the system can cause responses in
other elements. These can lead to feedback effects that
can amplify or attenuate the original signal. Thus, ice
sheets, ice caps, and glaciers play an important role in
the global climate system. Glacial advance and retreat
may therefore be both a consequence and a cause of cli-
mate change (Imbrie et al., 1993a,b).

Given the inherent errors in dating techniques, gaps in
the stratigraphic record, and the varying rates of
response of different biological proxy indicators, there
is considerable uncertainty about the timing of specific
events and whether climate changes were truly synchro-
nous in different regions. The errors and uncertainties
tend to be amplified farther back in the paleoclimatic
record, particularly in the Arctic, where much of the
paleoclimatic evidence from earlier parts of the Quater-
nary Period has been removed or obfuscated as a result
of later glaciations. Consequently, this review of climate
variability in the Arctic during the Quaternary Period
focuses first on the more complete and reliable evi-
dence of climate conditions immediately prior to the
onset of the most recent glacial-interglacial oscillation
(~130 ky BP). This is followed by a brief review of con-
ditions during the Last Glacial Maximum (~20 ky BP)
and the subsequent period of deglaciation, and culmi-
nates in a review of the evidence of climatic variability
during the present interglacial, the Holocene.
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2.7.3. Last interglacial and glaciation

2.7.3.1. Last interglacial: The Eemian

Climatic conditions during interglacial periods are
generally considered to be broadly comparable to
present-day conditions. The most recent interglacial,
the Eemian, extended from the end of the penulti-
mate glaciation about 130 ky BP until about 107 ky
BP when the last glacial period began (see IPCC,
2001c for further discussion of the Eemian). The
Eemian is often regarded as a typical interglacial event
with characteristics including relatively high sea level,
a retreat to minimum size of global ice sheets, and the
establishment of biotic assemblages that closely paral-
lel those at present. According to most proxy data,
the last interglacial was slightly warmer everywhere
than at present (IPCC, 2001c). Brigham-Grette and
Hopkins (1995) reported that during the Eemian the
winter sea-ice limit in Bering Strait was at least

800 km farther north than today, and that during
some summers the Arctic Ocean may have been ice-
free. The northern treeline was more than 600 km
farther north, displacing tundra across all of Chukotka
(Lozhkin and Anderson, 1995). Western European
lake pollen records show deciduous forests (character-
istic of warmer conditions) across much of Western
Europe that were abruptly replaced by steppic taxa
characteristic of colder conditions; this shift is
associated with a cold event at 107 ky BP. This rela-
tively prolonged warm period is also detected in
northeast Atlantic marine sediments, but is not
evident throughout the North Atlantic. Faunal and
lithic records from the polar North Atlantic (Fronval
and Jansen, 1997) indicate that the first abrupt cool-
ing occurred around 118 to 117 ky BP (Adkins et al.,
1997; Keigwin et al., 1994).

Evidence of warmer conditions in the Arctic than
exist at present is provided by a re-evaluation of the
oxygen isotope ratio (8'"*O) record obtained from
Greenland ice core samples (Cuffey and Marshall,
2000). These authors suggest that the Greenland Ice
Sheet was considerably smaller and steeper during the
Eemian than at present and probably contributed 4

to 5.5 m to global sea level during that period.

This implies that the climate of Greenland during the
Eemian was more stable and warmer than previously
thought, and the consequent melting of the Greenland
Ice Sheet more significant.

Some researchers suggest that a paleoclimatic recon-
struction of the Eemian provides a means of establish-
ing the mode and tempo of natural climate variability
with no anthropogenic influence. However, a general
lack of precise absolute timescales and regionally-
to-globally synchronous stratigraphic markers makes
long-distance correlation between sites problematic,
and inferred terrestrial changes are difficult to place
within the temporal framework of changes in ice vol-
ume and sea level (Tzedakis, 2003).

Arctic Climate Impact Assessment

2.7.3.2. Last glaciation:Wisconsinan/
Weichselian

Although the timing of the end of the Eemian inter-
glacial is subject to some uncertainty, high-resolution
North Atlantic marine sediment records indicate that the
Eemian ended with abrupt changes in deep-water flow
occurring over a period of less than 400 years (Adkins et
al., 1997; IPCC, 2001c¢). Evidence in marine sediments
of an invasion of cold, low salinity water in the Norweg-
ian Sea at this time has been linked by Cortijo et al.
(1994) to a reduction in warm-water transport by the
North Atlantic Drift and the thermohaline circulation.

It seems likely that this contributed to the onset of wide-
spread arctic glaciation in sensitive areas.

Following the initial cooling event (~107 ky BP), climat-
ic conditions often changed suddenly, followed by sever-
al thousand years of relatively stable climate or even a
temporary reversal to warmth. Overall, however, there
was a decline in global temperatures. The boundaries of
the boreal forests retreated southward and fragmented as
conditions grew colder. Large ice sheets began to devel-
op on all the continents surrounding the Arctic Ocean.
The point at which the global ice extent was at its great-
est (~24 to 21 ky BP) is known as the Last Glacial
Maximum (LGM — Clark and Mix, 2000).

At its maximum extent, the Laurentide Ice Sheet
extended from the Arctic Ocean in the Canadian
Archipelago to the midwestern United States in the
south, and from the Canadian Cordillera to the eastern
edge of the continent. Local ice sheets also covered the
Alaska and Brooks Ranges in Alaska. The Eurasian and
Laurentide Ice Sheets were responsible for most of the
glacio-eustatic decrease in sea level (about 120 m) dur-
ing the LGM. The pattern of postglacial isostatic
rebound suggests that the ice was thickest over Hudson
Bay. The different parts of the Laurentide Ice Sheet
reached their maximum extent between 24 and 21 ky
BP (Dyke et al., 2002). The Innuitian ice buildup
appears to have culminated in the east after 20.5 ky BP.
Dyke et al. (2002) suggested that the entire ice sheet
system east of the Canadian Cordillera responded uni-
formly to changes in climate. In contrast, the Cordil-
leran Ice Sheet did not reach its maximum extent until
15.2 to 14.7 ky BP, well after the LGM and the insola-
tion minimum at approximately 21 ky BP (Dyke et al.,
2002). This out-of-phase response may be attributable to
the effects of growth of the Cordilleran Ice Sheet, which
would have intercepted moisture transport to the interi-
or plains at the expense of the Laurentide Ice Sheet.
During its maximum extent, the Laurentide Ice Sheet
was more than twice the size of the Eurasian Ice Sheet.
Changes in climate during the LGM are discussed by the
IPCC (2001c).

The Eurasian Ice Sheet initiation began 28 ky BP as a
result of temperature changes that lowered equilibrium
line altitudes across the Scandinavian mountains,
Svalbard, Franz Josef Land, and Novaya Zemlya. Ice flow
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north from Scandinavia and south from Svalbard, in con-
junction with eustatic sea-level decreases, caused the
margin of the ice sheet to migrate into the Barents Sea.
Complete glaciation of the Barents Sea by a grounded
ice sheet was achieved by 20 ky BP. The ice sheet at its
maximum extent covered Scandinavia and the Barents
Shelf and included a marine-based margin along the
northern Barents Shelf, the western Barents Sea, west-
ern Scandinavia, and northern Great Britain and Ireland.
The eastern margin of the ice sheet is generally thought
to have been located west of the Taymir Peninsula
(Mangerud et al., 2002). It appears that at the LGM,
cold arid conditions persisted across much of eastern
Siberia and that an East Siberian Sea Ice Sheet did not
exist (Brigham-Grette et al., 2003), as some have
claimed (Grosswald and Hughes, 2002). Glaciers in the
Urals at the LGM appear to have been confined to the
mountain valleys, rather than coalescing with the
Barents-Kara Ice Sheet, as happened during previous
glaciations (Mangerud et al., 2002).

2.7.4. Last glacial/interglacial transition
through to mid-Holocene

2.7.4.1. Last glacial/interglacial transition

The most extreme manifestation of climate change in
the geological record is the transition from full glacial
to full interglacial conditions. Following the LGM
(~24 to 21 ky BP), temperatures close to those of
today were restored by approximately 10 ky BP
(IPCC, 2001c).

The inception of warming appears to have been very
rapid (NRC, 2002). The rate of temperature change
during the recovery phase from the LGM provides a
benchmark against which to assess rates of temperature
change in the late 20th century. Available data indicate
an average warming rate of about 2 °C per millennium
between about 20 and 10 ky BP in Greenland, with
lower rates for other regions. On the other hand, very
rapid temperature increases at the start of the Bolling-
Allerod period (14.5 ky BP; Severinghaus and Brook,
1999) or at the end of the Younger Dryas (~11 ky BP)
may have occurred at rates as large as 10 °C per 50
years over substantial areas of the Northern Hemi-
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sphere. Almost synchronously, major vegetation
changes occurred in Europe and North America and
elsewhere (Gasse and van Campo, 1994). There was
also a pronounced warming of the North Atlantic and

North Pacific (Webb et al., 1998).

Oxygen isotope measurements from Greenland ice
cores demonstrate that a series of rapid warm and cold
oscillations, called Dansgaard—Oeschger (D-O) events,
punctuated the last glaciation, often taking Greenland
and northwestern Europe from a full-glacial climate to
conditions about as warm as at present (Fig. 2.15).

For the period between 115 and 14 ky BF, 24 of these
short-lived warm events have been identified in the
Greenland ice core data, although many lesser warming
events also occurred (Dansgaard et al., 1993). Accord-
ing to Lang et al. (1999), associated temperature
changes may have been as great as 16 °C. The D-O
oscillations are correlated with sea surface temperature
variations derived from several North Atlantic deep-sea
cores (Bond et al., 1993). From the speed of the cli-
mate changes recorded in the Greenland Ice Sheet
(Dansgaard et al., 1989), it is widely thought that the
complete change in climate occurred, at least regional-
ly, over only a few decades. These interstadials lasted
for varying periods of time, usually a few centuries to
about 2000 years, before equally rapid cooling
returned conditions to their previous state. The evi-
dence from high-resolution deep sea cores from the
North Atlantic (Bond et al., 1997) suggests that during
at least the past 30000 years, interstadials tended to
occur at the warmer points of a background North
Atlantic temperature cycle that had a periodicity of
approximately 1500 years.

Heinrich events appear to be the most extreme of a
series of sudden, brief cold events that seem to have
occurred very frequently over the past 115000 years,
apparently tending to start at the low point of the same
1500-year temperature cycle. Heinrich events occurred
during times of decreasing sea surface temperatures in
the form of brief, exceptionally large discharges of ice-
bergs in the North Atlantic from the Laurentide and
European Ice Sheets that left conspicuous layers of
detrital material in deep-sea sediments. Accompanying
the Heinrich events were large decreases in the oxygen
isotope ratio of planktonic
foraminifera, providing evi-
dence of lowered surface
salinity probably caused by
melting of drifting ice (Bond
et al., 1993). Heinrich
events appear at the end of a
series of saw-tooth-shaped
temperature cycles known
as Bond cycles. During the
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Fig. 2.15. Temperature change over the past 100 ky (departure from present conditions)
reconstructed from a Greenland ice core (Ganopolski and Rahmstorf, 2001).

Pleistocene Epoch, each
cycle was characterized by
the relatively warm inter-
stadials becoming progres-
sively cooler.
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Deep-sea cores also show the presence of ice-rafting
cycles in the intervals between Heinrich events (Bond
and Lotti, 1995). The duration of these ice-rafting cycles
varies between 2000 and 3000 years and they closely
coincide with the D-O events. A study of the ice-rafted
material suggests that, coincident with the D-O cooling,
ice within the Icelandic ice caps and within or near the
Gulf of Saint Lawrence underwent nearly synchronous
increases in rates of calving. The Heinrich events reflect
the slower rhythm of iceberg discharges into the North
Atlantic, probably from Hudson Strait.

Air temperature, sea surface temperature, and salinity
variations in the North Atlantic are associated with
major changes in the thermohaline circulation. A core
from the margin of the Faroe-Shetland Channel cover-
ing the last glacial period reveals numerous oscillations
in benthic and planktonic foraminifera, oxygen iso-
topes, and ice-rafted detritus (Rasmussen et al., 1996).
These oscillations correlate with the D-O cycles, show-
ing a close relationship between the deep-ocean circula-
tion and the abrupt climatic changes during the last
glaciation. It is increasingly apparent that large, globally
linked environmental feedbacks were involved in the
generation of the large, rapid temperature increases that
occurred during glacial termination and the onset of
D-O events.

During the last glacial-interglacial transition, the move-
ments of the North Atlantic Polar Front have been
described as pivoting around locations in the western
North Atlantic. Iceland, situated in the middle of the
North Atlantic, has glaciers sensitive to changes in
oceanic and atmospheric frontal systems (Ingolfsson et
al., 1997). The late-glacial (subsequent to the LGM)
records from Iceland indicate that relatively warm
Atlantic water reached Iceland during the Bolling—
Allerod Interstadial, with a short cooling period corre-
sponding with the Older Dryas. Karpuz et al. (1993)
suggested that the marine polar front was located close
to Iceland during the Bolling—Allerod, and Sarnthein et
al. (1995) concluded that sea-surface circulation was
mainly in Holocene interglacial mode after 12.8 ky BP.

Warm episodes were also associated with higher sea-
surface temperatures and the presence of oceanic con-
vection in the Norwegian Greenland Sea. Cold episodes
were associated with low sea surface temperatures, low
salinity, and no convection (Rasmussen et al., 1996).
Subsequent to the initial phase of deglaciation on
Spitsbergen (~13 to 12.5 ky BP), most of the eastern
and northern Barents Sea was deglaciated during the
Bolling—Allerod Interstadial (Vorren and Laberg, 1996).
Vorren and Laberg (1996) speculate on the existence of
a close correlation between summer air temperatures
and the waxing and waning phases of the northern
Fennoscandian and southern Barents Sea Ice Sheets.
Most of the ice-sheet decay is attributed by these authors
to increases in air temperature, which caused thinning of
the ice sheets, making them susceptible to decoupling
from the seabed and increased calving.
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After a few thousand years of recovery, the Arctic was
suddenly plunged back into a new and very short-lived
cold event known as the Younger Dryas (see NRC, 2002,
for a detailed discussion) leading to a brief advance of the
ice sheets. The central Greenland ice core record (from
the Greenland Ice Core Project and the Greenland Ice
Sheet Project 2) indicates that the return to the cold con-
ditions of the Younger Dryas from the incipient inter-
glacial warming 13 ky BP took place in less than 100
years. The warming phase at the end of the Younger
Dryas, which took place about 11 ky BP and lasted about
1300 years, was very abrupt and central Greenland tem-
peratures increased by 7 °C or more in a few decades.

2.7.4.2. Early to mid-Holocene

Following the sudden end of the Younger Dryas, the
Arctic entered several thousand years of conditions that
were warmer and probably moister than today. Peak
high-latitude summer insolation (Milankovitch orbital
forcing) occurred during the earliest Holocene, with a
maximum radiation anomaly (approximately 8% greater
than at present) attained between 10 and 9 ky BP
(Berger and Loutre, 1991). Although most of the Arctic
experienced summers that were warmer (1-2 °C) than
at present during the early to middle Holocene, there
were significant spatial differences in the timing of this
warm period. This was probably due to the effects of
local residual land-ice cover and local sea surface tem-
peratures (Overpeck et al., 1997). In most of the ice
cores from high latitudes, the warm period is seen at
the beginning of the Holocene (about 11 to 10 ky BP).
In contrast, central Greenland (Dahl-Jensen et al.,
1998) and regions downwind of the Laurentide Ice
Sheet, including Europe (COHMAP Members, 1988)
and eastern North America (Webb et al., 1998), did not
warm up until after 8 ky BP. The rapid climatic events
of the last glacial period and early Holocene are best
documented in Greenland and the North Atlantic and
may not have occurred throughout the Arctic. This early
Holocene warm period appears to have been punctuat-
ed by a severe cold and dry phase about 8200 years ago,
which lasted for less than a century, as recorded in the
central Greenland ice cores (Alley et al., 1997).

Glacio-isostatic evidence indicates deglaciation was
underway by the beginning of the Holocene and maxi-
mum uplift occurred between 8 and 7 ky BP and even
carlier in many areas. By 9 ky BP, Spitsbergen glaciers
had retreated to or beyond their present day positions
(Sexton et al., 1992) and the marine faunal evidence
suggest that this period was as warm if not warmer than
at present along the west and north coasts of Svalbard
(Salvigsen et al., 1992). The retreat of the largest of the
glaciers along the Gulf of Alaska began as early as 16 to
14 ky BP (Mann D. and Hamilton, 1995). Although
much of the high and mid-Canadian Arctic remained
glaciated, warm summers are clearly registered by
enhanced summer melting of the Agassiz Ice Cap
(Koerner and Fisher, 1990). Following the large, abrupt
change in stable-isotope ratios marking the end of the
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last glaciation, 8'80 profiles from Agassiz Ice Cap cores
show a rapid warming trend that reached a maximum
between approximately 9 and 8 ky BP.

Deglacial marine sediments in Clements Markham Inlet
on the north coast of Ellesmere Island resemble those
characteristic of temperate (as opposed to polar) tide-
water glaciers, suggesting that climatic conditions in the
early Holocene were significantly warmer there than
today (Stewart, 1988). Glaciers had retreated past
present-day termini in some areas by 7.5 ky BP. Increas-
ing sea surface temperatures in Baffin Bay enhanced pre-
cipitation on Baffin Island (Miller and de Vernal, 1992),
leading to a widespread early Holocene glacial advance
along the east coast. Marine mammals and boreal mol-
lusks were present far north of their present-day range
by 7.5 to 6.5 ky BP, as were many species of plants
between 9.2 and 6.7 ky BP (Dyke et al., 1996, 1999).
Caribou were able to survive in the northernmost val-
leys of Ellesmere Island and Peary Land by 8.5 ky BP or
earlier. Such evidence indicates very warm conditions
early in the Holocene (before 8 ky BP).

Early Holocene summer temperatures similar to those at
present have been reconstructed in Arctic Fennoscandia
by numerous studies using a range of proxies and multi-
proxy analyses (Rosén et al., 2001). However, abrupt
climatic variations were characteristic of the early
Holocene, with distinct cool episodes around 9.2, 8.6,
and 8.2 ky BP (Korhola et al., 2002). The most recent of
these events might be connected to the widely known
“8.2 ky event”, which affected terrestrial and aquatic sys-
tems in northern Fennoscandia (Korhola et al., 2002;
Nesje et al., 2000; Snowball et. al., 1999). Hantemirov
and Shiyatov (2002) report that open larch forests were
already growing in the Yamal Peninsula of northwestern
Siberia 10.5 to 9 ky BP and that the most favorable peri-
od for tree growth lasted from 9.2 to 8 ky BP. During
the early Holocene, reconstructed mean temperature
anomalies for the warmest month, based on pollen data
across Northern Europe, show temperatures comparable
to those at present (Davis et al., 2003). Temperatures
then increased around 6 ky BP, with the onset of this
increase delayed to around 9 ky BP in the east.

Boreal forest development across northern Russia
(including Siberia) commenced by 10 ky BP (MacDonald
G. etal., 2000). Over most of Russia, forests advanced
to or near the current arctic coastline between 9 and

7 ky BP, and retreated to their present position by
between 4 and 3 ky BP. Forest establishment and retreat
were roughly synchronous across most of northern
Russia, with the exception of the Kola Peninsula, where
both appear to have occurred later. During the period of
maximum forest extension, the mean July temperature
along the northern coastline of Russia may have been
2.5 to 7.0 °C warmer than present.

The Arctic appears to have been relatively warm during
the mid-Holocene, although records differ spatially, tem-
porally, and by how much summer warmth they suggest
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(relative to the early Holocene insolation maximum;

Bradley, 1990; Hardy and Bradley, 1996).

A review of the Holocene glaciation record in coastal
Alaska (Calkin, 1988) suggests that glacier fluctuations
in arctic, central interior, and southern maritime Alaska
were mostly synchronous. Ager (1983) and Heusser
(1995) report that pollen records indicate a dramatic
cooling about 3.5 ky BP and suggest an increase in pre-
cipitation and storminess in the Gulf of Alaska accompa-
nied by a rejuvenation of glacial activity. In northern
Iceland, the Holocene record of glacier fluctuations indi-
cates two glacial advances between 6 and 4.8 ky BP
(Stotter, 1991).

In the Canadian Arctic, interior regions of Ellesmere
Island appear to have retained extensive Innuitian and/or
plateau ice cover until the mid-Holocene (Bell, 1996;
Smith, 1999), after which ice margins retreated to posi-
tions at or behind those at present. Restricted marine-
mammal distributions imply more extensive summer sea
ice between 8 and 5 ky BP, and hence cooler conditions
(Dyke et al., 1996, 1999). However, marine conditions
at 6 ky BP warmer than those at present are suggested
by analyses of marine microfossils (Gajewski et al.,
2000) performed over a broad area from the high Arctic
to the Labrador Sea via Baffin Bay. A multi-proxy sum-
mary of marine and terrestrial evidence from the Baffin
sector (Williams et al., 1995) suggests that warming
began around 8 ky BP, intensified at 6 ky BP, and that
conditions had cooled markedly by 3 ky BP.

Dugmore (1989) demonstrated that, in Iceland, the
Solheimajokull glacier extended up to 5 km beyond its
present limits between 7 and 4.5 ky BP. Major ice sheet
advances also occurred before 3.1 ky BP and between 1.4
and 1.2 ky BP. In the 10th century (1 ky BP), this glacier
was also larger than during the period from AD 1600 to
1900, when some other glaciers reached their maximum
Holocene extent. Stétter et al. (1999) suggested that
major glacier advances in northern Iceland occurred at

around 4.7, 4.2, 3.2-3.0, 2.0, 1.5, and 1.0 ky BP.

Evidence for a mid-Holocene thermal maximum in
Scandinavia is considerable, and based on a wide range of
proxies (Davis et al., 2003). Treelines reached their
maximum altitude (up to 300 m higher than at present;
Barnekow and Sandgren, 2001), and glaciers were great-
ly reduced or absent (Seierstad et al., 2002). Pollen and
macrofossil records from the Tornetrask area in northern
Swedish Lapland indicate optimal conditions for Scots
pine (Pinus sylvestris) from 6.3 to 4.5 ky BP (Barnekow
and Sandgren, 2001) and records of treeline change in
northern Sweden show high-elevation treelines around

6 ky BP (Karlén and Kuylenstierna, 1996). These data
indicate an extended period in the early to mid-
Holocene when Scandinavian summer temperatures
were 1.5 to 2 °C higher than at present.

Tree-ring data from the Tornetrisk area indicate particu-
larly severe climatic conditions between 2.6 and 2 ky BP
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(600—1 BC). This period includes the greatest range in
ring-width variability of the past 7400 years in this area,
indicating a highly variable but generally cold climate
(Grudd et al., 2002). This period is contemporary with
a major glacial expansion in Scandinavia when many
glaciers advanced to their Holocene maximum position
(Karlén, 1988) with major effects on human societies

(Burenhult, 1999; van Geel et al., 1996).

Especially severe conditions in northern Swedish
Lapland occurred 2.3 ky BP (330 BC), with tree-ring
data indicating a short-term decrease in mean summer
temperature of about 3 to 4 °C. A catastrophic drop in
pine growth at that time is also reported by Eronen et
al. (2002), who state that this was the most unfavorable
year for the growth of treeline pines in Finnish Lapland
in the past 7500 years. Reconstructed Holocene sum-
mer temperature changes in Finnish Lapland, based on
proxy climate indicators in sediments from Lake
Tsuolbmajavri, show an unstable early Holocene
between 10 and 8 ky BP in which inferred July air tem-
peratures were about the same as at present most of the
time, but with three successive cold periods at approxi-
mately 9.2, 8.6, and 8.2 ky BP, and a “thermal maxi-
mum” between approximately 8 and 5.8 ky BP, followed
by an abrupt cooling (Korhola et al., 2002). Dated sub-
fossils (partially fossilized organisms) show that the pine
treeline in northwestern Finnish Lapland retreated a
distance of at most 70 km during this cooling, but that
the shift was less pronounced in more easterly parts of
Lapland (Eronen et al., 2002).

Hantemirov and Shiyatov (2002) reported that the most
favorable period for tree growth in the Yamal Peninsula
of northwestern Siberia lasted from 9.2 to 8 ky BP.

At that time, the treeline was located at 70° N. Then,
until 7.6 ky BP, temperatures decreased but this did not
result in any significant shift in the treeline. The treeline
then moved south until, by 7.4 ky BP, it was located at
approximately 69° N. It remained here until 3.7 ky BP
when it rapidly retreated (~20 km) to within 2 to 3 km
north of its present position south of the Yamal Penin-
sula. This retreat in the space of only 50 years coincides
with an abrupt and large cooling as indicated in the
tree-ring data. This cooling event may have been associ-
ated with the eruption of the Thera (Santorini) volcano
in the southern Aegean around 3.6 ky BP.

Tree-ring data from the Kheta-Khatanga plain region
and the Moyero-Kotui plateau in the eastern part of
the Taymir Peninsula indicate climatic conditions more
favorable for tree growth around 6 ky BP, as confirmed
by increased concentrations of the stable carbon iso-
tope *C in the annual tree rings (Naurzbaev et al.,
2002). The growth of larch trees at that time was 1.5
to 1.6 times greater than the average radial growth of
trees during the last 2000 years, and the northern tree-
line is thought to have been situated at least 150 km
farther north than at present, as indicated by the pres-
ence of subfossil wood of that age in alluvial deposits of
the Balakhnya River. During the past 6000 years, the
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eastern Taymir tree-ring chronologies show a signifi-
cant and progressive decrease in tree growth and thus
temperature.

2.7.5. Last millennium

Over the last millennium, variations in climate across
the Arctic and globally have continued. The term
“Medieval Warm Period”, corresponding roughly to
the 9th to the mid-15th centuries, is frequently used
but evidence suggests that the timing and magnitude
of this warm period varies considerably worldwide
(Bradley and Jones, 1993; Crowley and Lowery, 2000;
IPCC 2001c). Current evidence does not support a
globally synchronous period of anomalous warmth
during that time frame, and the conventional term of
“Medieval Warm Period” appears to have limited utility
in describing trends in hemispheric or global mean
temperature changes.

The Northern Hemisphere mean temperature estimates
of Mann M. et al. (1999), and Crowley and Lowery
(2000), show that temperatures during the 11th to the
14th centuries were about 0.2 °C higher than those dur-
ing the 15th to the 19th centuries, but somewhat below
the temperatures of the mid-20th century. The long-
term hemispheric trend is best described as a modest
and irregular cooling from AD 1000 to around 1850 to
1900, followed by an abrupt 20th-century warming.

Regional evidence is, however, quite variable. Crowley
and Lowery (2000) show that western Greenland exhib-
ited local anomalous warmth only around AD 1000
(and to a lesser extent, around AD 1400), and experi-
enced quite cold conditions during the latter part of the
11th century. In general, the few proxy temperature
records spanning the last millennium suggest that the
Arctic was not anomalously warm throughout the 9th
to 14th centuries (Hughes and Diaz, 1994).

In northern Swedish Lapland, Scots pine tree-ring data
indicate a warm period around AD 1000 that ended
about AD 1100 when a shift to a colder climate
occurred (Grudd et al., 2002). In Finnish Lapland,
based on a 7500-year Scots pine tree-ring record,
Helama et al. (2002) reported that the warmest non-
overlapping 100-year period in the record is AD 1501
to 1600, but AD 1601 was unusually cold. Other loca-
tions in Fennoscandia and Siberia were also cold in AD
1601, and Briffa et al. (1992, 1995) linked the cold
conditions to the AD 1600 eruption of the
Huaynaputina volcano in Peru. In northern Siberia, and
particularly east of Taymir where the most northerly
larch forests occur, long-term temperature trends
derived from tree rings indicate the occurrence of cool
periods during the 13th, 16th to 17th, and early 19th
centuries. The warmest periods over the last millenni-
um in this region were between AD 950 and 1049, AD
1058 and 1157, and AD 1870 and 1979. A long period

of cooling began in the 15th century and conditions
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remained cool until the middle of the 18th century
(Naurzbaev et al., 2002).

For the most part, “medieval warmth” appears to have
been restricted to areas in and around the North
Atlantic, suggesting that variability in ocean circula-
tion may have played a role. Keigwin and Pickart
(1999) suggested that the temperature contrasts
between the North Atlantic and other areas were asso-
ciated with changes in ocean currents in the North
Atlantic and may to a large extent reflect century-
scale changes in the NAO.

By the middle of the 19th century, the climate of the
globe and the Arctic was cooling. Overall, the period
from 1550 to 1900 may have been the coldest period in
the entire Holocene (Bradley, 1990). This period is usu-
ally called the “Little Ice Age” (LIA), during which gla-
ciers advanced on all continents. The LIA appears to
have been most clearly expressed in the North Atlantic
region as altered patterns of atmospheric circulation
(O’Brien et al., 1995). Unusually cold, dry winters in
central Europe (e.g., 1 to 2 °C below normal during the
late 17th century) were very probably associated with
more frequent flows of continental air from the north-
east (Pfister, 1999; Wanner et al., 1995). Such condi-
tions are consistent with the negative or enhanced east-
erly wind phase of the NAO, which implies both warm
and cold anomalies over different regions of the North
Atlantic sector. Although the term LIA is used for this
period, there was considerable temporal and spatial
variability across the Arctic during this period.

Ice shelves in northwestern Ellesmere Island probably
reached their greatest extent in the Holocene during
this interval. On the Devon Island Ice Cap, 1550 to
1620 is considered to have been a period of net summer
accumulation, with very extensive summer sea ice in
the region. There is widespread evidence of glaciers
reaching their maximum post-Wisconsinan positions
during the LIA, and the lowest 3'%0 values and melt
percentages for at least 1000 years are recorded in ice
cores for this interval. Mann M. et al. (1999) and Jones
et al. (1998) supported the theory that the 15th to 19th
centuries were the coldest of the millennium for the
Northern Hemisphere overall. However, averaged over
the Northern Hemisphere, the temperature decrease
during the LIA was less than 1 °C relative to late 20th-
century levels (Crowley and Lowery, 2000; Jones et al.,
1998; Mann M. et al., 1999). Cold conditions appear,
however, to have been considerably more pronounced
in particular regions during the LIA. Such regional vari-
ability may in part reflect accompanying changes in
atmospheric circulation. Overpeck et al. (1997) sum-
marized arctic climate change over the past 400 years.

There is an abundance of evidence from the Arctic that
summer temperatures have decreased over approxi-
mately the past 3500 years. In the Canadian Arctic, the
melt record from the Agassiz ice core indicates a
decline in summer temperatures since approximately
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5.5 ky BP, especially after 2 ky BP. In Alaska, wide-
spread glacier advances were initiated at approximately
700 ky BP and continued through the 19th century
(Calkin et al., 2001). During this interval, the majority
of Alaskan glaciers reached their Holocene maximum
extensions. The pattern of LIA glacier advances along
the Gulf of Alaska is similar on decadal timescales to
that of the well-dated glacier fluctuations throughout
the rest of Alaska.

There is a general consensus that throughout the
Canadian Archipelago, the late Holocene has been an
interval of progressive cooling (the “Neoglacial”, culmi-
nating in the LIA), followed by pronounced warming
starting about 1840 (Overpeck et al., 1997). According
to Bourgeois et al. (2000), the coldest temperatures of
the entire Holocene were reached approximately 100 to
300 years ago in this region. Others, working with dif-
ferent indicators, have suggested that Neoglacial cooling
was even greater in areas to the south of the Canadian
Archipelago (Johnsen et al., 2001). Therefore, even if
the broad pattern of Holocene climatic evolution is
assumed to be coherent across the Canadian Archipel-
ago, the available data suggest regional variation in the
amplitude of temperature shifts.

The most extensive data on the behavior of Greenland
glaciers apart from the Greenland Ice Sheet come from
Maniitsoq (Sukkertoppen) and Disko Island. Similar to
the inland ice-sheet lobes, the majority of the local gla-
ciers reached their maximum Neoglacial extent during
the 18th century, possibly as early as 1750. Glaciers
started to retreat around 1850, but between 1880 and
1890 there were glacier advances. In the early 20th cen-
tury, glacier recession continued, with interruptions by
some periods of advance. The most rapid glacial retreat
took place between the 1920s and 1940s.

In Iceland, historical records indicate that Fjallsjokull
and Breidamerkurjokull reached their maximum
Holocene extent during the latter half of the 19th cen-
tury (Kugelmann, 1991). Between 1690 and 1710,

the Vatnajokull outlet glaciers advanced rapidly and
then were stationary or fluctuated slightly. Around
1750 to 1760 a significant re-advance occurred, and
most of the glaciers are considered to have reached
their maximum LIA extent at that time (e.g., Grove,
1988). During the 20th century, glaciers retreated rap-
idly. During the LIA, Myrdalsjékul and Eyjafjallsjokull
formed one ice cap, which separated in the middle of
the 20th century into two ice caps (Grove, 1988).
Drangajokull, a small ice cap in northwest Iceland,
advanced across farmland by the end of the 17th centu-
ry, and during the mid-18th century the outlet glaciers
were the most extensive known since settlement of the
surrounding valleys. After the mid-19th century
advance, glaciers retreated significantly. On the island
of Jan Mayen, some glaciers reached their maximum
extent around 1850. The glaciers subsequently experi-
enced an oscillating retreat, but with a significant
expansion around 1960 (Anda et al., 1985).



54

In northeastern Eurasia, 1ong—term temperature trends
derived from tree rings close to the northern treeline in
east Taymir and northeast Yakutia indicate decreasing
temperatures during the LIA (Vaganov et al., 2000).

Variations in arctic climate over the past 1000 years
may have been the result of several forcing mechanisms.
Bond et al. (2001) suggested variations in solar insola-
tion. Changes in the thermohaline circulation or modes
of atmospheric variability, such as the AO, may also have
been primary forcing mechanisms of century- or
millennial-scale changes in the Holocene climate of the
North Atlantic. It is possible that solar forcing may
excite modes of atmospheric variability that, in turn,
may amplify climate changes. The Arctic, through its
linkage with the Nordic Seas, may be a key region
where solar-induced atmospheric changes are amplified
and transmitted globally through their effect on the
thermohaline circulation. The resulting reduction in
northward heat transport may have further altered
latitudinal temperature and moisture gradients.

2.7.6. Concluding remarks

Natural climate variability in the Arctic over the past
two million years has been large. In particular, the past
20000-year period is now known to have been highly
unstable and prone to rapid changes, especially temper-
ature increases that occurred rapidly (within a few
decades or less). These temperature increases occurred
during glacial terminations and at the onset of D-O
interstadials. This instability implies rapid, closely linked
changes within the earth’s environmental system,
including the hydrosphere, atmosphere, cryosphere,
and biosphere. Not only has the climate of the Arctic
changed significantly over the past two million years,
there have also been pronounced regional variations
associated with each change.

The Arctic is not homogeneous and neither is its cli-
mate, and past climate changes have not been uniform
in their characteristics or their effects. Many of these
changes have not been synchronous nor have they had
equal magnitudes and rates of change. Climate changes
in one part of the Arctic may trigger a delayed response
elsewhere, adding to the complexity. The paleoenviron-
mental evidence for the Arctic suggests that at certain
times, critical thresholds have been passed and unpre-
dictable responses have followed. The role that anthro-
pogenic changes to the climate system might play in
exceeding such thresholds and the subsequent response
remains unclear.

It is clear that between 400 and 100 years BP, the
climate in the Arctic was exceptionally cold. There is
widespread evidence of glaciers reaching their maxi-
mum post-Wisconsinan positions during this period,
and the lowest 8§30 values and melt percentages for at
least 1000 years are recorded in ice cores for this
interval. The observed warming in the Arctic in the
latter half of the 20th century appears to be without
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precedent since the early Holocene (Mann M. and

Jones, 2003).

2.8. Summary and key ﬁndings

This chapter has described the arctic climate system; the
region’s impact on the global climate system; recent cli-
matic change depicted by the instrumental record; and
the historical/paleoclimatic perspective on arctic climatic
variability. Features of the arctic climate system that are
unique to the region include the cryosphere, the
extremes of solar radiation, and the role of salinity in
ocean dynamics.

The climate of the Arctic is changing. Trends in instru-
mental records over the past 50 years indicate a reason-
ably coherent picture of recent environmental change in
northern high latitudes. The average surface temperature
in the Arctic increased by approximately 0.09 °C per
decade over the past century, and the pattern of change
is similar to the global trend (i.e., an increase up to the
mid-1940s, a decrease from then until the mid-1960s,
and a steep increase thereafter with a warming rate of
0.4 °C per decade). It is very probable that the Arctic
has warmed over the past century, at a rate greater than
the average over the Northern Hemisphere. It is proba-
ble that polar amplification has occurred over the past
50 years. Because of the scarcity of observations across
the Arctic before about 1950, it is not possible to be cer-
tain of the variation in mean land-station temperature
over the first half of the 20th century. However, it is
probable that the past decade was warmer than any
other in the period of the instrumental record. The
observed warming in the Arctic appears to be without
precedent since the early Holocene.

It is very probable that atmospheric pressure over the
Arctic Basin has been dropping and it is probable that
there has been an increase in total precipitation at the
rate of about 1% per decade over the past century.

It is very probable that snow-cover extent around the
periphery of the Arctic, sea-ice extent averaged over the
Arctic (during at least the past 40 years), and multi-year
sea-ice extent in the central Arctic have all decreased.

These climate changes are consistent with projections of
climate change by global climate models forced with
increasing atmospheric GHG concentrations, but defini-
tive attribution is not yet possible.

Natural climate variability in the Arctic over the past
two million years has been substantial. In particular,
the past 20000-year period is now known to have

been highly unstable and prone to large rapid changes,
especially temperature increases that occurred quickly
(within a few decades or less). It is clear that between
400 and 100 years BP the climate in the Arctic was
exceptionally cold, and there is widespread evidence of
glaciers reaching their maximum post-Wisconsinan
positions during this period.
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Changes in the Arctic are very likely to have significant
impacts on the global climate system. For example,

a reduction in snow-cover extent and a shrinking of the
marine cryosphere would increase heating of the surface,
which is very likely to accelerate warming of the Arctic
and reduce the equator-to-pole temperature gradient.
Freshening of the Arctic Ocean by increased precipita-
tion and runoff is likely to reduce the formation of cold
deep water, thereby slowing the global thermohaline cir-
culation. It is likely that a slowdown of the thermohaline
circulation would lead to a more rapid rate of rise of
global sea level, reduce upwelling of nutrients, and exert
a chilling influence on the North Atlantic region as Gulf
Stream heat transport is reduced. It would also decrease
the rate at which CO, is transported to the deep ocean.
Finally, temperature increases over permafrost areas
could possibly lead to the release of additional CH, into
the atmosphere; if seabed temperatures rise by a few
degrees, hydrated CH, trapped in solid form could also
escape into the atmosphere.

Although it is possible to draw many conclusions about
past arctic climate change, it is evident that further
research is still needed. The complex processes of the
atmosphere, sea-ice, ocean, and terrestrial systems
should be further explored in order to improve projec-
tions of future climate and to assist in interpreting past
climate. Reconstructions of the past have been limited
by available information, both proxy and instrumental
records. The Arctic is a region of large natural variabili-
ty and regional differences and it is important that more
uniform coverage be obtained to clarify past changes.
In order for the quantitative detection of change to be
more specific in the future, it is essential that steps be
taken now to fill in observational gaps across the Arctic,
including the oceans, land, ice, and atmosphere.
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We cannot change nature, our past, and other peoplefor
that matter, but we can control our own thoughts and
actions and participate in global efforts to cope with
these global climate changes. That I think is the most
empowering thing we can do as individuals. George
Noongwook, St. Lawrence Island Yupik, Savoonga,
Alaska, as quoted in Noongwook, 2000

Summary

Indigenous peoples in the Arctic have for millennia
depended on and adapted to their environment. Their
knowledge of their surroundings is a vital resource for
their well-being, Their knowledge is also a rich source of
information for others wishing to understand the arctic
system. Many of the aspects of climate change and its
impacts considered in this chapter are also considered in
other chapters. To avoid excessive disruption to the flow
of the text, cross-references are included only where
other chapters contain extended discussion or additional
material. Within the context of climate change, indige-
nous observations and perspectives offer great insights
not only in terms of the nature and extent of environ-
mental change, but also in terms of the significance of
such change for those peoples whose cultures are built
on an intimate connection with the arctic landscape.

This chapter reviews the concept of indigenous knowl-
edge, summarizes those indigenous observations of envi-
ronmental and climatic change that have been docu-
mented to date, and presents a series of case studies,
largely from hunting and herding societies, examining
the perspectives of specific communities or peoples.
Although idiosyncratic, the case studies each attempt to
convey the sense of how climate change is seen, not in
the form of aggregate statistics or general trends, but in
specific terms for particular individuals and communi-
ties. The case studies provide the basis for a discussion of
resilience, or protecting options to increase the capacity
of arctic societies to deal with future change, and a
review of further research needs.

The observations and case studies contain some common
themes. One such observation is that the weather has
become more variable and thus less predictable by tradi-
tional means. Social changes, such as less time spent on
the land, may influence this observation, but there are
climatological implications that merit further study.

In terms of perceptions of the significance of climate
change, there are few, if any, areas where climate change
is regarded as the most pressing problem being faced.
Nonetheless, most arctic residents are aware of climate
change, have experience of the types of changes being
seen and anticipated, and are concerned about the impli-
cations for themselves, their communities, and the future.

Several of the general conclusions drawn in this chapter

are likely to be applicable to all communities affected by
climate change, whether the impacts are on balance ben-
eficial or harmful. Climate change is not an isolated phe-
nomenon, but one that is connected to the web of activi-
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ties and life surrounding indigenous peoples. Thus, it
must be understood and assessed in terms of its interac-
tions with other phenomena and with current and future
societal and environmental changes. Responses to cli-
mate change will not be effective unless they reflect the
particular circumstances of each place. Increasing
resilience is a useful way to consider the merits of vari-
ous response options, which are best developed and
evaluated iteratively to promote adjustment and
improvement as experience and knowledge increase.
Indigenous perspectives on climate change offer an
important starting point for collaborative development
of effective responses.

3.1. Introduction

The indigenous peoples of the Arctic have adapted to
great environmental variability, cold, extended winter
darkness, and fluctuations in animal populations, among
many other challenges posed by geography and climate.
Although the arctic climate has always undergone change,
current and projected changes make it timely and impor-
tant to reflect on the ways that such changes affect arctic
residents, particularly the indigenous residents whose
way of life is so closely linked to their surroundings.

It is also important to consider how these indigenous res-
idents observe and feel about the changes that are occur-
ring. Together, such perspectives can help the global com-
munity understand what is at stake in a changing Arctic.

Much of the Arctic has been inhabited since at least the
end of the last ice age, and some areas for far longer
(Pitulko et al., 2004). During this time, human groups
have come and gone, and evolved and adapted, their pat-
terns of settlement changing, often abruptly, in response
not only to climate but also to regional patterns such as
resource availability, relations with neighbors, landscape
change, hunting and fishing technology, and the rise of
reindeer husbandry (Krupnik, 1993). In recent centuries
and in particular the twentieth century, forces from out-
side the region have shaped human patterns in the Arctic,
as the modern world has extended its reach and influ-
ence. Today, the Arctic is home to a large number of
indigenous peoples with distinct cultures, languages, tra-
ditions, and ways of interacting with their environment
(Freeman, 2000; Nuttall, 1998). They have in common a
close connection to their surroundings, an intimate
understanding of their environment (e.g., Fienup-
Riordan et al., 2000), complex relationships with nation-
al and sub-national governments and non-indigenous
migrants to the Arctic (Minority Rights Group, 1994;
Nuttall, 1992; Pika, 1999), a way of life that mixes mod-
ern and traditional activities, and a major stake in the
future of the region (CAFF, 2001; Huntington et al.,
1998; Nuttall and Callaghan 2000; Slezkine, 1994). An

overview of humans in the Arctic is given in Chapter 1.

This chapter attempts to show some of the observations
of change that indigenous inhabitants of the Arctic con-
sider to be related to climate change. In doing so, the
comments and perspective also show what climate
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change means to them and their communities within the
context of the other forces affecting their lives and cul-
tures. Although little material is available concerning
indigenous perspectives on ultraviolet (UV) radiation and
ozone depletion, the chapter includes a short summary of
some related observations (Box 3.1). Other chapters
describe impacts on specific components of the environ-
ment and areas of human activity and so draw extensively
on indigenous knowledge and perspectives, a level of
inclusion that is unprecedented in an assessment of this
type and scope.

This chapter addresses the impacts of climate change and
variability on those affected most directly: the people
whose ways of life are based on their use of the land and
waters of the Arctic. This has been achieved using a series
of case studies drawn from existing research projects that
have been selected to give, through specific examples
rather than general summaries, a sense of the variety of
indigenous perspectives on climate change in the Arctic.
The case studies are idiosyncratic, reflecting differences
in the communities they describe as well as differences in
the aims and methods of the studies from which they
derive. Because they are examples, the case studies can-
not reflect all the views held within arctic communities.
Some communities, such as those in Greenland that fish
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for cod, may see benefits from climate change if fish
stocks increase, a perspective that may be missing from
case studies focusing more on the negative impacts of cli-
mate change. Nonetheless, the case studies are intended
to give a human face to some of the impacts of weather
and climate change observed by arctic residents.

Although people plan around expectations that reflect
the climate of their area, their daily activities are affected
more by the day’s weather. Many of the statements and
perspectives contained in this chapter reflect perceptions
of weather and changes in weather patterns and variabili-
ty, which are also of interest to climatologists examining
the ways that climate change is manifested in the Arctic
(Overland et al., 2002; J. Walsh, International Arctic
Research Center, University of Alaska, Fairbanks, pers.
comm., 2003). The distinction between weather change
and climate change is not simple, and observations about
weather may indicate something significant about the
arctic climate. It is also likely that the publicity sur-
rounding climate change has led many people in the
Arctic as elsewhere to interpret observations in the light
of climate, whether or not this is appropriate. This chap-
ter presents the connections indigenous peoples draw
between their own observations and the general phe-
nomenon of climate change.

Box 3.1. Indigenous observations concerning the sun and ultraviolet radiation

Many people in the Arctic have observed changes in the characteristics of the sun and its effects since the early
1990s (Fox, 1998; McDonald et al., 1997).While not discussed in terms of UV radiation, many indigenous obser-
vations do include the same concerns as UV scientists (see Chapters 5 and |5). Most commonly expressed is the
perception that the sun is stronger or more “stinging” and “sharp” feeling (e.g,, Fox, 1998).The sun's heat seems to
have become more intense and northern residents report unusual sunburns, eye irritations, and skin rashes (Kassi,
1993; Fox, 1998).

The direct heat from the sun is warmer, it is not the same anymore and you can't help but notice that. It is
probably not warmer overall, but the heat of the sun is stronger. G. Kappianag, Igloolik, 1997 as quoted in Fox, 1998

The reason why | mention the fact that the sun seems warmer is because another [piece of] evidence to that is
that we get some skin diseases or some skin problems. Because [ think in the past when Peter [a Clyde River
elder] was a young boy they never seemed to have these skin problems and | see them more and more these
days. ). Qillag, Clyde River, 2001 as quoted in Fox, 2004

Humans are not the only ones affected by a more intense sun. Inuit in Nunavut link other environmental changes
to the sun. In some areas, for example, although the overall temperature may not be warmer, elders claim that
the heat of the sun is causing small ponds to be warmer than usual or to dry up altogether. In some places, meat
hung out to dry seems to get burned by the sun, and caribou skins seem to rip more easily around the neck area,
a new condition elders link to skins possibly being burnt or becoming too hot from the sun (Fox, 2004).

Archaeological sites in the Arctic have contained sun goggles, indicating that indigenous peoples have, for a long
time, made an effort to shield their eyes from the blinding light of sunshine on snow. These days, indigenous peo-
ples are doing more to protect themselves from sun damage. High quality sunglasses and goggles are popular and
many people who spend time on the land are now using sun lotion and lip balm. In Igloolik, Nunavut, for example,
the nursing station has had more requests for sun lotion in recent years, but it is unclear whether this is due to
more sunburn, or a greater awareness of the damage caused by sun exposure (Fox, 1998). Still, elders and older
hunters who have grown up on the land and spent decades on the sea ice and snow say they are only now
beginning to experience sunburn. While rates of skin cancer remain low in the Arctic (see section 15.3.3.2),
community members note it will be important to monitor how serious the new sun-related skin ailments
become. Residents also want to monitor how a more intense sun may affect arctic animals and plants over time.
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In describing the significance of climate change for
indigenous peoples, it is important to remember that
there are many forms of environmental change in the
Arctic, as well as extensive social changes related to
modernization and globalization (e.g., AMAP, 1998,
2002; CAFF, 2001; Freeman, 2000; Gaski, 1997,
Nuttall, 2000). The challenges these pose often require
great attention and effort by indigenous peoples and
organizations. From negotiating the creation of Nunavut
in Canada to responding to threats from oil and gas
development in northern Russia, arctic indigenous
peoples have had to organize themselves to articulate
and fight for their values and ways of life. In some cases,
they have been successful in promoting global action.
The Stockholm Convention on Persistent Organic
Pollutants was adopted in 2001, in no small part result-
ing from concerns about contaminants in the Arctic and
their impacts on indigenous peoples and cultures
(Downie and Fenge, 2003). More recently, Inuit leaders
have framed climate change as a human rights issue
(Sheila Watt-Cloutier as quoted in Brown P., 2003).
Climate change is a topic about which indigenous
peoples have a great deal to share with the world.

3.2, Indigenous knowledge

Indigenous peoples have long depended on their knowl-
edge and skills for survival, including their ability to
function in small, independent groups by dividing labor
and maintaining strong social support and mutual ties
both within and between their immediate communities
(e.g., Burch, 1998; Krupnik, 1993; Freeman, 2000;
Usher et al., 2003). Knowledge about the environment
is equally important. Understanding the patterns of ani-
mal behavior and aggregation is necessary for acquiring
food. Successtul traveling and living in a cold-dominated
landscape requires the ability to read subtle signs in the
ice, snow, and weather. Gradual shifts in social patterns
and environmental conditions make this a continuous
process of learning and adapting. In the past, sudden
shifts in physical conditions, such as abrupt warming or
cooling, led to radical changes including the abandon-
ment of large areas for extended periods that is apparent
from the archeological record (Fitzhugh, 1984; McGhee,
1996). Knowing one’s surroundings was an often-tested
requirement, one that remains true today for those who
travel on and live off the land and sea (Berkes, 1999;
Berkes et al., 2000; Fox, 1998; Huntington et al., 1999;
Inglis, 1993; Krupnik and Jolly, 2002).

3.2.1. Academic engagement with
indigenous knowledge

Those outside indigenous communities have not always
recognized or respected the value of this knowledge.
Occasionally used and less frequently credited prior to
and during most of the twentieth century, indigenous
knowledge from the Arctic has received increasing
attention over the past couple of decades (e.g., Freeman,
1976; Inglis, 1993; Nadasdy, 1999; Stevenson, 1996).

This interest, arising from research in the ethnosciences,
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has taken the form of studies to document indigenous
knowledge about various aspects of the environment
(Ferguson and Messier, 1997; Fox, 2002; Huntington et
al., 1999; Kilabuck, 1998; McDonald et al., 1997;
Mymrin, et al., 1999; Riedlinger and Berkes, 2001),
the increasing use of cooperative approaches to wildlife
and environmental management (Berkes, 1998, 1999;
Freeman and Carbyn, 1988; Huntington 1992a,b;
Pinkerton, 1989; Usher, 2000), and a greater emphasis
on collaborative research between scientists and indige-
nous people (Huntington, 2000a; Krupnik and Jolly,
2002). This section describes some of the characteristics
of indigenous knowledge and its relevance for studies of
climate change and its implications.

The topic of indigenous knowledge is not without dis-
putes and controversy. In fact, agreement has not even
been found on the appropriate term — “traditional
knowledge”, “traditional ecological knowledge”, “tradi-
tional knowledge and wisdom”, “local and traditional
knowledge”, “indigenous knowledge”, and various com-
binations of these words and their acronyms are among
those that have been used (e.g., Huntington, 1998;
Kawagley, 1995; Turner et al., 2000). Terms specific to
particular peoples are also common, such as “Saami
knowledge” or “Inuit Qaujimajatuqangit”. Although their
definitions largely overlap, each raises difficulties.

The term “indigenous” in this context excludes long-
term arctic residents not of indigenous descent, implies
that all indigenous persons hold this knowledge, and
emphasizes ancestry over experience. “Traditional” has a
connotation of being static and from past times, whereas
this knowledge is current and dynamic. “Local” fails to
capture the sense of continuity and the practice of
building on what was learned by previous generations.
“Knowledge” by itself omits the insights learned from
experience and application, which are better captured by
“wisdom”. All of these terms neglect the spiritual dimen-
sions of knowledge and connection with the environ-
ment that are often of greatest importance to those who
hold this knowledge. Some groups, such as the World
Intellectual Property Organization, identify “indigenous
knowledge” as a subset of “traditional knowledge”,

with the latter incorporating folklore (WIPO, 2001).
The issue of terminology will not be resolved here,

but the term “indigenous knowledge” is used in a broad
sense, encompassing the various systems of knowledge,
practice, and belief gained through experience and cul-
turally transmitted among members and generations of a
community (Berkes, 1999; Huntington, 1998).

By any term, indigenous knowledge plays a vital role in
arctic communities, and its perpetuation is important to
the future of such communities. It has also become a
popular research topic. Scholars within and outside the
indigenous community discuss its nature, the appropriate
ways in which it should be studied and used, how it can
be understood, and how it relates to other ways of
knowing such as the scientific. Many agree that indige-
nous knowledge offers great insight from people who
live close to and depend greatly on the local environ-
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ment and its ecology (Berkes, 1998, 1999; Freeman and
Carbyn, 1988; Huntington, 2000a; Inglis, 1993; Mailhot,
1993). Most of these scholars also recognize, however,
that gaining access to and using this knowledge must be
done with respect for community rights and interests,
and with awareness of the cultural contexts within which
the knowledge is gathered, held, and communicated
(e.g., Krupnik and Jolly, 2002; Wenzel, 1999). Successful
efforts are typically built on trust and mutual under-
standing. It takes time for knowledge holders to feel
comfortable sharing what they know, for researchers to
be able to understand and interpret what they see and
hear, and for both groups to understand how indigenous
knowledge is represented and for what purpose.

The legal and political contexts of indigenous knowledge
must also be taken into account. The intellectual property
aspects of indigenous knowledge are being explored
(WIPO, 2001). Some jurisdictions in the Arctic require
that it be considered in processes such as resource man-
agement and environmental impact assessment (e.g.,
Smith D., 2001). Throughout the Arctic, there is increas-
ing political pressure to use indigenous knowledge, but
often without clear guidance on exactly how this should
be achieved. Most existing ethical guidelines or checklists
for community involvement in research identify the areas
to be addressed in research agreements, but do not
resolve how the controversial questions are best answered
(e.g., Grenier, 1998; IARPC, 1992). Such uncertainty
may lead to reluctance on the part of some researchers to
engage in studies of indigenous knowledge, but at present
there are many good examples of collaborative projects
that have benefited both the communities involved and
those conducting the research (e.g., Huntington et al.,

1999, 2002; Kilabuck 1998; McDonald et al., 1997).

3.2.2.The development and nature of
indigenous knowledge

Careful observation of the world combined with inter-
pretation in various forms is the foundation for indige-
nous knowledge (Cruikshank, 2001; Huntington, 2000a;
Johnson, 1992; Kilabuck, 1998; Krupnik and Jolly,
2002). The ability to thrive in the Arctic depends in large
part on the ability to anticipate and respond to dangers,
risks, opportunities, and change. Knowing where cari-
bou are likely to be is as important as knowing how to
stalk them. Sensing when sea ice is safe enough for travel
is an essential part of bringing home a seal. The accuracy
and reliability of this knowledge has been repeatedly
subjected to the harshest test as people’s lives have
depended on decisions made on the basis of their under-
standing of the environment. Mistakes can lead to death,
even for those with great experience. Thus, information
of particular relevance to survival has been valued and
refined through countless generations, as individuals
combine the lessons of their elders with personal expe-
rience (e.g., Ingold and Kurtilla, 2000).

Indigenous knowledge is far more than a collection of
facts. It is an understanding of the world and of the
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human place in the world (Agrawal, 1995; Berkes, 1999;
Berkes et al., 2000; Fehr and Hurst, 1996; Kawagley,
1995). From observations, people everywhere find pat-
terns and similarities and associations, from which they
develop a view of how the world works, a view that
explains the mysteries surrounding them, that gives
them a sense of place (Berkes, 1999; Brody, 2000;
Nelson, 1983). In the Arctic, parallels may be drawn,
for example, in the migrations of caribou, cranes, and
whales (Huntington et al., 1999). Systems of resource
use are developed to make efficient use of available
resources (Berkes, 1998, 1999; Berkes et al., 2000).
Hunters develop rituals and practices that reflect their
view of the world (Cruikshank, 1998; Fienup-Riordan,
1994). Stories, dances, songs, and artwork express this
worldview (Cruikshank, 1998). In turn, culture shapes
perception, and the world is interpreted according to
the way it is understood. When personal memories and
stories are retold to family members, relatives, neigh-
bors, and others, as is common practice across the
Arctic, an extensive local record is built. Non-verbal
transmission of knowledge and skills, for example
through observation and imitation, is also common.

It often extends over several generations and represents
the accumulated knowledge of many highly experienced
and respected persons. Learning the knowledge of one’s
people involves absorbing the stories and lessons, then
watching closely to figure out exactly what is meant and
how to use it, and adapting it to one’s own needs and
experiences. In these ways, indigenous knowledge is
continually evolving (Ingold and Kurtilla, 2000).

3.2.3.The use and application of
indigenous knowledge

Studies of indigenous knowledge often make compar-
isons with scientific knowledge in an effort to deter-
mine the “accuracy” of indigenous knowledge as meas-
ured on a scale that is intended to be objective. Other
studies use indigenous knowledge in the generation of
new hypotheses or for the identification of geographic
locations for research (Albert, 1988; Huntington,
2000a; Johannes, 1993; Nadasdy, 1999; Riedlinger and
Berkes, 2001). While this can be worthwhile, the value
of indigenous knowledge lies primarily within the
group and culture in which it developed. Holders of
this knowledge use it when making decisions or in set-
ting priorities, and an understanding of the nature of
this knowledge can help explain the rationale behind
these processes (Cruikshank, 1981, 1998; Feldman and
Norton, 1995; Kublu et al., 1999). “Accuracy” in this
context depends on the uses to which the knowledge is
put, not on an external evaluation.

The emphasis on the cultural aspects of indigenous
knowledge in this assessment is not intended to detract
from the great utility it has in ecological and environ-
mental research and management (Berkes, 1998, 1999;
Fox, 2004; Freeman and Carbyn, 1988; Krupnik and
Jolly, 2002; Riedlinger and Berkes, 2001). In this setting,

accuracy as evaluated externally may be a key concern
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Box 3.2. Place names as indicators of environmental change

Indigenous peoples use a variety of cultural mechanisms to pass on climatic and environmental knowledge and its
“attendant adaptive behavior” from one generation to the next (Gunn, 1994; Henshaw, 2003). These mechanisms
include place names, which reflect perceptions of the environment and can serve as a repository for accumulated
knowledge. When conditions change, place names can serve as indicators of environmental change. Place names

show how perceptions of physical geography, ecology, and climate transform observations and experiences to
memory shared among members of a particular group (Cruikshank, 1990; Muller-Wille, 1983, 1985; Peplinski,

2000; Rankama, 1993).

As environmental conditions change, place names (or toponyms) may change or persist, providing insight into the
nature of those changes and the adaptations that accompany them. For example, near Iqaluit, Nunavut, there is a
site called Pissiulaagsit, which translates as “a place where there is an absence of guillemots” (Peplinski, 2000). Local
residents explain that the name is significant because guillemots nested there in the past. In the Sikusilarmiut land-
use area, covering most of the Foxe Peninsula in Nunavut, Henshaw (2003) has documented more than 300
toponyms around the community of Kinngait (Cape Dorset). The extensive naming of places, often using descriptive
terms, creates an important frame of reference for navigation, with crucial implications for safety, travel, and hunting.
Many of the place names refer to features or phenomena that may be highly sensitive to environmental change.

For example, Ullivinirkallak is a place that used to be used for storing walrus (Odobenus rosmarus) meat. That it is
no longer used for that purpose may indicate change to permafrost. Qimirjuaq is a large plateau with ice and
snow even in summer. The area watered by melting snow produces abundant berries, and so the size and condi-
tion of the snowfield is monitored closely. The berry pickers quickly note changes in the persistence and charac-
teristics of the snowfield. Seasonal features such as polynyas or migratory routes are also named, as are patterns
of currents and sea-ice movements. Documenting these names and the conditions that occur at these locations
can provide a means of monitoring and identifying future environmental change.

because the information is being applied for a purpose
that may be very different from that for which it was
originally generated. There are many instances where
indigenous knowledge of the habits of an animal such as
the bowhead whale (Balaena mysticetus) (Albert, 1988) or
the interactions within an ecosystem such as sea-ice
phenomena (Norton, 2002) were — and are — far in
advance of scientific understanding, and in fact were
used by scientists to make significant progress in ecology
and biology (Freeman, 1992; Krupnik and Jolly, 2002).
This is especially true in the Arctic, where scientific
inquiry is a relatively recent phenomenon, and where
researchers often depend on the knowledge and skills of
their indigenous guides.

To apply indigenous knowledge to environmental
research and management, consideration must be given
to the ways in which it is acquired, held, and communi-
cated. Indigenous knowledge is the synthesis of innu-
merable observations made over time (Agrawal, 1995;
Huntington, 1998). Added weight is often given to
anomalous occurrences, in order to be better prepared
for surprises and extremes. It is typically qualitative;
when quantities are noted, they are more often relative
than absolute. Indigenous knowledge evolves with
changing social, technological, and environmental condi-
tions (Krupnik and Vakhtin, 1997), and thus observations
of change over time can be influenced by these as well as
by the vagaries of memory. Indeed, one of the main
challenges in evaluating observations of environmental
change is that of addressing the many factors that influ-

ence the ways in which people remember and describe
events. In addition, some communities today are experi-
encing erosion of indigenous knowledge and the esteem
in which it is held, which has emotional and practical
impacts on individuals and communities (Fox, 2002).

Indigenous knowledge has been documented on various
topics in various places in the Arctic, largely in North
America. These efforts have rarely focused on climate
change or even included climate change as an explicit
topic of discussion. Nonetheless, substantial information
is available, including evidence from place names

(Box 3.2) and the archaeological record (Box 3.3).
Further documentation is highly desirable, both for
increasing the understanding of climate dynamics and as
a means of engaging arctic residents in the search for
appropriate responses to the impacts of climate change.

3.3. Indigenous observations of climate
change

Indigenous peoples have only recently been engaged in
climate change research and only through a relatively
small number of projects. However, these projects have
amassed a large collection of indigenous knowledge and
observations about climate and environmental change,
reflecting the depth of knowledge held by these peo-
ples. Figures 3.1 and 3.2 present examples of observa-
tions documented in these projects, and highlight five
major topic areas: changes in weather, seasons, wind,
and sea ice (Fig. 3.1), and changes in animals and insects
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(Fig. 3.2). This information is organized by community
and region across the Arctic, but is derived from proj-
ects conducted in different ways, with different objec-
tives, and at different times. This compilation provides a
useful introduction to changes experienced by indige-
nous peoples, but should not be used for detailed com-
parisons across regions without referring to the original
reports. Also, some of the changes were not necessarily
considered by the observers to be climate-driven, and
this is particularly true for information in Fig. 3.2,
while some do have connections to climate. The original
reports should be used for clarification.

Many of the topics addressed by indigenous observations
in Figs. 3.1 and 3.2 are discussed in other chapters of
this assessment. There are many links between indige-
nous and scientific observations of arctic climate and
environmental change and many opportunities for com-
plementary perspectives on the nature of various phe-
nomena and their impacts. For example, Chapter 7
reports that biologists connect a changing climate to
changing animal migration patterns, such as caribou

(see section 7.3.5). Indigenous knowledge is cited as
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helping to explain how caribou migrations may be trig-
gered by seasonal cues such as day length, air tempera-
ture, or ice thickness (Thorpe et al., 2001). Also, scien-
tific descriptions of changes in the arctic climate (such as
those reported in Chapter 2) are often consistent with
indigenous observations. For example, observational
data from the scientific record indicate that the Arctic is
warming in western Canada, Alaska, and across Eurasia,
but experiencing no change or cooling in eastern
Canada, Greenland, and the northwestern Atlantic (see
section 2.6.2.1). This is supported by indigenous obser-
vations by comparing those from communities in Alaska
with those from Igloolik and Iqaluit in Nunavut, Canada.

Indigenous and scientific observations do not always
agree, however. For example, in the Kitikmeot region of
Nunavut, Inuit have observed more abundant and new
types of shrubs and lichens (Thorpe et al., 2001). While
the increased abundance of shrubs corresponds with
aerial photography of vegetation change, experimental
evidence suggests that lichens should decrease under the
changing environmental conditions seen in the
Kitikmeot (see section 7.3.3.1). There are probably

Box 3.3.Archaeology and past changes in the arctic climate

The documentation of indigenous observations of climate change has focused primarily on recent decades.

But the arctic environment has long been recognized for its extreme variability and rapid fluctuations. Several past
examples of both extreme warming and cooling events are documented in Chapter 2. In addition to the work by
climatologists and physical scientists, social scientists, archaeologists, and ethnohistorians have accumulated a large
body of evidence concerning past changes in the environment. They often use proxy data, such as rapid shifts in
human subsistence practice, change in settlement areas, substantial population moves, or certain migration pat-
terns, as indicators of rapid transitions in arctic ecosystems.

Since the 1970s, archaeologists have developed detailed scenarios of how past climate changes have affected
human life, local economies, and population distribution within the Arctic. One of the clearest examples of such
links was the expansion of indigenous bowhead whaling and the rapid spread of the whaling-based coastal Eskimo
cultures from northern Alaska across the central Canadian Arctic to Labrador, Baffin Island, and eventually to
Greenland around 1000 years ago. Based upon recent radiocarbon dating and paleoenvironmental data, this enor-
mous shift in population and economy took place within less than 200 years, caused at least in part by the rapidly
changing sea-ice and weather conditions in the western and central Arctic (Bockstoce, 1976; Maxwell, 1985;
McCartney and Savelle, 1985; McGhee, 1969/70, 1984; Stoker and Krupnik, 1993; Whitbridge, 1999). When
around 300 to 400 years later the arctic climate shifted to the next cooling phase, Inuit were forced to abandon
whaling over most of the central Canadian Arctic. This extreme cooling trend around 400 to 500 years ago left
many Inuit communities isolated and under heavy environmental stresses that triggered population declines and
loss of certain subsistence skills and related knowledge.

One well-known example of these impacts illustrates that not all responses are effective, and that people may not
be able to adapt to all types of change. The Polar Eskimo (Inughuit) of northwest Greenland lost the use of their
skin hunting boats (kayaks), bows and arrows, and fish spears when they became isolated from other communities
by expanded glaciers and heavier sea ice during the Little Ice Age. In consequence, open water hunting for seals
and walruses declined, and hunting for caribou and ptarmigan (Lagopus spp.) was completely abandoned, to the
extent that their meat was considered unfit for human consumption (Gilberg 1974-75, 1984; Mary-Rousseliere,
1991). As game animals were labeled “unclean” or “unreachable”, the whole body of related expertise about
animal habits, observation practices, the pursuit and capture of animals, and the butchering and storing of meat
was reduced dramatically or completely lost. Some shifts of this kind, as well as stories about hardship caused by
environmental change, have been preserved in indigenous oral traditions, folklore, and myths (Cruikshank, 2001;
Gubser; 1965; Krupnik, 1993; Minc, 1986). However, few systematic attempts have been made so far to use indige-
nous knowledge to track historical or pre-historical cases of arctic climate change.
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Elim, Alaska, USA
Weather: Heavy storms washing up timber onto shorelines; not seen before. More warm days,
sometimes several in a row (Charles Saccheus as quoted in Krupnik, 2000).

Sea Ice: Ice no longer stable in spring. Fast ice melting faster (Charles Saccheus as quoted in
Krupnik, 2000).

Yukon Territory, Canada
Weather: Year of “no real summer” sometime in the middle of the |9th century recorded in
oral tradition (Cruikshank, 1981). Summers getting hotter, winters getting warmer (Kassi, 1993).

Barrow, Alaska, USA
Sea Ice: Differences in quality of sea ice; less salty, easier to chop, breaks up sooner. Fast ice
retreats early; breaks up and retreats 20 to 30 miles and does not come back. No longer ice
coming in during autumn, now water freezes in place and ice floes no longer seen drifting to
shore. Multi-year ice does not arrive until later (Charles Brower as quoted in Krupnik, 2000).

Arviat, Nunavut, Canada
Weather: Winters warmer; in 1940s and 1950s frostbite only took seconds; it is not that
cold anymore (GN, 2001).

Sea Ice: Sea ice forms later and overall thickness is reduced. People are less confident in
winter ice travel and sea ice breaks up earlier and more quickly, for example, in June the
last few years (GN, 2001).

Northwestern Hudson Bay, Canada
Weather: Weather highly variably since the 1940s; by 1990s weather changes are
quick, unexpected, and difficult to predict. Used to be more clear calm days, winters
were colder, and low temperatures persisted longer. Cooler summers in the early
1990s (McDonald et al., 1997).
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Western Hudson Bay, Canada
Weather: Longer winters and colder springs (McDonald et al., 1997).

Western James Bay, Canada
Weather: Winters shorter and warmer (McDonald et al., 1997).
Wind: Winds shift several times per day (McDonald et al., 1997).

Eastern James Bay, Canada
Weather: In early 1990s autumn weather changed quickly. Cold weather
arrives earlier but lakes freeze later (McDonald et al., 1997). Shorter spring
and autumn seasons and colder winters in reservoir areas (McDonald et al., [997).
Sea Ice: Salinity changing along the northeast coast with more freshwater
ice forming in the bay. Ice less solid in La Grande River area. Sea ice freezes
later and breaks up earlier (McDonald et al., 1997).

Eastern Hudson Bay, Canada
Weather: Persistence of cold weather into spring with spring and summer
cooling trend (McDonald et al., 1997).

Wind: Since 1984, April and May winds in the Belcher Islands have blown 18
mostly from the north, reducing the size of Canada geese flocks, slowing the QUEBEC
spring melts, and contributing to the spring and summer cooling trend in eastern
Hudson Bay (McDonald et al., 1997). R 22
Sea Ice: Between the 1920s and 1970s the “ice bridge” between the Belcher R

Islands and eastern Hudson Bay mainland occasionally froze by late February or
March. In the 1970s it began to freeze earlier and by late 1980s started freezing as
soon as the early freezing season began. During the 1950s, 35 polynyas were open
all winter in the Belcher Islands archipelago; in the 1960s to 1970s, 13, and in the
early 1990s, only three (McDonald et al., 1997). Sea ice freezes faster and solid ice
cover is larger and thicker with fewer polynyas. The flow edge melts before breaking up
(McDonald et al., 1997).

Hudson Strait, Canada
Weather: Cooling trend observed — spring and early summer used to be warm, cold weather
now returns following a March or April warm spell and persists into May, June, and July
(McDonald et al., 1997).

Sea Ice: Timing of autumn freeze-up unchanged but sea ice freezes faster than in the past and
quality deteriorated in some areas since more slush ice develops in early freezing (McDonald et
al.,, 1997). Since the late 1980s, fast ice in the Lake Harbour, Ivujivik, and Salluit areas has been
extending farther into Hudson Strait. In early 1990s, it froze over completely (McDonald et al.,
1997). Large recurring polynya used by Ivujivik and Salluit sea ice hunters started to freeze over
in the 1980s and no longer opened during early 1990s spring tides (McDonald et al., 1997).
Floe edge melts before breaking (McDonald et al., 1997).

Iqaluit, Nunavut, Canada
Weather: Weather more unpredictable since the 1990s. More unusually hot days in summer but
temperatures cooler overall (Fox, 1998).

Wind: Winds change suddenly, weather and wind changes were more subtle in the past (Fox, 1998).

Sea Ice: Ice conditions becoming more unpredictable through the 1990s with several accidents
occurring in late 1990s. In mid/late 1990s, sea ice breaks up more quickly near Iqaluit and earlier
than usual. Less sea ice near shorelines (Fox, 1998).
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Igloolik, Nunavut, Canada
Weather: Weather increasingly unpredictable in recent years. Fewer periods of extended clear
weather and more sudden storms (Fox, 1998).
Wind: Winds are stronger and occur more often. The winds are now responsible for ice break-
up, as opposed to the ice thinning first. Recent changes in the winds have had an impact on sea-
ice formation and decay processes (Fox, 1998).
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St. Lawrence Island, Alaska, USA
Weather: More extreme weather conditions in the last 10 to 20 years (e.g., winds and storms that cause dangerous ice conditions that impede hunting).
More warm weather (Noongwook, 2000).
Wind: More intense storms which last longer than in the past.Winds constantly change from one direction to another and with more intensity
(Noongwook, 2000).
!h‘\ Sea Ice: Delays in ice packing and freeze-up due to changing winds (Noongwook, 2000). Increased frequency of windy and warm
i

conditions creating dangerous ice conditions such as thin ice, snow-covered small open leads, and very rough ice
(Noongwook, 2000).

Gambell, Alaska, USA
Wind: More westerly winds (Conrad Oozeva as quoted in Krupnik, 2000).

Sea Ice: Unusual sea ice conditions in winter 1999/2000; no icebergs that autumn (Edmond Apassingok as
quoted in Krupnik, 2000).

Bering Strait, USA
Weather: Fewer calm days (Pungowiyi, 2000).
Wind: Winds stronger. Winds may shift direction but stay strong for long periods in spring.
Wind changes distribution of sea ice. Mid-July to September more wind from the south makes
for a wetter season, also more erosion due to wave action (Pungowiyi, 2000).
Sea Ice: Formation of sea ice is later in the autumn. Ice thinner than usual due to warmer
winters and winds. Different formation processes and earlier break-up (Pungowiyi, 2000).

CHUKOTKA

Kotzebue, Alaska, USA

Weather: Weather patterns change too fast to predict (Caleb Pungowiyi as quoted
in Krupnik, 2000).

Sachs Harbour, Nunavut, Canada
Weather: Increased weather variability; more sudden and intense changes in
S_IE‘:;;’“ : . ' weather; changes most noticeable in transition months; more extreme weather;
Gigat B weather more unpredictable. Longer, warmer summers. Spring melt is faster and
; spring comes earlier. Shorter; warmer winters. August is a warm month now,
used to be the “cooling off month”. Autumn comes later. Longer duration of
“hot” days, now a whole week rather than one to two days (Jolly et al., 2002).
More “bad” weather with blowing snow and whiteouts (Berkes and Jolly, 2001).
Wind: Changes in velocity and direction with more intense wind storms and
more wind in summer (Jolly et al., 2002).
Sea lce: Less/no multi-year ice in July and August; more open water and
Siberia rougher water; more ice movement than before; not able to see the perma-
Taymir ) nent ice pack to the west; ice breaks up earlier and freezes later; rate of ice
Peninsula .G s i break-up has increased; seasonal ice in harbor is thinner (not safe); less and
» rs [ thinner fast ice; changes in distribution and extent of local pressure ridges;
£ leads farther away from shore; ice pans do not push up on shore anymore;
RUSSIA open water in winter is closer than before; changes in ice color and texture
(Jolly et al., 2002).
3 Kitikmeot Region, Canada
Weather: Warmer temperatures; unpredictable weather; late autumn;
early spring; more extreme hot days; sporadic extreme heat days; spring melt
came earlier than in the past in the 1990s; earlier snow melt (Thorpe, 2000).
Sea Ice: Unusually high number of cracks in sea ice in early spring around
Hope Bay (Thorpe, 2000).

Baker Lake, Nunavut, Canada
Weather: Winters were colder and longer in the past, one used to get frostbite
more quickly in the 1940s. Early and quick spring melt periods in recent years with
warmer springs (e.g., snow “gets shiny” (i.e., a melt layer) earlier (March instead of
April) and does not refreeze at night which is what is expected) (Fox, 2004). Summers
are longer, caching meat has to be put off until later in the year to wait for lower temper-
atures (Fox, 2004). Increased weather variability; experienced hunters and elders no longer
able to predict weather; sudden storms; more cloudy periods; and less long stretches of
clear weather (Fox, 2002). Unstable weather recognized in temperature fluctuations, shifting
winds, wind intensity, and storm behavior (GN, 2001). Summers warmer and winters less severe
in the last 10 to |5 years (GN, 2001). More extreme hot days in summer (GN, 2001).
Wind: Winds blow stronger resulting in the snow being packed unusually hard. Igloos are difficult
if not impossible to build because of this. The direction of the dominant wind has changed affecting
hunters’ ability to navigate using wind-formed ridges in the snow (Fox, 2002, 2004).

Northern Finland

Weather: Autumn and early winter are warmer. In recent years, the ground has not frozen properly in autumn
and there has been little rain in September. Winters no longer have long cold periods as in the 1960s and even

1980s. Sudden shifts in weather in recent years and the weather is becoming more difficult to predict (Helander, 2004).

Wind: No longer any strong winds. Direction of the wind can shift fast, blowing from different directions on the same
day (Helander, 2004).

KOTHS

Clyde River, Nunavut, Canada
Weather: Weather highly variable and more difficult to predict in recent years.Warmer springs with quicker spring melt (Fox, 2002, 2004).
Wind: Winds have changed in direction, frequency, and intensity. Winds also change suddenly (Fox, 2002, 2004).
Sea lce: Usual leads have not formed in last few years and new ones have opened in unusual and unexpected areas. Ice is thinner and dangerous for
travel in some areas, especially in spring (e.g., near Home Bay) and some residents have observed a trend in recent years of more icebergs (Fox, 2002).
The texture of sea ice is different in some areas. For example, it can be mushy or too soft. Sea ice and icebergs are expected to chip off in a certain
way when struck with an object. The ice is not chipping off as expected in some areas (Fox, 2004).

Fig. 3.1. Indigenous observations of changes in weather, seasons, wind, and sea ice.
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Arviat, Nunavut, Canada
Caribou: Antlers not as thick (GN, 2001).

Bears: Polar bears and grizzly bears common in areas and during times not normal compared to
the past, e.g., polar bears still around in July and August, and in December (GN, 2001).

Birds: Harder snow too difficult for ptarmigan, they are seeking out new habitat in willows
where there is softer snow and better access to food. Sandhill cranes have changed with many
observed eating carrion (GN, 2001).

Western Hudson Bay, Canada
Whales: Fewer whales now visit mouths of Nelson and Churchill rivers. Large numbers reported
near Severn and Winisk rivers where abundant whitefish (McDonald et al., 1997).

Walrus: Decline in walrus populations in James Bay and southwestern Hudson Bay associated with
changing shorelines and habitat alteration (overgrown with willow). Walrus also used to inhabit an
island in the Winisk area until it began merging with the coastal shoreline in the early 1980s.

Now walrus only return to visit in groups of two or three (McDonald et al., |997). Large numbers
reported near Severn and Winisk rivers where abundant whitefish (McDonald et al., 1997).
Moose: Change in taste of meat. Greater number drowning. No moose at Marsh Point
(McDonald et al., 1997).

Caribou: Increase in numbers. Pin Island herd is mixing with Woodland herd (McDonald et al., 997).
Bears: Thin-looking bears in York Factory area. Drink motor oil. Change in behavior
(McDonald et al., 1997).

Birds: More snow geese migrating to and from the west. Habitat changes at March Point
staging area. Earlier and shorter autumn migration.

Fish: Mercury contamination. Loss of habitat including spawning grounds. Change in
taste of fish, some are inedible (McDonald et al., 1997).

Western James Bay, Canada
Walrus: Decrease in numbers in Attawapiskat area (McDonald et al., 997).

Bears: Recent increase in reproduction rates. Fearless of humans (McDonald et al,, 997).
Birds: Habitat changes in Moose Factory area. More snow geese flying in from
the west. Canada geese arrive from the north first part of June. Change in
autumn migration pattern (McDonald et al., 1997).

Fish: Morphological changes in sturgeon. Dried river channels (McDonald et al., 1997).

Eastern James Bay, Canada
Whales: Decrease in beluga numbers (McDonald et al., 1997).
Walrus: No longer present in Wemindji area (McDonald et al., 1997).
Moose: Loss of habitat. Decrease in numbers. Change in body condition.
Change in taste of meat (McDonald et al., 1997).

Caribou: Change in body condition and behavior. Increase in number of
diseased livers and intestines. Change in diet. Change in taste of meat.
More caribou along coast (McDonald et al., 1997).

Birds: Coastal and inland habitat changes for snow geese and Canada geese.
Coastal flyways shifted eastward. Fewer geese being harvested in spring and
autumn. Large flocks of non-nesting/molting geese along coastal flyway
(McDonald et al., 1997).

Fish: Mercury contamination. Loss of adequate habitat for several species, e.g. white-
fish, sturgeon, and pike. Morphological changes in sturgeon (McDonald et al., [997).

Eastern Hudson Bay, Canad=
Whales: Fewer beluga seen along eastern coast of Hudson Bay and James Bay;
more offshore of east coast Hudson Bay (McDonald et al., 1997).

Walrus: Shift away from Belcher Islands (McDonald et al., 1997).

Moose: In-migration from southeastern James Bay (McDonald et al., 1997).
Caribou: Caribou from different areas mingle together.Very large herds. Traveling
closer to coast. Change in diet. Change in taste of the meat (McDonald et al., 1997).
Bears: Polar bear numbers increased since the 1930s,and more rapidly since 1960s. Inuit

think they are relocating to eastern Hudson Bay in response to effects of an abundance of ringed
seals, the extended floe edge, and hunting quotas in effect since the 1970s (McDonald et al., 1997).
Birds: Canada and snow goose migrations have shifted east, from the Quebec coast
towards the mountains of mid-northern Quebec. Along the Manitoba and northwestern
Ontario coasts, more geese are entering and leaving Hudson Bay from the west and fewer
taking north-south coastal route. Cree attribute this to combination of factors in last 20 years;
weather system changes, coastal and land habitat changes, disturbance from inexperienced
hunters, and wildlife management practices, e.g., aircraft and banding (McDonald et al., 1997).
Smaller flocks of Canada geese arrive in Belcher Islands since 1984. Increase in non-nesting/
molting geese in Belcher and Long islands (McDonald et al., 1997).

Fish: Fish habitat reduced due to lowering water levels. Decrease in Arctic char and Arctic cod
in Inukjuak area (McDonald et al., 1997).

Hudson Strait, Canada
Whales: Decrease in beluga numbers in Salluit area (McDonald et al., 1997).

Walrus: Increase in numbers around Nottingham Island (McDonald et al., 1997).

Caribou: Increase in numbers and shifts in distribution, perhaps as part of long-term cycles
(Ferguson et al., 1998). Increase in abnormal livers (e.g., spots and lumps). Change in diet
(McDonald et al., 1997).

Bears: Decrease in numbers in Ivujivik area (McDonald et al., 1997).

Birds: New snow goose migration routes. Increase in number of molting snow geese.
Canada geese no longer nest in Soper River area (McDonald et al., 1997).

Igaluit, Nunavut, Canada
Birds: Robins sighted in Igaluit and Kangirsuk (Northern Quebec) in 1999 (George, 1999).

Clyde River, Nunavut, Canada
Seals: Seals not as healthy in last few years; missing patches of fur, molting at unusual times of
the season, suffering from skin rashes, white pustules on the meat (Fox, 2004).

Bears: Increased numbers of polar bears in the area and polar bears arrive at unexpected times
of the season (Fox, 2004).

{ORTHWEST.
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Bering Strait, USA

Seals: Spotted seals declined from late 1960s/early 1970s to present. 1996 and 1997 spring break-up came early resulting in more strandings of baby
ringed seals on the beach. Fewer seals in Nome area these days, perhaps as result of less ice for ringed seal dens (Pungowiyi, 2000).
Walrus: Physical condition of walrus generally poor 1996-1998 — animals skinny and productivity low. One cause was reduced sea ice, which forces walrus
to swim farther between feeding areas.Walrus in good condition in spring 1999 after cold winter and good ice in Bering Sea (Pungowiyi, 2000).

Birds: Spring migrations early. Geese and songbirds arrive in late April, earlier than in past. August 1996 and 1997 large die-offs of
!h“ kittiwakes and murres. Other birds doing well, little snow (and lower hare population, food competitor) has been good for

h [l ptarmigan (Pungowiyi, 2000).
\ Fish: Chum salmon crashed in Norton Sound in early 1990s and have been down since (Pungowiyi, 2000).
ic Ocean \ Insects: New insects appearing not seen before. Mosquitoes still the same (Pungowiyi, 2000).

Sachs Harbour, Nunavut, Canada

Seals: Increasing occurrence of skinny seal pups at spring break-up (Jolly et al., 2002).
Caribou: Increased forage availability for caribou. Changes in the timing of intra-island caribou migration
(Jolly et al., 2002).
Bears: Less polar bears seen in autumn due to lack of ice (Berkes and Jolly, 2001).
Muskox: Increased forage availability for muskox (Jolly et al., 2002).
Birds: Difficult to hunt geese in spring because of quick melt (Berkes and Jolly, 2001).
Robins have been observed; previously unknown small birds (Jolly et al., 2002).
Fish: Different species observed. More least cisco (locally called “herring”) caught now
(Berkes and Jolly, 2001).Two species of Pacific salmon caught near the community for the
first time (Jolly et al., 2002).

Kitikmeot Region, Canada
Caribou: Caribou changing migration routes due to early cracks in sea ice. Changes
in vegetation types and abundance affecting caribou foraging strategies. Massive
caribou drownings increasing due to thinner ice, e.g., massive drowning observed in
- : 1996. Lower water levels may mean caribou can save energy by not having to swim
New ; T ST as far, however, changing shorelines due to dropping water levels are affecting
Sibarian - a % caribou forage (though unclear how). Caribou deaths due to exhaustion from
d3Jinds extreme heat and attempts to escape more mosquitoes (Thorpe, 2000).
Seals: Seals come up through the unusually high number of cracks in sea ice
in early spring around Hope Bay, which attracts polar bears (Thorpe, 2000).
Bears: Grizzly bears seen for the first time crossing from the mainland
northward to Victoria Island in 1999. Spring 2000, unusually high numbers of
grizzly bears and grizzly tracks (Thorpe, 2000).
Birds: New birds seen for the first time such as the robin and unidentified
Sibari ! yellow songbird (Thorpe, 2000).
loena: s Insects: Number of mosquitoes increasing with temperature, but this occurs
N YA j AR only to a threshold then the mosquitoes cannot survive (Thorpe, 2000).

Baker Lake, Nunavut, Canada
Caribou: Caribou not as healthy in recent years. Meat is tough and skin
around the neck area tears too easily. More liquid in joints and more white
pustules on meat (Fox, 2004). Caribou less fat and undernourished due to
heat and dryness in summer. Caribou skins are weak and tear easily during
field dressing. More diseased caribou, e.g., sores in mouth and on tongue
(GN, 2001). Links between changing caribou condition and climate not always
clear (GN, 2001; Fox, 2004).
Bears: More grizzly bear sightings and encounters around Baker Lake area
(GN, 2001; Fox, 2004).
Muskox: More muskox sightings around Baker Lake area (Fox, 2004).
Birds: Birds seem smaller and not as happy. Redpolls and white-throated sparrows more
: common, lapland longspurs hardly seen any more (Fox, 2002). More ravens (GN, 2001).
A RS s Fish: Changes in fish (mainly char and trout); trout darker in color, little fat
Peninsula : I observed between meat layers when boiled, less fish in usual fishing spots, fish eating
: things they are not supposed to eat, fish too skinny, smell different — “like earth”,
mushy meat (Fox, 2004).
Insects: Mosquitoes decreasing in numbers in some areas with increasing summer tem-
peratures since there is less standing water. At least ten new kinds of insects in the area,
all winged insects, some recognized from treeline area (Fox, 2004). Strange kinds of flying
insects being observed.VVarmer temperatures may be responsible for arrival of flying insects
from the south and for insects being active longer in the year (GN, 2001).

Northwestern Hudson Bay, Canada
Whales: Decrease in numbers in Arviat and Repulse Bay area (McDonald et al., 1997).

Walrus: Decrease in numbers near Arviat and Whale Cove. Increase in numbers near Coral Harbour
and Chesterfield Inlet (McDonald et al., 1997).

Caribou: Increase in numbers. Not intimidated by exploration activity. Feed close to exploration camps.
Change in diet (McDonald et al., 1997).

Bears: Inuit in northwestern and eastern Hudson Bay report increasing numbers of polar bears. Appear leaner
and more aggressive (McDonald et al., 1997).

Birds: More Canada geese in Repulse Bay area during summers of 1992 and 1993 (McDonald et al., 1997).
Fish: Decrease in Arctic cod in near-shore areas. Arctic cod no longer found in near-shore areas off Cape Smith and Repulse Bay

(McDonald et al., 1997).
Northern Finland

Birds: Many types of bird have declined in numbers including crows, buzzards, and some falcons. Arctic terns, long-tailed duck, and osprey have disappeared
in some areas (Helander, 2004).

Fish: Fish populations have gone into decline in many lakes, partly to due overharvesting, but also due to factors unknown to local people.
For example, in Rievssatjavri, in the reindeer village of Kaldoaivi, perch have disappeared but pike survive (Helander, 2004).
Insects: The number of insects has decreased, mosquito populations among others (Helander, 2004).

Fig. 3.2. Indigenous observations of changes in animals and insects.
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other disagreements between indigenous and scientific
knowledge. Examining the reasons for these differences,
however, may drive interesting questions for further
research on environmental change. Trying to link differ-
ent perspectives may result in meaningful insights into
the nature and impacts of arctic environmental change
(Huntington et al., 2004).

The spatial scale of the observations in Figs. 3.1 and 3.2
is significant. Models of arctic climate provide informa-
tion on regional scales. Indigenous observations, by con-
trast, are more localized. A major challenge is to refine
model outputs to finer scales, which requires the con-
nection of large- and small-scale processes and informa-
tion. A corresponding challenge is to combine indige-
nous observations from various areas to create a regional
picture of environmental change. Using these different
sources of information across different scales may help
to identify the local components of regional processes as
well as the regional processes that account for locally
observed change.

The information in Figs. 3.1 and 3.2 provides a starting
point for studies of the link between indigenous knowl-
edge and other research, for example by cross-referencing
different perspectives on climate and environmental
change. In this context, several important points about the
figures should be noted. First, the information is not com-
prehensive. The projects cited and even the observations
taken from particular projects are only examples. There is
not the space to record all documented observations here.
Second, each observation is from a particular person,
from a particular place, and with a particular history and
point of view. Such details are lost when the information
is reduced to fit this type of format, and so the informa-
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tion presented here is out of context. The condensed for-
mat is valuable for certain purposes, such as a broad com-
parison across regions or with scientific findings, but the
original sources should always be consulted when using
the information presented here.

3.4. Case studies

Indigenous perspectives on the changing Arctic vary
widely over time and space, as may be expected given
the differences between the histories, cultures, ways of
life, social and economic situations, geographical loca-
tions, and other characteristics of the many peoples of
the region. These perspectives cannot be illustrated by
generalizations nor, in the space allotted and with the
materials currently available, comprehensively for the
entire Arctic. The case studies used in this section were
chosen as illustrations of indigenous perspectives on cli-
mate change, and were drawn from the limited number
of studies that have been done on this and related topics.
Such a sample of opportunity inevitably results in omis-
sions, such as the lack of indigenous fishers’ voices and
the absence of case studies across most of the Russian
Arctic. It is also important to note that climate change
cannot be neatly separated from the many factors that
affect the relationship of people with their environment.
Many of the observations and interpretations given in
the case studies reflect an interaction between climate
change and other factors, rather than being the result of
climate change in isolation.

Each of the case studies comes from an existing project,
whose researchers were willing to contribute material to
this chapter. The formats for the case studies vary greatly
and were chosen by the authors to reflect the type of

/ Aleutian & Pribilof Islands, USA

Kotzebue, USA
Yukon Territory, Canada
Dene Nation, Canada
Baker Lake, Canada
Qaanaagq, Greenland
Clyde River, Canada

Lovozero, Russia

Purnumukka, Ochejohka, and Nuorgam, Finland

Fig. 3.3. Locations of case studies.
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material they gathered and the way in which the study
was conducted. It was felt that the resulting inconsisten-
cies in style were preferable to imposing a uniform
approach to very different materials generated in very
different ways. Of course, each study is selective in that
it cannot cover all that a given people or community has
to say about climate change. The case studies describe
those aspects of climate change and related topics that
the authors and the communities represented find most
significant. Figure 3.3 shows the locations of the case
studies discussed in this chapter.

The projects from which the case studies are drawn have,
in most cases, produced a separate report or reports else-
where, which contain more thorough discussions of
methods, approaches, and results. They also acknowledge
the support that was required from funding agencies, col-
laborators, and, most importantly, indigenous communi-
ties and people in conducting and reporting each study.

In addition to the longer case studies presented, three
short case studies are included to give perspectives from
other parts of the Arctic or to emphasize a particular
point of view. The Greenland case study (section 3.4.6)
and the second case study from Finland (3.4.8) are
drawn from interviews with individuals. The Aleut case
study (section 3.4.2) describes the background and plans
for a project to be carried out in the village of Nelson
Lagoon, Alaska, with additional observations from other
communities in the region. As is the case for the longer
case studies, the three short case studies are illustrative
rather than representative, and are given as examples.

3.4.1. Northwest Alaska: the Qikiktagrugmiut

The Native Village of Kotzebue, the tribal government of
the community, conducted a study to document tradi-
tional knowledge of environmental change in their
region from the 1950s to the present. The study was
conceived, developed, and carried out by members and
employees of the tribe. Interviewers used a semi-
directive interview to engage elders in conversations
about environmental change. The results were compiled
in a report (Whiting, 2002), which included a discussion
of the implications of the various observations recorded.
The documentation of this knowledge will be valuable to
future tribal members for historic preservation purposes
and comparative analysis. The case study reported here
draws largely on the discussion contained in the project’s
final report.

Kotzebue, a community of 3000 inhabitants, the majori-
ty of whom are Ifupiaq, is located on the Baldwin Penin-
sula 30 miles above the Arctic Circle in northwest
Alaska. Its Inupiaq name is Qikiktagruk, which means
“almost an island”. The people indigenous to this locality
are the Qikiktagrugmiut, “people of Qikiktagruk”, and the
tribal government representing them is the Native
Village of Kotzebue. This case study documents the per-
spectives of the Qikiktagrugmiut, who have lived in the
area as a distinct group for centuries (Burch, 1998).
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The subject of climate change, and environmental
change in general, is of personal interest to a people that
continue to interact directly with the natural world for
their spiritual, cultural, and nutritional sustenance.

The Qikiktagrugmiut, while giving some thought to the
broader definition and future implications of environ-
mental change mostly focus on present and near-future
effects. They are specifically concerned with change as it
relates to climate and day-to-day weather and how these
compare to what is considered “normal” based on per-
sonal experiences over the last half of the twentieth cen-
tury. Some significant changes in weather types and pat-
terns have occurred in recent decades, in some cases
creating conditions that have not been observed previ-
ously by the current generations of Qikiktagrugmiut.
The implications of these changes are hard to predict.

Local hunter discussion focuses on the elements of the
climate and “country” (the environment outside the set-
tlements) on a daily basis. Their interest is not primarily
comfort, although that is usually referred to in conver-
sation, but on whether conditions are conducive to trav-
el and how they will affect the movement of animals.
Hunter mobility is critical to the ability to access a
migratory and widespread animal resource. During
summer, high winds and fog, along with the break-up of
the ice at the end of May and beginning of June, heavily
influence the ability to travel. In winter, high winds are
more an inconvenience than an impediment to travel,
unless the winds are associated with blizzards and
whiteout conditions. While these will stop travel at
times, it is still possible to travel under the most
adverse winter conditions, unlike in summer. More
commonly, extremely low temperatures restrict winter
travel. In recent years, however, the period of time
temperatures stay extremely low has been shortening,
The timing of freeze-up, the thickness of the newly
forming ice, and the timing and amount of snow are
also key factors affecting travel. In other words, the
weather is immediately important for daily activity.

There is little doubt that the weather and the entire envi-
ronment that Qikiktagrugmiut depend on to support
their way of life are changing. Environmental change is
not necessarily bad. For instance, at the beginning of the
twentieth century, caribou (Rangifer tarandus) were rare
in the locality of Kotzebue. If not for the region’s rein-
deer (Rangifer tarandus) herds imported at this time from
the Chukotsk Peninsula, Russia, many people would have
had a hard time finding enough meat and skins for cloth-
ing to survive the winter. Now the Western Arctic
Caribou Herd that travels through the area numbers
about half a million (attributed to natural variability in
caribow/lichen cycles and a decrease in reindeer competi-
tion due to a loss of interest in herding and from caribou
herds absorbing many reindeer and even reindeer herds),
and local reindeer herds are absent. In addition, moose
(Alces alces) also began to appear in the region from
around the 1950s onward, again attributed to natural
variability. These types of change contribute to the quali-
ty of life of the region’s residents.
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Weather has also changed over the last half century.
Seasons are now less consistent. For example, higher
temperatures have become more common during
autumn and winter, sometimes creating mid-winter fog,
a new phenomenon. At the same time, lower tempera-
tures in the summer have also become more common.
Daily changes are now more extreme. It is relatively
common for the temperature to change from -35 °C one
day to 0 °C the next or vice versa. Unusual swings in
weather occur not just during winter. An exceptional
example is the snowstorm during July 2000, which left
snow covering the tundra for a day and reduced the berry
crop dramatically that year. Another example includes
having the least amount of precipitation recorded for the
month of November during 1999 and again in 2001,
0.25 mm, or 100 times less than the average amount of
precipitation recorded for that month over the last fifty
years. According to Qikiktagrugmiut, the increased vari-
ability and unpredictability in weather appears to have
started during the 1970s and has continued through the
1980s and 1990s and into the new century.

The relationship between weather and the Qikiktagrug-
miut is more intimate than for most people in the
United States. Their daily traditional activities are almost
entirely dictated by the weather and other environmen-
tal conditions, such as snow depth and animal distribu-
tion. For most urban communities the concern with
weather has more to do with comfort level and recre-
ation. For the Qikiktagrugmiut, the weather determines
if daily activities can be carried out safely and produc-
tively (for instance water and ice travel and being able to
dry meat and fish successfully). The weather is also tied
to the ability of the land to produce natural crops of fur,
meat, and berries.

This disparity in how weather is perceived by the rural
Alaskan communities versus the urban mainstream is
apparent from watching weather forecasters across the
country, including urban centers in Alaska, such as
Anchorage. The premise of these forecasters is based on
the urban view that “good” weather should be sunny and
warm. For the Qikiktagrugmiut, however, weather is
“good”if it is favorable to the country’s productivity and
the ability of people to access the land’s resources.
Thus, “good” weather may include rain in July to pro-
duce a bountiful berry crop and extremely low tempera-
tures during early autumn so that Kotzebue Sound and
the surrounding rivers and lakes freeze quickly and reli-
ably for safe travel. These two conditions, rain and
extreme low temperatures, are almost universally por-
trayed as “bad” weather in urban settings. In addition,
the Qikiktagrugmiut’s ability to cope with extreme
weather events differs from that of most urban commu-
nities across the nation. Blizzards that would shut down
entire cities and be portrayed as mini-disasters by the
urban media are looked upon favorably by rural Alaskan
communities as a means by which travel is improved
(through additional snow filling in willow stands, tundra
tussocks, creeks/gullies, and compacting snow cover by
the associated winds), allowing greater access to the
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country for travel and harvesting animals. Even in the
town of Kotzebue, extreme weather events have relative-
ly little direct impact. Schools and businesses, for exam-
ple, are rarely closed due to weather.

These characteristics of the people appear to show an
ability to successfully adapt and live in an inherently vari-
able local environment. The real challenge with assessing
the impacts of climate change, however, is in trying to
understand the interconnectedness and the wide-ranging
impacts that collectively work to change the shape of the
web of activities and life in this part of the world.

Some Qikiktagrugmiut live out in the country outside the
communities. Their ability to travel and obtain the neces-
sary requirements of life is dependent on the length and
quality of the freeze-up and the length of the break-up,
which are determined by the weather conditions during
autumn and spring. In addition, many people who are at
the fringes of production, the young and the elderly,
depend on favorable weather to be able to participate in
the limited harvesting activities available to them. Ice fish-
ing in front of Kotzebue, for instance, supplies people
with traditional autumn food (saffron cod (Eleginus
gracilis) and smelt (Osmerus mordax)), and is an important
social activity that binds the community and gives the eld-
erly and young people one of their few chances during
the year to harvest traditional foods. During autumns
with a late freeze-up, ice fishing is limited or less produc-
tive. Thus, a single climate variable in one season dispro-
portionately affects this segment of the population by sub-
stantially reducing their annual harvesting opportunity.

3.4.1.1.The impacts of late freeze-up

A closer look at the Qikiktagrugmiut understanding of
one event and its impacts, such as late freeze-up, can
show how they see consequences that are widespread
and varied yet still intertwined, so that it is impossible
to look at any one thing in isolation. Late freeze-up is
one likely consequence of regional climate warming, and
hence a relevant example for considering the impacts of
climate change. To illustrate the complexity of determin-
ing whether overall changes are positive or negative and
how this depends on context and perception, this section
uses the example of late freeze-up and its impacts on
people, spotted seals (Phoca largha), caribou, and red
foxes (Vulpes vulpes). The impacts are those that the
Qikiktagrugmiut would immediately associate with late
freeze-up, showing both the scope of their environmen-
tal knowledge and the patterns of interconnection that
they see in their surroundings. This exercise shows how
the timing, quality of ice, speed of complete freezing,
associated weather, and ecological effects all combine to
produce the many and varied impacts of a late freeze-up.

Impacts on humans and their way of life

The impacts of late freeze-up on humans vary widely and
include better whitefish (Coregonus spp.) harvests, better
clamming (Macoma spp.), better spotted seal hunting,
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better access to caribou, better arctic fox (Alopex lagopus)
harvests, better access to driftwood, a shorter ice-fishing
season, poor access to Kotzebue for people living out in
the country, rough ice conditions, more danger from thin
ice, and more erosion and flood problems.
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late freeze-ups because the low pressure conditions
that contribute to slow ice growth are also associ-
ated with snow and storm fronts.

* Late season storm surges, unimpeded by ice, can
create erosion and flood problems along the beach

* People living outside Kotzebue at remote camp-
sites have an extended period for whitefish har-
vesting, Late season storm surges can reach the
beach, piling porous sand across the mouth of a
major harvesting river, trapping the fish behind the
sand dam from where they are easily caught.

* Late season storm surges wash clams onto the
beach at Sisaulik (a peninsula across the sound from
Kotzebue where some of the Qikiktagrugmiut live
during the summer and autumn), which can then
be collected and stored in cool saltwater for many

days of clambakes.

Hunters have a longer period for using boats to
hunt spotted seals, which are present in prolific
numbers feeding on large schools of fish. Also, a
long period of thin ice enables the seals to feed far
into the sound. When the ice thickens overnight,
many may try to return to open water by crawling
on top of the ice, where they are easily reached by
hunters now able to travel on the ice.

Caribou hunters have a longer period in which to
use boats to reach caribou (conversely snow-
machine access will be delayed to later in the win-
ter). There is, however, an increased risk during
extended freeze-ups that boats will get caught in
young ice and have to be abandoned for the winter.
This happened during the late freeze-up of 2000.

* Arctic foxes are concentrated along the coast dur-
ing the long season of open water, unable to get
out onto the sea ice.

* More logs are washed up on the mud flats by late-
season high water, for use by people living out in
the country for their early autumn fuel supply.

* Ice for autumn fishing is missing, so the ice-fishing

season is shorter in front of Kotzebue. In many

cases, the ice fishers will then miss the largest runs
of smelt and saffron cod, which tend to come past

Kotzebue in large concentrations earlier, rather

than later, in the autumn.

People living out in the country must wait for a
longer period before they can reach Kotzebue for
expendable supplies such as gas, propane, medical
needs and other necessities or must risk traveling
under very dangerous conditions, which has caused
the loss of life in some cases.

Repeated incomplete freezing and thawing of the
northern sound means that the ice that does
appear can be piled up by the wind, creating very
rough conditions and many obstacles to travel by
snowmachine and dogs which begin once the ice
freezes permanently.

Snow can pile up on thin ice which makes such
areas less likely to freeze completely and thus
more dangerous once travel begins. There is often
much snow on the ground during autumns with

and road in front of Kotzebue.

Impacts on spotted seal

The impacts of late freeze-up on spotted seals include
better access to inshore waters and the fishes that con-
gregate there, better haul outs for resting, and greater

risk of being trapped.

* Owing to the absence or patchiness of ice, spotted
seals have increased access to the extreme inshore
waters where smelt and saffron cod, and other
food fishes, congregate in large numbers in early
autumn. The seals force the fish into concentrated
groups next to shore during the open water peri-
od, which is probably the most efficient way for
them to catch the fish easily and in large numbers.
Also, late freeze-up would allow seals increased
access to the Noatak River, which holds large char
(Salvelinus malma) and chum salmon (Oncorhynchus
keta) at this time.

* Thin or patchy ice is better for hauling out on,
allowing the seals to rest close to their major food
source at this time of year, thus increasing the net
amount of energy gained from this seasonal activity.

* Because the seals are able to haul out and breathe
through the thin ice, they have a greater risk of
becoming trapped too far from open water when
the ice begins to thicken. Once temperatures drop
well below freezing and stay there, which can hap-
pen rapidly at this time of year, the ice can become
too solid and extensive for the seals to reach open
water, which will force them to travel out over the
ice (and in some cases over land) in order to reach
the open water of the Chukchi Sea, leaving them
vulnerable to starvation and predation.

Impacts on caribou

One of the impacts of late freeze-up on caribou is slower
movements.

* The warm weather associated with late freeze-up
makes caribou less likely to travel long distances
thus slowing the autumn migration. In addition to
being slowed by the warm weather and their own
lack of initiative to move, extended thin ice condi-
tions hamper movement, because the ice does not
support the animals when they try to cross water
bodies in their path. Although the consequences of
this are unclear, they are probably many and varied,
such as being forced to stay for extended periods of
time on less productive ranges and increased vul-
nerability to predators such as wolves (Canis Iupus)
that are lighter and able to take advantage of the
thin ice that is an obstacle for the caribou.
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Impacts on red foxes

The impacts of late freeze-up on red foxes include better
feeding and increased competition with Arctic foxes.

* A longer period of late season open water allows
more storm surges to reach the shore, closing off
coastal rivers with porous sand that allows large
amounts of whitefish to become trapped and
frozen into the ice at coastal river outlets.

These provide a substantial food resource for many
of the foxes along the coast. In addition, late sea-
son storms result in more sources of fox food in
the form of enormous schools of baitfish and
marine mammal carcasses that are deposited on
the beach by the waves. Also, a longer hunting sea-
son for spotted seals and caribou by boat hunters
means that more caribou gut piles and lost seals
become available prior to the long period of beach
foraging. Almost all foxes within the vicinity of the
coast rely heavily on beach scavenging during the
time around freeze-up, which also coincides with
low human traffic along the coast. A particularly
good year for late season beach foraging allows the
foxes to accumulate critical amounts of fat to sur-
vive the long winter months ahead.

* An extended period of open water along the coast
can impede the movement of arctic foxes onto the
pack ice, which results in increased competition
with the red foxes that rely on coastal food
sources. If this occurs during a high in the four-
year arctic fox population cycle, the effect is multi-
plied by the large numbers of arctic foxes migrat-
ing south and being stopped by the open water
along the coast.

While this list of impacts arising from late freeze-up is
not exhaustive, the examples indicate the interconnect-
edness that complicates an effort to understand the
changes that occur from year to year as well as the long-
and short-term effects of changes to the various combi-
nations of environmental elements.

The challenge posed by climate change to indigenous
peoples is their ability to respond and adapt to changes
in the local environment, while continuing to prosper.
Since the history of indigenous peoples is replete with
change, it is important to ask whether they and their
cultures are threatened by continued change, or
whether change is just a threat to current understanding
of the environment, which in any case is continually
changing, slowly and on a daily basis. For example, seal
hunting in leads during winter has decreased in impor-
tance and participation each year, due in part to the cul-
tural economy’s changing dependency on the seal for
food and domestic utilitarian purposes, and in part to
the unpredictable, and thus more dangerous, ice condi-
tions of late. It is an activity that relies on the most
extreme form of specialized knowledge of the environ-
ment that needs to be taught and learned over many
years. More rapid environmental change is generally
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harder to adapt to. Recently, two experienced seal
hunters were lost on the ice while hunting. Local inter-
pretation of the event concluded that climate change has
resulted in unusual and unpredictable ice conditions and
that this must have been the cause of the tragedy, as the
two men would not have had trouble traveling over ice
under normal circumstances.

Even if processes are in motion that will change the
entire ecosystem, whether this will result in circum-
stances that are not conducive to human existence, or in
a new ecosystem with resources available for human
consumption following some degree of adaptation, is
unknown. Archaeologists have found this to have
occurred in the past, with arctic societies having changed
from terrestrial-based cultures to marine-based cultures
and back again. The best that can be done at this point is
to continue to observe, document, and discuss the
changing environment and to hope that indigenous peo-
ples will be able to adapt to whatever future environ-
ments may evolve in their traditional homelands.

3.4.2.The Aleutian and Pribilof Islands
region, Alaska

The Aleut International Association (AIA) and the
Aleutian and Pribilof Islands Association (APIA) pre-
pared this summary of current observations, concerns,
and plans related to climate change in their region.
Michael Zacharof is President of AIA and lives on St.
Paul Island in the Bering Sea. Greg McGlashan is the
Tribal Environmental Programs Director on St. George
Island. Michael Brubaker is the Community Services
Director for APIA. Victoria Gofman is Executive
Director of AIA.

There are several examples of how climate change is
affecting people and communities in the Aleutian and
Pribilof Islands region. The Nelson Lagoon Tribal
Council has for several years been concerned about the
effect of changing weather patterns on the narrow spit
of sand they occupy between Nelson Lagoon (a prime
nesting habitat for Steller’s eider (Polysticta stelleri))

and the Bering Sea. The changing climate is having
dramatic effects on the security of the village and the
local infrastructure.

Like many Alaskan coastal communities, Nelson Lagoon
has been battling the effects of winter storms for years,
most notably by building increasingly strong breakwalls
along the shore. The increasing violence of the storms
and changing winter sea-ice patterns have exacerbated
the problem, reducing sections of a structure they hoped
would provide decades of protection to kindling within
just a few seasons. This is because their breakwall was
designed to brace the shore ice, which would in turn
provide the real buffer from winter storm wave action.
As the winters have been warmer over the past six
years, the buffer provided by the shore ice has been lost,
allowing the full force of the waves to surge against the
wall and the village.
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In addition to the breakwall, other vital infrastructure
has been disrupted by the changing weather patterns.

In 2000, the pipeline that provides the village’s drinking
water was threatened when storm waves eroded cover
soil and caused a breach in the line. US Public Health
Service engineers made an emergency trip to Nelson
Lagoon to help repair the damage.

Based on these events, the Nelson Lagoon Tribal Council
applied for funding from the US Environmental Protec-
tion Agency to establish a tribal environmental program
with a focus on community planning and increasing
understanding about the long-term impacts of climate
change. This program is currently under development.

Other climate-related observations from the Aleutian
Islands include the presence of non-indigenous warm-
water fish species. One example is salmon sharks
(Lamna ditropis), which have been observed as far north
as False Pass, an important migratory passage for
whales, salmon, and other marine life between the
North Pacific and Bering Sea. It is likely that salmon
sharks will soon be seen in the Bering Sea, competing
for resources with marine mammals such as the Steller
sea lion (Eumetopias jubatus).

On the Pribilof Islands in the Bering Sea, many changes
have been seen. On St. George Island, the gravel of
Staraya Artil Beach is being washed away, leading to
shoreline erosion. As the gravel recedes and sea level
rises, various artifacts and animal bones are appearing.
No one on the island has seen anything like this before.
On neighboring St. Paul Island, the 20022003 winter
was warm with little snow. As a result, there were few
eiders, which reduced subsistence hunting opportuni-
ties. On the other hand, northern fur seals (Callorhinus
ursinus) and Steller sea lions remained on the island
throughout the winter.

For such reasons, the Aleut are very interested in finding
better ways to monitor and study climate-related
changes in the region, as well as to affect global policies.
The Aleut International Association recognizes the need
for comprehensive monitoring of the Bering Sea region
from the Alaska Peninsula in the east to the Commander
Islands in Russia in the west. Climate change should be
an integral part of such monitoring. Although climate
change observations in the region are numerous, almost
no systematic records have been analyzed to document
climate change, either in Alaska or Russia.

The Aleut, who live in the region all year round, have
intimate knowledge of the land, sea, and climate.

They are an invaluable resource and important partners
in research. Currently, Aleut tribes in Alaska are devel-
oping their marine research capacity, which includes
working with villages all along the Aleutian chain and
engaging the region’s small-boat fishing fleet. This is a
large untapped resource, which could provide an effec-
tive link between traditional and western knowledge,
involve the region’s people in efforts to understand sci-
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entific research, and empower those most affected by
climate change and its impacts. The current tribal struc-
ture and environmental program capacity provide excel-
lent opportunities for research focused on climate
change and other emerging issues. The Aleut Inter-
national Association enables international research and
monitoring in the Bering Sea by connecting peoples and
governments on both sides of the Bering Sea and by
helping the Aleut people address the most vital problems
that they face today, one of which is climate change.

3.4.3. Arctic Athabaskan Council: Yukon
First Nations

The Council of Yukon First Nations held a series of work-
shops in February 2003 to address climate change.

On February 12 and 13, twenty elders representing the
Elders Council of the Council of Yukon First Nations
took part in the Elders Climate Change Workshop. This
workshop happened as a result of suggestions given by
community elders. They said that the changing northern
climate was an important issue because it had implica-
tions for human health and cultural survival. Following a
round-table discussion, the elders divided themselves into
three groups — representing the north, central, and south
Yukon regions. Each elder shared his or her knowledge
and concerns about changes in weather and how these
changes have affected the way of life in their nation’s tra-
ditional territory. A second Yukon First Nations Climate
Change Forum was held February 26 and 27. Elders,
community representatives, scientists, and government
representatives participated in the forum. Elders listened
to explanations of government programs and research
and provided suggestions as to how federal and territorial
governments and researchers could work in partnership
with Yukon First Nations communities to develop a long-
term strategy for climate change.

Yukon First Nations elders share a growing concern
about the changes that are taking place on their lands
and in their way of life. Climate change is responsible
for some but not all of these changes. Contaminants
from local sources and long-range transport have been a
source of worry for cultural activities such as trapping,
hunting, and eating traditional foods, resulting in
changes to community social life. As the environment
has changed, people have had to learn to cope with the
change. Understanding why things have changed and
why this is happening helps people to adjust. Yukon eld-
ers want to share what they know, and to learn as much
as they can from others about climate change and its
impacts. Only through knowledge and the ability to take
action for themselves will Yukon First Nations be able to
respond effectively to climate change.

At the Elders Climate Change Workshop and the Yukon
First Nations Climate Change Forum, elders and com-
munity representatives described the changes that they
have seen. In the northern Yukon, freezing rains in Nov-
ember have meant that animals cannot eat. Birds that
usually migrate south in August and September are now
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being seen in October and November. In some areas,
thawing permafrost has caused the ground to drop and
in some cases has made the area smell foul. In more
southerly communities, rings around the moon are no
longer seen, although they are still visible in the north-
ernmost community. There are increased sightings of
new types of insect and an increase in cougar (Puma
concolor) and mule deer (Odocoileus hemionus). People
used to be able to predict when it would get colder by
looking at tree leaves. It is difficult to do that now.
Lakes and streams are drying up, or are becoming
choked with weeds, making the water undrinkable.
Many animals are changing their distribution and behav-
ior. Bears used to go into their dens in October and
November, but are now out until December. One bear
was spotted in winter sleeping under a tree but above
ground, rather than in a den, which was regarded as an
exceptional and unprecedented sighting.

Many of these changes have been observed since the
1940s, although some began earlier. These changes have
produced much concern and anxiety. People are con-
cerned about the future. Habits have changed, so that
people now depend more and more on market foods
and eat fewer traditional foods. In the face of such
changes, people often mobilize to take action.

One result in the Yukon is that elders are willing to
assist in developing a strategy and are prepared to find
ways to cope with the changes, as difficult as that may
be. In many statements, the elders expressed their fears
about these changes. One said that he had never expect-
ed to see the day when people would worry about
water, but now he hears about that all the time. Another
remembered, “We were able to read the weather, what
it was going to be like”.

At the workshops, Yukon First Nations elders made it
clear that partnerships must be developed between the
federal government, the territorial government, and
Yukon First Nations, as well as with scientists and non-
governmental organizations. Each community must have
the ability to prepare for change and to be a part of
designing the strategies that are being developed in rela-
tion to climate change. At the international level, Yukon
First Nations elders have shared their traditional knowl-
edge and cultural values to help shape policies through
the Arctic Athabaskan Council. The elders and commu-
nity representatives concluded that their workshops
were just a start. More is needed. To that end, an elders
panel of five members has been created. This is to be
consulted and to have a representative who will work
with the Council of Yukon First Nations and the Arctic
Athabaskan Council.

3.4.4. Denendeh: the Dene Nation’s
Denendeh Environmental Working Group

This case study is the first official publication of Dene
observations and knowledge on climate change. There
have been documents by newcomers, missionaries, fur
traders, and others, in which it was observed and noted
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that the Dene knew much about their relationship with
the land. There have been articles and books written on
the problems of relying on these observations (Brown J.
and Vibert, 1996; Krech, 1999). The Dene are continuing
to write their histories and curriculum for their schools,
teaching us about their world, but these are beyond this
discussion (Erasmus et al.,2003; Watkins 1977).

Raven is known as a trickster. He said let’s see who can
kill a moose. So everyone ran into the bush. The Raven
said he killed a moose. The people asked what are we
going to do with the intestines? They said to string it
along the creek. They were melting the grease into the
intestine. (This was the first pipeline). They were wonder-
ing why this grease was never filling up. So a couple of
kids followed him. They found the Raven at the end
drinking the grease. So they threw a bone in the grease.
The Raven swallowed the bone. That’s why the Raven
today says, KAA! Bella T’selie, Liidlii Kue, Denendeh,
March 12, 2003

My mother used to get the best water and spruce bough
for the floor. It was natural. Even if we spilt something it
would seep through the spruce bough. So when we lived

in a house we didn’t know how to make the transition.
People got sick. There’s not many people who can live in
both worlds.We have sacred lands that we don’t go into.
We knew of this one area to be a bad place (Deline).
After development, Wefound out how bad it really was.
Scientists like to talk about things apart.We think in
holistic terms and cannot think about things separately.
Dene spirituality is in traditional knowledge. Dene ways
are very formal.We cannot separate spirituality in Dene,
but scientists think this is ridiculous. Bella T’selie, Liidlii
Kue, Denendeh, March 12, 2003

We survive by caribou.When you hunt caribou it can take
up to three weeks for the trip. That’s why we need to pro-
tect our caribou. That’s why I brought some caribou for
you to taste. Eddie Camille, Liidlii Kue, Denendch,
March 11, 2003

Like all environmental issues, climate change is under-
stood and talked about by the Dene (Chief Roy Fabian
in Dene Nation, 2002, Chief Sam Gargan in Dene
Nation, 2003) as it relates to the people and the land
(Dene Nation, 1984). Denendeh will face significant
change based on current climate change scenarios and
models. The issues of changing climate are different for
Dene than they are for other indigenous peoples and
each has much to contribute to this discussion.

Dene knowledge speaks to the past, and explains the
now, as well as what may occur in the future. This
knowledge is different from what scientists know about
climate change (see for example the discussion on cli-
mate and the high Arctic in Dick, 2001). Each form of
knowledge can be gathered together, not necessarily to
create a single synthesis, but to allow each to appreciate
and increase what is known about climate change from
both perspectives. The Denendeh Environmental
Working Group workshops are a first step in a larger
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effort to bring Dene views and voices into climate
change discussions in the north, in Canada, and into
international discussions such as the SnowChange
Conference (see section 3.4.7) and this assessment.

3.4.4.1. Dene Nation

Dene Nation is a non-profit Aboriginal governmental
organization mandated to retain sovereignty by strength-
ening Dene spiritual beliefs and cultural values in
Denendeh, which encompasses five culturally and geo-
graphically distinct areas, six language groups, and is
home to over 25000 Dene in twenty-nine communities.
The settlement of communities has varied as has the pop-
ulation and composition of each community. As indige-
nous peoples their cultures, languages, and title come
from time immemorial. In the international arena the
Dene use the Arctic Athabaskan Council, a Permanent
Participant to the Arctic Council, and the Assembly of
First Nations. These links enable the Dene to tackle diffi-
cult science and policy issues of climate change by main-
taining activities at the local to international level.

3.4.4.2. Climate change policies and programs
in Denendeh

The Dene have always observed the climate and have
stories that speak about the way things were before
time and as they are meant to be in the future. Climate
change, as discussed here, is concerned with the phe-
nomenon that has been speeding up following industri-
alization. Since the 1970s, a great deal of what has
entered into Dene thinking has come from international
discussions of greenhouse gas emissions and global
warming (e.g., Brown et al., 2000). Changing climate is
indeed being experienced as local changes on the land;
however, policies and programs dealing with these
changes often have little to do with the needs of the
people on the land.

In order to discuss Dene knowledge, impacts, and adap-
tations of changes in climate, it is first important to
place into context the reason why Dene observations
and knowledge are being documented. The develop-
ment of national government policy and programs has
had a significant influence on Dene understanding of
climate change and a brief summary of government pol-
icy and programs provides the context from which to
understand the development of the Denendeh
Environmental Working Group.

The Canadian government’s initiatives fund a variety of
activities. The general direction for the bulk of these
programs, toward national objectives, means that there
is a limited engagement for Dene in these activities.
Work at the local level must serve some national priori-
ty or it is not funded. For example, taken to its full
extent the development of the Hub Pilot Advisory Team
and the Public Education Outreach gives the appearance
of democratic and public institutions responding to
national information needs surrounding climate change.
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Likewise, the Canadian Climate Impacts and Adaptation
Research Network facilitates a transparent network of
researchers and government scientists working collec-
tively on climate change. These and other activities
appear to be developing a critical mass of information,
but are not focused on the specific or local realities of
climate change in any single location; how it is being
experienced. The Joint Ministers of Energy and
Environment are not concerned specifically with the
fact that indigenous peoples across the north are experi-
encing climate change differently. In order to counter
the homogenizing influence of federal programs, limit-
ed attempts, in particular the Northern Ecosystem
Initiative under Environment Canada, have evolved,
responding to particular realities of northern Canada
and the indigenous peoples living there.

Northern indigenous peoples’ organizations in Canada
have approached climate change independently and the
result has been a piece-meal approach to bringing for-
ward indigenous views and knowledge. Hearing from
the people themselves is important (Dene Nation,
2002, 2003; Nunavut Tunngavik Inc. et al., 2001).
Equally important is finding ways to interpret what is
being said by these people to those who lack the histori-
cal and anthropological knowledge necessary to under-
stand fully what is being said (Krupnik and Jolly, 2002).
This is particularly pronounced in climate change
research because of its heavy reliance on physical scien-
tists who may wrongly conclude that indigenous knowl-
edge is anecdotal and therefore without scientific value
(Dene Nation, 1999). Dene Nation decided that the
most efficient way of contributing to discussions on cli-
mate change was by sharing some of what was gathered
during workshops where Dene knowledge could be
shared and documented.

3.4.4.3. Denendeh Environmental Working
Group

The Denendeh Environmental Working Group (DEWG)
developed out of two complementary forces. First, a
number of climate change issues were of interest to the
Dene and had broad policy/program implications for
Denendeh. Second, the Environment and Lands division
of Dene Nation had previous experience with a
Denendeh environment committee. Dene Nation’s
objective in forming the DEWG was to work on specific
areas of collective interest, to educate about the issues
and best apply the policies and programs that exist, and
to lobby in all arenas regarding Dene sovereignty, spiri-
tual beliefs, and cultural values.

The DEWG is a non-political forum where Dene and
invited guests from government, academia, and non-
governmental organizations can gather to share climate
change knowledge and observations. The first workshop
on climate change was held in Thebachaghe (Fort Smith)
in 2002. The second, held in Liidlii Kue (Fort Simpson)
in 2003, examined climate change and forests. Themes
of future workshops include water and fish.



80

The DEWG membership changes with each meeting,
but includes one technical staff member working on
environment and lands issues from each region and a
regional elder. There are a number of concerns about
changes in climate that are specific and unique, as well
as others that are common to each Dene community
and region. These differences and commonalities are
recognized and the issues and knowledge brought for-
ward during each meeting are documented. The mix-
ture of tradition and modernity find common hearing
and attempts are made to improve what is known from
both traditional knowledge and practices and science
and government policy and programs. In the future,
transcripts and tapes could serve a number of educa-
tional and other research purposes. The work of docu-
menting Dene concerns and responses to climate
change is still in its infancy. Conclusions should not be
drawn on impacts and adaptations until a critical mass
of information is gathered, the definition of which was
an important consideration during the DEWG meetings

during 2003 and 2004.

The DEWG facilitates more than the documentation of
Dene views and knowledge on climate change issues.

A significant goal is to facilitate the sharing among
regions of climate change knowledge in a systematic
way. The workshops are proving to be an opportunity
for people from each region to hear from one another
about changes they have observed.

The broad nature of climate change research and pro-
grams is being complemented and improved by focusing
at the regional and local levels. The DEWG is important
for education and outreach. In particular, each meeting
challenges the participants to find ways to communicate
the sometimes-complex science of climate change in a
way that is accessible and free from technical jargon.

It challenges elders and technical staff to speak with sci-
entists and build, when necessary, research alliances and
networks of researchers.

The DEWG has been shaped by four basic discussion
questions:

1. Is there a difference today in Denendeh and is cli-
mate change having a role in these changes, what
else may be causing it?

2. What climate change programs are there and how
can our communities be more involved in research
and communication about these changes?

3. If it is important to document Dene climate change
views/knowledge, how should we communicate this
knowledge with each other and to policymakers,
governments, and others outside the north?

4. Is the DEWG a good mechanism to discuss climate
change, what should we be talking about, and what
else do we need to do?

Answers to these questions continue to evolve. Elders,
in particular, find that there is a difference in how the
climate is changing in Denendeh, and that many changes

Arctic Climate Impact Assessment

on the land are attributed to climate change, or that cli-
mate change is at least having a role in the land and ani-
mals being different. The behavior of Dene themselves,
including increased use of transportation like vehicles
and skidoos, is blamed in part for increased changes in
the climate and overall health of Denendeh.

Change is manifest in how animals behave, such as
wolves acting unpredictably. Invasive species, such as
moose moving further north and buffalo (Bison bison)
moving into Monfwi region, are being observed. Birds
never before seen and increasing variations in insects are
also being noted. A problem identified for trees was
increased pine and spruce parasites and diseases.

The overall health of trees and their ability to fight dis-
ease and withstand the increased frequency of insect
infestations is of concern for forests in Denendeh.

For the past five to six years, trees have been dying in
greater numbers. Elders noted that trees were soggy and
not frozen through so that in cases of emergency one
could not easily save oneself by making a fire. This was
serious as ice was unpredictable in places and there were
increased instances of people falling through.

In the Mackenzie Delta, many channels had changed
with some widening, making winter land travel impossi-
ble. Groundwater is down in some areas because of
increased levels of vegetation, especially willows.
Changes in vegetation were not the cause but rather the
effect of climate change. Changes in water also lead to
increased disease in wildlife. Elders are observing how
many freshwater fish populations and runs are less
healthy, there is increased occurrence of “unhealthy fish”.

Interconnectedness among all parts of the environment
is a feature repeated by elders during the workshops.
The links between activities on the land, development
impacts, lack of capacity to deal with change, and the
overall adaptive ability of Dene cultures are important
considerations. For the Dene, it is wrong to separate cli-
mate change from human and governance issues. Dene
talk about climate change in part as “how things grow”
(Dene Nation, 2003).

Climate change is affecting how traditions are main-
tained. It is difficult to demonstrate to non-Dene the
impacts of climate change on traditions and to identify
those impacts that have other sources, for example tele-
vision. The changes and associated impacts are known by
elders and others who continue Dene traditions, and
stem from the overall unpredictability of climate and
increased warming which alters the availability of species
and so on. An indication of the erosion of traditions is
that, “in the old days, everything was dried; meat and
fish”. Less food is dried now. For example, the organiz-
ers of the DEWG workshops could not secure an ade-
quate supply of dry fish and dry meat for participants,
even though these foods were once abundant in Dene
communities. There are very good lunches but typically
few traditional foods are served. In the future the supply
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of food and food preparation methods will be questioned
in more detail. In this point lies the strength of having a
series of workshops by and for the Dene on climate
change and associated issues; to continue to learn and to
share/protect Dene observations and knowledge.

Traditional knowledge teaches Dene about relation-
ships, to know how things are related to each other.

So for example, when asking how trees are affected by
changes in climate, it may be appropriate to consider
what is happening with drinking water. The relationship
may be that there are different trees now, the willows
having replaced spruce and other trees dying off, while
the water tastes bad because of warming. Seen in this
way, the entire world relates to all other parts, includ-
ing the Dene.

Dene explain both the causes of climate change and the
future in terms of their daily lives and cultural under-
standings. The physical connections Dene have with the
land have been much discussed; always with an underly-
ing concern about more than just the physical and
immediate concerns of everyday life. What a person does
affects everyone else, whether it is throwing garbage into
the river and affecting those downstream, or the way
that cities create huge ecological footprints from car
exhaust, factories, and industries. Also, what was done in
the past affects now and into the future.

The integrity of culture and land is essential to Dene.
They have made many observations and see climate
change as more than the weather becoming warmer.
Some discussion was placed on the weather and how it
was becoming unpredictable. In the past, Dene elders
could predict the weather, but this is no longer the case.
Warmer temperatures and changing precipitation pat-
terns, although seasonal and spatially variable, cause
concern for animal migrations, in particular the lack of
snow causing caribou to wander all over the place
whereas in the past they would break trail for each other
and stay together. There is a Dene legend about people
in the past who were able to control the weather. These
people would predict the weather. They could tell what
was going to come before it happened by watching the
color of the sky and connecting this to cloud patterns.
Not many people can predict weather anymore.

Holism of ecosystems means all Dene, elders and youth,
working together equally. When Dene talk about trees,
they talk as well about porcupine (Erethizon dorsatum) and
fish. It is important to understand Dene concern for the
overall health and faith all Dene have for the land.

They are not as confident today with the natural environ-
ment. It is being changed by anthropogenic development
far removed from Denendeh. Adapting to these impacts
will depend, in part, on strengthening Dene teachings
and traditional knowledge in order to provide a solid cul-
tural foundation for actions that are taken. In this way,
adaptations and other responses can be developed that are
consistent with Dene cultural values but that may draw
upon other resources such as outside technology.
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Proceedings of the workshops have been produced which
summarize the discussions and outcomes of the meet-
ings. To protect the interests of the Dene, the detailed
content of these reports is protected and cannot be
reviewed or used without the full, involved, and mean-
ingful consent of the Dene. In addition, Dene Nation has
developed a web page summarizing the key findings of
the DEWG (www.denenation.com). Digital photos and
audio recordings, in each of the languages spoken during
the meeting, were also collected and are housed in the
resource center/archives of Dene Nation. The Dene want
both to share and protect their knowledge. At the first
workshop the working group asked that a book be writ-
ten. Each region and each person is writing a chapter in
this book on Dene observations and knowledge of cli-
mate change. Each meeting brings out something differ-
ent from what is going on and what collectively is the
traditional knowledge and practical projects the Dene are
engaged in. Much is being learned from Dene elders, but
it is often not written, as this is not how it has tradition-
ally been conveyed, learned, and taught. An important
issue raised was how intellectual property rights work
and that knowledge holders had rights that had to be
respected. Guests and observers to the workshops were
asked not to present information verbatim, as expert tes-
timony, and for profit. The ownership of traditional
knowledge and stories, the benefits accrued by appropri-
ating the voices or representations made without permis-
sion is a serious consideration. Once written, the form
of knowledge that is conveyed is the lowest (crudest)
level of understanding. Dene oral tradition and practice
is the authority and so even what is written here is only
one telling of the climate change story.

Regional technical staff spoke about changes in climate,
and causes and responses to these changes, including tra-
ditional knowledge and stories passed down from their
relatives. Dene have always been able to adapt to change.
For example, Gwich’in learned to cope with and under-
stand change. In the Sahtu, the people lived off the land
for generations, and many recalled parents and grand-
parents teaching how the climate was changing and that
the sun had changed the most. The strength of the moon
was observed to be “not as bright” as it was in the past.

Dene demonstrate extensive knowledge about climate
change in their daily lives and during the workshop a
small amount was documented. This was done to share
Dene views and observations among regions and at the
international level. Dene knowledge is shared to educate
non-Dene. There is significant concern that traditional
knowledge, observations, and activities on the land be
made apparent to Canadians and to the international
community so that what is known can be improved, so
that better decisions can be made.

Al the problems are man-made.We have to make a lot of
noise to be heard. There’s some places down south you
can’t even go fishing but we can still go fishing up here.
Al the stuff going into the water from down south is
coming up here.We need to put the fire out at the source.
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We can’t forget our traditional knowledge and to use our
Elders. I want our children a hundred years from now to
say “My god, they did a good job!” Leo Norwegian,
Liidlii Kue, Denendeh, March 13, 2003

3.4.5. Nunavut

In 1995, Shari Fox began a research project with the
communities of Iqaluit and Igloolik to help document
and communicate Inuit observations and perspectives of
climate and environmental change. In 2000, the commu-
nities of Qamani’tuaq (Baker Lake) and Kangiqtugaapik
(Clyde River) joined the project. A long-term, multi-
phase approach has driven the research and the integra-
tion of multiple techniques such as interviews, focus
groups, videography, and mapping were used to collect,
analyze, and communicate information (Fox, 2002).
Close collaboration with individuals and communities
has been central to the project. The case study presented
here draws on two examples from the project to show
how Inuit in Nunavut are observing and experiencing
climate and environmental changes and their associated
impacts and hazards. Comprehensive findings and discus-
sion are presented by Fox (2004).

Inuit have a traditional juggling game. The weather is
sort gf]ilze that now. The weather is being juggled; it is
changing so quickly and drastically. N. Attungala, Baker
Lake, 2001

The people of Nunavut have reported many observations
of environmental change (e.g., Fox, 2002; Thorpe et al.,
2002). Two examples that appear to be related to cli-
mate change are increased weather variability across the
region and changing water levels in the Baker Lake area.

3.4.5.1. Increased weather variability

Participants in all four communities in this project have
noted an increase in weather variability and unpredict-
ability since the early 1990s, an observation shared by
many other communities in several parts of the Arctic
(Riedlinger et al., 2001; Whiting, 2002; sections 3.4.1
and 3.4.8). The weather has become unpredictable, with
more extremes, and elders can no longer predict it using
their traditional skills.

The weather has changed. For instance, elders will
predict that it might be windy, but then it doesn’t
become windy. And then it often seems like its going to
be very calm and then it suddenly becomes windy. So
their predictions are never correct anymore, the predic-
tions according to what they see haven’t been true.

P. Kunuliusie, Clyde River, 2000

The weather when I was young and vulnerable to the
weather, according to my parents, was more predictable, in
that we were able to tell where the wind was going to be
that day by looking at the cloud formations. .. Now, in
the 1990s and prior to that, the weather patterns seem to
have changed a great deal. Contrary to our beliefs and

Arctic Climate Impact Assessment

ability to predict [by] looking at the sky, especially the
cloud formations, looking at the stars, everything seems to
be contrary to our training from the hunting days with
our fathers. The winds could pick up pretty fast now.

Very unpredictable. [ The winds] could change directions,
from south [to] southeast in no time.Whereas before,
before 1960s when I was growing up to be a hunter, we
were able to predict. L. Nutaraluk, Iqaluit, 2000

Right now the weather is unpredictable. In the older
days, the elders used to predict the weather and they
were always right, but right now, when they try to pre-
dict the weather, it’s always something dijferent.

Z. Aqgiarug, Igloolik, 2000

When I lived out on the land I would always know when
the weather would be bad from the clouds but nowadays
when you look at the clouds and they say there is going
to be bad weather that evening it doesn’t always hap-
pen.You could wake up and it would be nice and
through the whole evening it would still be nice.

The indicators that we would use before don’t always
happen. . Nukik, Baker Lake, 2001

Sudden storms and unpredictable winds make for haz-
ardous travel conditions. No longer confident in their
weather predictions, experienced hunters in Clyde River
pack for several extra days when heading out on the land,
expecting to be caught in unpredictable weather. In Baker
Lake, erratic weather has proved especially dangerous in
winter. According to residents, changing wind patterns
have changed the snow structure around Baker Lake and,
in combination with unpredictable weather, dangerous
situations have occurred in recent years. For example,
changing wind patterns in the area have packed the snow
extremely hard. As a result, hunters and travel parties are
unable to build igloos, still commonly relied upon as
temporary and emergency shelters. A number of acci-
dents and deaths on the land in the last few years have
been blamed on sudden storms and those involved not
being able to find good snow with which to build shelters
(N. Attungala, Baker Lake, 2001).

There used to be different layers of snow back then.

The wind would not blow as hard, not make the snow as
hard as it is now...But nowadays, the snow gets really
hard and it’s really hard to tell [the layers| and it’s real-
ly hard to make shelters with that kind of snow because
it’s usually way too hard right to the ground.

T. Qaqimat, Baker Lake, 2001

For many elders, increased weather variability and unpre-
dictability also have an emotional and personal impact.
For much of their lives they have been able to advise the
people around them confidently about when and where
to travel, providing weather predictions. As their skills no
longer work, some elders are now less confident and feel
sadness that their advisory roles have changed.

Some of the ways people are coping with more variable
weather have already been mentioned — for example,
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packing extra supplies on trips. Longer-term strategies
are more difficult to design. Inuit are careful to note
that the weather is always changing, it has always
changed — the weather is always different. However,
according to many people, the recent climate and envi-
ronmental changes are outside the expected variability.
In turn, while there have always been accidents on the
land, some people are concerned that recent environ-
mental changes are to blame for recent accidents and
this requires further investigation so that precautions
can be taken.

3.4.5.2. Changing water levels in Baker Lake

Baker Lake is the only inland Inuit community in
Nunavut. Many of the groups that settled here brought a
heritage closely tied to survival from lakes and rivers
(Webster, 1999). For example, Harvaqtuurmiut
depended on caribou and specialized in hunting at
autumn river-crossings. Ukkuhiksalingmiut, from the
Back River area, relied mainly on fish. Groups such as
the Qairngnirmiut have always hunted and fished in the
Baker Lake region. After settling in the community in
the 1950s, these groups and others often returned to
their traditional hunting and fishing grounds, but also
used their skills in local waters.

Hunters explain that in the 1940s and 1950s they trav-
eled without difficulty by boat and outboard motor
through the lakes and rivers around Baker Lake. In the
1960s, residents began to observe that water levels were
gradually dropping. Since the 1990s, water levels have
dropped dramatically, with extremely low levels
observed since 1998. Between 1998 and 2002, travel
routes on rivers were blocked by shallow water and
hunters were unable to get to the caribou hunting
grounds and their usual camping areas. Large amounts of
equipment made portaging difficult or impossible
through these newly shallow areas and many hunting par-
ties had to turn back. Accessible only by boat, these sum-
mer caribou hunting grounds can no longer be reached.

The shallow water has also affected fish. There are fewer
fish in areas where they are traditionally expected, and
when present are often small or skinny. Lake trout
(Salvelinus namaycush) are darker than usual. Fish also
smell different, “like earth”, and no longer have white fat
layers between the meat. While Inuit note that there are
other possibilities for changes in fish (e.g., pollution),
there are connections between the observed changes and
recent water levels.

There is a lot less water, around all these islands

[in Baker Lake]. The shore is getting closer to Sadluq
Island, they are almost joined together. There used to be
a lot of water.We could go through with our outboard
motors and boats, but now there is getting to be less and
less water all over... At the mouth of Prince River there
used to be a lot of fish and you used to be able to get
char [Salvelinus alpinus]. There’s been a lot less fish
because there’s not as much water anymore. And we used
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to be able to get a lot of fish all the time at Qikiqtaujaq
and all the other places where you can get fish. The fish

were more plentiful and they used to be bigger. Now you
hardly get char anymore at Prince River or any of these

fishing places because the water level has gone down.

L. Arngna’naaq, Baker Lake, 2001

The lakes and the rivers are getting less water and a lot
of them are getting more shallow and some places don’t
have any water left. They’re not as healthy anymore.
Things are not as healthy because there is not as much
water and there were a lot places that probably in the
‘50s there was a lot of good water around [and] you
could travel all over the place. [ There used to be] a lot
of water in the lakes and rivers and anything that had
water was a lot cleaner, but now some cy‘"the waters have
things that cause illnesses and that has really affected
the food in the water and also things that eat things
that are in the water. That is quite dangerous, the level
ofthe water going down, because qfthe gffect on the
things in the water and the things that use them. Like
we eat fish or anything that gets things out of the water
because the water is not as healthy as it used to be and
there is less water. N. Attungala, Baker Lake, 2001

In the community, these observations are shared
between hunting parties, families, and at meetings of
hunters and trappers. Different individuals and groups
make assessments about lake and river conditions
based on their own knowledge and the knowledge and
information shared by others. People understand lake
and river changes by linking experiences on the water
to observations of other factors such as precipitation,
temperature, history of the water body, condition of
animals and fish populations, and vegetation. In the
case of recent low water levels around Baker Lake,
residents identify the situation as unprecedented, both
in terms of water levels and the condition of the fish
populations. While unsure as to the cause, residents
suspect lower water levels are related to changes in
the climate over the last decade, particularly warmer,
drier summers that last longer than normal. Others
explain that the land is “growing”, which may be
another way of looking at permafrost thaw. Scientists
have studied how thawing permafrost can cause water
levels to drop since the soil is able to hold more water
(Rouse et al., 1997).

Like many of the environmental changes being experi-
enced in the Arctic, low water levels and subsequent
impacts are a relatively recent phenomenon (or have
not been experienced in a long time). Coping strate-
gies are focused primarily on the day-to-day. Hunters
adjust their travel routes and hunting grounds, looking
for caribou in other areas. Residents change fishing
areas looking for more abundant and healthier fish pop-
ulations. While these strategies allow residents to con-
tinue day-to-day life, it is unclear what will happen if
the water condition persists or worsens. In the com-
munity, long-term plans are yet to be developed, but
are of interest.
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3.4.5.3. Discussion

Unpredictable weather and lower water levels are two
examples from a number of environmental changes
observed by Inuit in Nunavut in recent years. In some
cases, these changes are clearly linked to climate and in
others they are not. Sometimes the observations with the
least obvious linkages are the ones that spark the most
interest for scientists and offer the most opportunity for
advancing knowledge of climate change. For example,
although unpredictable weather could be a matter of
knowledge erosion (i.e., elders no longer live on the land
and thus have lost prediction skills), something recog-
nized by Inuit themselves, the fact that indigenous
observers seem to consistently cite recent variable weath-
er patterns across Nunavut and other parts of the Arctic
has raised some scientific eyebrows that the phenomenon
could be linked in some way to climate change (Fox et
al., in prep). However, it is probably neither knowledge
erosion nor climate change exclusively. As with many
environmental changes in Nunavut, multiple factors
including climate and cultural factors, interact to create
the impacts felt by Inuit. For Nunavut, these factors and
their interactions are just beginning to be uncovered.
Also, many of the climate and environmental changes
observed by Inuit refer to the last decade and so ties to
long-term climate change are still to be made — although
many useful indicators have been identified. What is clear
is that Inuit will play a future role in such investigations
and that their observations will help guide, inform, and
challenge scientific efforts to understand arctic climate
and environmental change.

3.4.6. Qaanaaq, Greenland

Uusaqqak Qujaukitsoq is a hunter from Qaanaaq, North
Greenland. He has served in the Greenland Parliament
and on the Executive Committee of the Inuit Circum-
polar Conference. Uusaqqak has been involved in many
natural resource use and conservation issues, including
the Greenland Home Rule Government’s seal skin
campaign. His comments were made in response to an
invitation to describe climate changes that have
occurred in his region.

Change has been so dramatic that during the coldest
month of the year, the month of December 2001, tor-
rential rains have fallen in the Thule region so much that
there appeared a thick layer of solid ice on top of the sea
ice and the surface of the land. The impact on the sea ice
can be described in this manner: the snow that normally
covers the sea ice became nilak (freshwater ice), and the
lower layer became pukak (crystallized ice), which was

very bad for the paws of our sled dogs.

In January 2002, our outermost hunting grounds were
not covered by sea ice because of shifting wind condi-
tions and sea currents. We used to go hunting to these
areas in October only four or five years ago. It is hard to
tell what impact such conditions will have to the land
animals. Since I haven’t been out to see the feeding
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grounds of the arctic hares (Lepus arcticus), musk ox
(Ovibos moschatus), and reindeer this year, I can’t tell how
it is, but I can guess that it will be difficult for the ani-
mals to find anything to feed on because of the layer of
ice that covers everything. It is hard to say what can be
done about these conditions.

Sea-ice conditions have changed over the last five to six
years. The ice is generally thinner and is slower to form
off the smaller forelands. The appearance of aakkarneq
(ice thinned by sea currents) happens earlier in the year
than normal. Also, sea ice, which previously broke up
gradually from the floe-edge towards land, now breaks
off all at once. Glaciers are very notably receding and
the place names are no longer consistent with the
appearance of the land. For example, Sermiarsussuaq
(“the smaller large glacier”), which previously stretched
out to the sea, no longer exists.

3.4.7. Sapmi: the communities of
Purnumukka, Ochejohka, and Nuorgam

This case study comes from a project carried out as part
of the SnowChange program organized by the Environ-
mental Engineering Department at Tampere Polytechnic
in Finland (Mustonen and Helander, 2004). SnowChange
sponsored conferences in 2002 and 2003 at which arctic
indigenous peoples, interested researchers, and other
parties discussed their observations and concerns regard-
ing their cultures and the effects of climate change and
other aspects of the modern world. In addition,
SnowChange researchers and students have conducted
several projects around the Arctic, documenting indige-
nous observations and perspectives. The study took place
in two locations: the small reindeer herding community
of Purnumukka, in central Lapland, and the Saami com-
munities of Nuorgam and Ochejohka (Utsjoki) in the
northeast corner of Finland, the only part of the country
where Saami represent the majority of the population.
In Purnumukka, initial community contacts, networking,
and interviews took place in September 2001. In March
and April 2002, Mika Nieminen spent a month in the
region, living and practicing reindeer herding with
Pentti Nikodemus and Riitta Lehvonen and interviewing
active herders, hunters, elders, and fishermen.
SnowChange researchers have been in active communi-
cation with Purnumukka residents on a monthly basis
since then. In Nuorgam and Ochejohka, SnowChange
researchers spoke with elders, reindeer herders, fisher-
men, and cultural activists about the changes taking
place in the local area and communities. The interviews
were conducted in March 2002 in the Skallovaara rein-
deer corral area, in Ochejohka village, in Nuorgam,

in the remote area of Lake Pulmanki, and in the village
of Sirma, which is on the Norwegian side of the Deatnu
(Teno or Tana) River.

Sapmi is the Saami homeland that extends across north-
ern Norway, Sweden, Finland, and Russia. Residents of
the Finnish part of Sapmi have many concerns about
changes that are taking place in their region. Not all
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changes are due to climate. The biggest environmental
impacts in the region to date result from the construc-
tion for hydropower purposes of the Lokka reservoir in
1967 and the Porttipahta reservoir in 1970, and the
massive clear cuts preceding the construction of the
reservoirs. The best lichen areas were flooded and the
herders had to move 5000 reindeer from the grazing
grounds because of the construction. These particular
grazing grounds were excellent autumn grazing areas.
Many people continue to refer to the creation of the
reservoirs as a marker of great change, including changes
in weather patterns, snowfall, and ice formation.

This case study presents comments by elders, as they
carry the most extensive knowledge, with additions
from the younger generation of Saami living in the
region. Many more people were interviewed than are
quoted here. The quotes used are considered to best
illustrate the themes and ideas that typify what was
learned from the Saami interviewed and provides
insight into what the changes mean for people in the
area. The interviews covered more material than is pre-
sented in this brief case study. Some of the additional
material was reported in section 3.3.

The following people are quoted in this case study.

* Veikko Magga — a reindeer herder for over 50 years
and a member of the reindeer herders association
of Lapin Paliskunta

* Niila Nikodemus — an 86-year-old elder and the
oldest reindeer herder in Purnumukka

* Heikki Hirvasvuopio — 65 years old and still active
in reindeer herding

* Aslak Antti Linsman — 55 years old and a local
reindeer herder belonging to the Polmak Lake Siida

* Niillas Vuolab — an elder and the oldest reindeer
herder in Ochejohka. Niillas Vuolab was born in
the Saami Community of Angel in 1916 and came
to Ochejohka in the autumn of 1916

¢ [Imari Vuolab — the son of Niillas Vuolab. Ilmari
Vuolab was a 51-year-old reindeer herder from the
reindeer herding area of Kaldoaivi. He passed away
in April 2003

¢ Taisto Lansman — a reindeer herder from Lake
Pulmanki with extensive written records of the ice

break-ups in the lake

3.4.7.1. Weather, rain, and extreme events

Heikki Hirvasvuopio reflected on the seasonal changes
and the autumn weather.

Temperatures used to be well below freezing in autumn
and winter came when it was supposed to. It was not mild
autumn like now. It used to be longer, snow Wou]dfa]].
Now sleet and rain will fall. Summers used to be to the
“standard ﬁrm”, this means that fair weather would stay
longer.We would have the reindeers in the big fell areas
because especially the beginning of the summer would be
very hot. Insects would be there as well with the rein-

85

deers. Now this has changed. The summers are very unsta-
ble. Reindeer are staying in theforests now; they do not
go up to thefe]]s any more.

Veikko Magga reported that the amount and consistency
of snowfall has fluctuated in Purnumukka and the
Vuotso region.

It is springtime nowadays when the snow actually comes.
Some comes in the autumn, but there is no properﬁeez—
ing, only so that the lowermost snow freezes. The lichen
freezes solid into this layer and the reindeer cannot get
proper food because of this. For a couple of years in a
row there has been less snow in the autumn than previ-
ously but I think sometimes it falls earlier, sometimes
later. It has always been this way.

Niila Nikodemus discussed snow and ice cover based on
his extensive experience and a lifetime of observations.

There is normal fluctuation in the amounts of snow.
However, snow falls later. In the 1950s and 1960s, there
used to be a permanent snow cover always in October.
Starting in the 1970s, it can be November, middle qf
November. Ice has thinned, especially in the small rivers
and ditches here. I wonder if the reservoirs affected this?
It used to be that we could just drive away on the ice.
There used to be a proper ice cover on the small rivers.

Heikki Hirvasvuopio outlined the impacts of climate
change on the reindeer herding.

During autumn times, the Weatherﬂuctuates so much,
there is rain and mild weather. This ruins the lichen
access for the reindeer. In some years this has caused
massive loss of reindeers. It is very simple — when the
bottom layer freezes, reindeer cannot access the lichen.
This is extremely different from the previous years.

This is one of the reasons why there is less lichen.

The reindeer has to claw to force the lichen out and the
whole plant comes complete with roots. It takes, as you
know, extremely long for a lichen to regenerate when you
remove the roots of the lichen. This current debate of loss
of grazing grounds is not therefore connected with a
larger number qfreindeers, this is not the case. In previ-
ous years, the numbers qf the herds were much bigger.
The main reason for the loss of grazing lichen areas is
the bad weather conditions that contribute to the bigger
impact on the area. I do not think many people have
observed this reason in their thinking.

Aslak Antti Lansman said that for the past ten years the
autumns have been mild with sleet, which has frozen the
surface of the ground.

This has affected the reindeer economy for sure. As the ice
cover was there this had a negative impact on the rein-
deer herding. It is a big question mark why these changes
are taking place. Is it so called greenhouse effect, or air
pollution? Or is it connected with the same events that
melted the last ice age? Who knows?
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[Imari Vuolab stated:

Yes, the weather conditions have changed overall so it is
not possible to be certain that this amount cyfsnow will
be at this time. This is a problem.

3.4.7.2. Birds

Heikki Hirvasvuopio talked about the disappearance of
birds in Kakslauttanen.

. especially with ground birds, we could be talking
about a near extermination when compared to the previ-
ous amounts. I used to hunt them quite a lot while rein-
deer herding, so I have a good idea ofthe stocks.We can-
not even talk now about the same amounts during the
same day. This affects especially ptarmigans, capercaillie,
and ground birds.With small singing birds, the same
trend is visible. Nowadays it is silent in the forest — they
do not sing in the same way anymore. It used to be that
your ears would get blocked as the singing was so power-

fu] bgfore, They have disappeared completely as well.

Taisto Lansman was concerned that there were far fewer
small birds Compared to his childhood. Niillas Vuolab
shared the concern and stated that:

Nature has grown much poorer. For example during
summers migratory birds are fewer today.We see the usual
species, but the numbers are down. Especially marine
birds, such as long-tailed ducks [Clangula hyemalis/,
white-winged scoters [Melanitta fusca], black scoters
[Melanitta nigra/; we do not see these anymore. After the
war and even later great big flocks would come here.

I feel ptarmigans have diminished as well.

3.4.7.3. Insects

Heikki Hirvasvuopio said:

Both mosquitoes and gadﬂies have disappeared.
Especially we can see gadﬂies disappearing. And the
reason is that in the olden times reindeers had to move

up to the big ﬁ]]s as the vermin were plenty‘"u] then.
Niila Nikodemus pointed out that:

The [number of insects] really depends on the particular
summer. !fit is a rainy springtime they will be plenty,
but if it will be a dry spring, hardly any will appear.

3.4.7.4. Traditional calendar and knowledge

Veikko Magga stated:

Traditional knowledge has changed like reindeer herding
in a negative direction.We have to feed the reindeers with
hay and fodder quite much now. But I would not advo-
cate that the traditional Saami calendar is mixed up yet.
But traditional weather reading skills cannot be trusted
anymore. In the olden times one could see beforehand
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what kind of weather it will be. These signs and skills
holds true no more. Old markers do not hold true, the
world has changed too much now.We can say nature is
mixed up now. An additional factor is that reindeer herd-
ing is being pressured from dyfferent political, social, and
economic fronts at all times now. Difficulties are real.

A way of living that used to support everything is now
changing and people do not find employment enough.

Heikki Hirvasvuopio discussed traditional forecasts.

The periods of weather are no longer the norm.We had
certain stable decisive periods of the year that formed the
traditional norms. These are no longer at their places.
Certain calendar days, like Kustaa Vilkuna [a Finnish
folk historian of weather and culture from the mid-
twentieth century| wrote, held really true. But these are
no longer so. Today we can have almost 30 degrees of
variation in temperature in a very small time period.

In the olden days the Saami would have considered this
almost like an apocalypse if similar drastic changes had
taken place so rapidly. Before I spent all of my winters in
the forest and was at home for one week at the most.
Nowadays the traditional weather forecasting cannot be
done anymore as I could before. Too many significant and
big changes have taken place. Certainly some predictions
can be read from the way a reindeer behaves and this is
still a way to look ahead, weather-wise. Butfor the mark-
ers in the sky we look now in vain. Long term predictions
cannot be done anymore.

Ilmari Vuolab stated that:

The traditional markers of the nature do not hold true
anymore. Ecosystem seems to have changed. It is a very
good question, as what has contributed to the change.

It cannot be all because of cyclic weather patterns of
different years. I believe the changes we have seen are a
long-term phenomenon. The wise people say that changes
will be for the next 100 years even if we act now to
reduce emissions. It is obvious that the reindeer herding is
the basis of the Saami culture here and other subsistence
activities that are related to the nature, such as picking
cloudberries or ptarmigan hunting. I feel the Saami have
been always quite adaptive people and we adapt to the
changes as well. After all, climate changes in small steps,
not in one year.

3.4.8. Climate Change and the Saami

Elina Helander is a researcher at the Arctic Centre of
the University of Lapland as well as a Saami from
Ochejohka. She took part in the preparation and com-
munity activities for the documentation work that pro-
duced the Sapmi case study in section 3.4.7.

The Saami have an ecological knowledge of their own,
rooted in the traditional way of life. They have their
own knowledge derived from experience, long-term
observation, and the utilization of natural resources.
This knowledge is best expressed and transmitted
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through the Saami language. Saami ecological knowl-
edge goes beyond observation and documentation
because it is a precondition for their survival. Particu-
larly interesting is the fact that indigenous people like
the Saami have long-term experience in adaptation.
People in the villages are worried as they face global
changes. The Saami are used to combining different
economic activities, such as berry picking, reindeer
herding, fishing, hunting, trapping, and handicraft.

If the changes are sudden, accumulate rapidly, and have
impacts on all or most of local resources, and if the
resource base is scarce, then the problems start to show
themselves immediately. Many claim that the weather
has become warmer, and especially the fall and early
winter are warm. During the recent years, the ground
has not frozen properly in the fall, and there has been
little rain in September. There are many salmon rivers
and lakes in the Utsjoki area where I come from. When
the ground does not freeze in the fall, and there is little
snow during the winter, there is very little water in late
May and early summer in the rivers and lakes. Then, of
course, with little rain during June, the rivers are
almost dry and the fish cannot go upriver. But during
the recent years, it has happened that in July there are
heavy rains. Consequently, the amount of water increas-
es enormously and it becomes impossible to fish in
small salmon (Salmo salar) rivers. Many herders and
subsistence hunters claim that there are no winds any-
more. Wind has some positive effects. For instance,
wind gathers the snow to certain spots. In other spots
there is little snow and it is then easy for the reindeer
to dig through where the amount of snow is small.

The wind can also make the snow soft, but on the other
hand, the extremely strong wind, guoldu in Saami,
makes the snow hard. During the recent years, the
weather has started to change rapidly, so that sudden
shifts take place. There are no longer stable periods of a
cold weather type. It has also become more difficult to
predict the coming weather. People are more careful
when moving across lakes and rivers. In our area the
moose migrate in early November from north to south,
but they can be hindered from doing this if there is no
ice in the rivers and lakes. There must come about a
radical change regarding the ecological awareness in
humanity if we want to do something positive regarding
the changes that occur and are predicted to come.
When talking about the snow change, we should not
only monitor and accept the changes. We have to resist
the global changes when resistance is imperative, i.e.,
when the changes made by man cause serious damage
to nature, societies, and people.

3.4.9. Kola: the Saami community of
Lovozero

This case study is also drawn from research carried out
as part of the SnowChange initiative. SnowChange coop-
erates fully with the Russian Association of Indigenous
Peoples of the North, the national indigenous organiza-
tion that is also a Permanent Participant of the Arctic
Council. For this case study, researchers spoke with eld-
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ers, reindeer herders, cultural activists, and other local
people. Researchers selected from the material gathered
in interviews the comments most relevant to the
changes local people see in the local ecological and cli-
matic situation. The interviews were recorded and edit-
ed by Jyrki Terva, Tero Mustonen, Sergey Zavalko, and
several indigenous and non-indigenous students of ecolo-
gy at the Murmansk Humanities Institute, Murmansk
State Technical University, and Tampere Polytechnic.
The community visits functioned as story-telling and
ecological teaching experiences, especially for the
indigenous students who participated.

The tundra is like my dear mother to me! We herded rein-
deer with the whole family. How else should we do it?
We took care of the shelter.We knitted, we washed, we
smoothed down clothes.What did we do? We baked bread.
When it is warm, it is warm.When it is not warm, it is
cold. I spent my whole life on the tundra. Even after I
retired, I spent a year in the tundra. Life was easy; the
only thing we missed was the television. Before that all
we did was to stay in the earth hut. Summer or winter,
always living in the shelter in the tundra. Maria
Zakharova, Lovozero Elder

The Murmansk Oblast (province) is located in north-
western Russia on the Kola Peninsula. It borders the
Republic of Karelia (Russia) in the south and Lapland
(Finland) and Finnmark (Norway) in the west. The oblast
covers 144900 square kilometers and has a population
of around 900000. The capital is the city of Murmansk,
the largest city north of the Arctic Circle, with a popula-
tion of around 350000. The town of Lovozero (in Saami,
Luujavre) is the main Saami community on the Kola Pen-
insula, with approximately 800 Saami among its 3000
inhabitants.

Climate change research among indigenous peoples is
only just beginning in Russia. Russia’s indigenous com-
munities, as well as mainstream society, have many
other, often more urgent, social, economic, and politi-
cal issues to deal with. However, the massive differ-
ences in ecosystems and regions across the vast
expanse of northern Russia make local assessments of
climate change imperative in order to understand their
real and specific impacts. Documenting change in the
Russian indigenous communities is a vital and much-
needed process. Even as the reclaiming of economic,
ecological, social, and cultural rights continues, local
voices in the remote regions of northern Russia are
often not heard. The people consulted during this case
study delivered a clear and coherent message — local

people should be heard.

3.4.9.1. Observations of change in Lovozero

Documentation of change cannot be separated from
broader questions of the development of Russian territo-
ries and their indigenous peoples. The people inter-
viewed stated that there are many other concerns in
addition to climate change, such as the state of Russian
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society, economic hardship, and lack of resources. But
climate change has had a definite impact on the tradi-
tional lifestyle. Larisa Avdeyeva, director of the Saami
Culture Center in Lovozero, stated that:

Reindeer herders especially have observed change. They
talk about the changes in the behavior of reindeer. People
have to travel with the reindeer and navigate differently.
Bogs and marshes do not freeze immediately, rhythms
change, and we have to change our routes quovement
and this means the whole system of living is under
change. Everything has become more difficult. I have con-
versed with reindeer herders and they have told me of
these kinds of observations. They have seen as well that in
areas where it was possible to collect a lot of cloudberries
[Rubus chamaemorus] before, now the berries are not
ripe because of climatic warming and melting of glaciers.
Changes are very visible.

Climate change, particularly changes in local weather,
has become an increasingly important issue for the
reindeer herders and others in Lovozero. Avdeyeva
continued,

Nowadays snows melt earlier in the spring time.

Lakes, rivers, and bogs freeze much later in the autumn.
Reindeer herding becomes more difficult as the ice is
weak and may give away. The rhythm of the yearly cycle
of herding and slaughtering of reindeer is disrupted and

the migration patterns qfthe reindeer change as well.

Broader social and environmental awareness penetrated
into Russian society from the mid-1980s onward. Olga
Anofrieva discussed how this has been seen in terms of
local industrial pollution.

The biggest benefit of Perestroika was that the industries
no longer polluted as much as before. Here, locally,
nature rested. Now the arms race is being taken down, as
are the amounts of military ships and military personnel.
One could say that we have now a positive era, quite dif-
ficult, but nevertheless so.We find ourselves now in a situ-
ation where soon decisive moves have to be made.We must
develop ourselves differently. I think changes in the

weather are more to do with God’s influences.

3.4.9.2. Weather, rain, and extreme events

Avdeyeva reported that climate variation had been wit-
nessed locally and had caused alarm.

I would say the climate is warming globally, we have
already observed this here. For example the reindeer
herders coming out off the tundra have said that last
year the bogs and rivers stayed open for a long time and
it was hard to gather the reindeer. If this event was pre-
viously due in November, now we have it in December or
January. Bogs stay unfrozen for a long time and it is
very difficult to try to catch reindeer in such conditions.
The herders say the climate has warmed and everything
is a result of that.
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Avdeyeva pointed out that change is more than general
warming.

Extreme events have been seen mostly in the spring time.
This year we had thunder in May, and usually this occurs
in July. Monthly mean temperatures have increased and
spring has warmed up. During the winter of 2001to
2002, there was little snow and that is why there was
little water in rivers and lakes. The low water levels have
affected negatively boating. Of course we understand all
of these events are related. There is way too little rain and
storms. There is certainly thunder though. Lighting was
rare here bgfore the 1990s, as well as heavy rains. Now
there are more of those.

Arkady Khodzinsky, a reindeer herder from Lovozero,
provided more details.

The weather has changed to worse and to us it is a bad
thing. It affects mobility at work. In the olden days
[the 1960s and 1970s], the permanent ice cover came
in October and even people as old as myself remember
how on 7 of November we would go home to celebrate
the anniversary of the Great Socialist Revolution.
These days you can venture to the ice only beginning in
December. This is how things have changed. This year
the ice came and froze a little early but for sure the
weather has changed very much. All began about six
years ago. Everything went haywire.Yes, six years ago!
Now it can rain in January. Once three years ago I
came backfrom the tundra, there was afu]] winter
there. I was here in the communit)/for some time, rest-
ing and lo and behold! On the tundra spring had

arrived because it had rained!

Vladimir Lifov, another reindeer herder in Lovozero,
concurred.

Oh, it is warmer. Before when going to the tundra we had
to take a lot qf warm clothes, otherwise we would ﬁeeze.
But nowadays you can sleep with just one malitsa
[reindeer-skin coat] on during the whole night. It is all
right with that one malitsa. Previously we were using as
well boots made out of reindeer skin.You never froze your
feet in those. But now you do not need them any more.

Lifov described recent winters.

Yes, it is very interesting. First it snows, then it melts, like
it would be summertime. And this all over again.

First there is a big snovgfa]], then it warms up, and then
itﬁeezes. During winter now it can rain, as happened
last New Year. Before it never rained during wintertime.
Rain in the middle of winter? To the extent that snow
disappears? Yes, it is true. Rain, and the snow melts!

3.4.9.3. Rivers, lakes, and ice

The herders traditionally use waterways, such as many
rivers and lakes of the Kola Peninsula, in their trans-
portation routes. Recent changes have caused uncertain-
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ty and the fear that the routes cannot be traveled on over. Before, when we were at the camp and we would
safely, Arkady Khodzinsky described the situation. see geese, we would know the spring is coming. Al peo-

Rivers do notfreeze at all; they are only covered in

snow. Ice arrives, but the sugface qf the water drops so
that ice is like on top of empty space and then it is cov-
ered with snow. Of course the stream flows like it should.
But the changes have taken place in the last six to seven
years. Bgﬁ)re we saw none qfthat.WeH,for the pastﬂzw
years the weather has been different. No decent ice comes
anymore. When theﬁeeze—up occurs, the ice sometimes
melts right away.

Vasily Lukov, a reindeer breeder from Lovozero, saw
both impacts and a possible explanation.

The River Virma grows shallower every year. Now there is
hardly any water left and it can freeze all the way to the
bottom. There used to be a lot qfﬁsh, but now they are
almost all gone. I think it is due to the drying of the bogs
and marshes, improvements of the ground. Now the melt
is slow. First the water gets on top of the ice and the river
melts first from the middle. Steep riverbanks are still
frozen but gradually they melt as well. Nowadays there is
no actual ice melting event like before.

ple enjoy the arrival of spring. Nowadays we see no
geese. Occasionally one or twoﬂocksﬂy over, but this
is a rare event. There are no birds of prey any more.
Very small numbers of those remain. Every one has dis-
appeared somewhere. We used to see northern goshawks,
they would fly high and scream. It was nice to_follow
them in the sky. All of them have disappeared and I do

not know where.

Khodzinsky described how the presence of insects had
also changed dramatically.

I cannot comprehend that there are no mosquitoes.

I think for two years now there have been no mosqui-
toes. In recent times they have not troubled us at all.
Here in Lovozero it will be soon like down south.
Before there were insects and they would sting you,
but we no longer need mosquito hats even. The biting
midges come in August usually. This year there have
not been biting midges or mosquitoes at all. Of course
this is bad. I think they have disappeared from the
northland altogether.

3.4.9.5. Traditional calendar and knowledge

3.4.9.4. Plants, birds, and insects
The legends, stories, and traditional knowledge of liv-

In September 2001, Larisa Avdeyeva spoke about the ing off the land have taught the Saami to notice changes
changes in plant life. and to adapt locally. At the core of their knowledge is

New species of plants have arrived. We never saw them
before. This is what we have observed. New plants have
arrived here and on tundra. Even there are arrival
species in the river, previously known in middle parts of
Russia. This past summer and the previous were very hot
here. Rivers and lakes are filled with small-flowered a
kind of duckweed [Lemnaceae] and the lake started to
bloom. Life for the fish is more difficult and likewise
people’s fishing opportunities as lakes are closed up by
the new plants.We have observed that the trees in our
village grow much faster. New unknown plant species
have arrived here in great numbers. New bird species
have arrived here. As well, the birds stay in our village
longer than before. Some new beautiful never-before-seen
birds have arrived.

Reindeer herders have witnessed the changes as well, as

Arkady Khodzinsky reported.

The birds are about the same as they have always been
but their numbers are decreasing all the time.Yes, there
are very few birds nowadays. It used to be that there
were ptarmigan on top of every bush. Nowadays it is
not like that anymore and it feels bad. To give you an
example, in earlier times I was sitting and watching
the herd. I tapped my foot to the ground and a
ptarmigan Wou]dﬂy to me.When I would say “Kop,
kop”to it, it would come so close I could even hold it.
Then I said again “Kop, kop”and it took off. Now there
are very few goose. It used to be that they were all

the Saami calendar, a system of local traditional knowl-
edge of marker days, seasons, and certain activities tied
to seasonal cycles. Now there is concern. Avdeyeva
noted that the calendar is off balance, adding to the
burdens of observed changes.

When we ask the elders and reindeer herders for exam-
ple what kind qfsummer it will be, how many berries to
expect, or what kind of fish and how much to expect,
they answer us that they cannot predict anything
because our Saami calendar of the yearly cycle has col-
lapsed completely with the changes that have taken
place in nature. They cannot foresee accurately and
with precision. Before we would ask the reindeer herders
and the answers would be right to the mark, but now
the predicted times keep on moving and changing.

Two days ago I had a conversation with my cousin who
is a reindeer herder and had just returned from the
tundra. I told him:“Look how nice the sky is, see those
clouds, what a nice weather!” He would tell me: “Well
you say the weather is good now when you are here in
the village, but out on the tundra they do not know
what is to come.You should not say this sort of thing”.
He told me a Saami saying:“Do not predict today
something that an old lady can tell for sure tomorrow”.
The Saami weather calendar is not accurate with the
changes that we are witnessing. Yes, the reindeer herders
see it and keep on discussing this at all times. We talk
and discuss the changes. It is difficult to make use of
the elders” knowledge because the climate has changed.
People have it hard. Yes, it is so.
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3.4.9.6. Reindeer

The most vocal and urgent messages of change relate to
the reindeer, which remains a key species for the com-
munity in cultural, social, economic, and ecological
terms. There is concern. Reindeer are acting differently,
and herders spend less time with the herds on the tun-
dra. Mixing herds with the wild or feral reindeer is
another concern. People such as Maria Zakharova have
spoken at length about the often-emotional relationships
and concerns regarding the reindeer.

On the tundra the reindeers used to run towards people,
but now they run away. The reindeers are our children.
In the olden times when we used to have just the rein-
deers the air was clean. How should I explain? Now
they drive around in skidoos and you can smell the
gasoline, yuck! What did they herd with? The reindeer!
Now they have started to herd with skidoos. Why on
earth? They should rather train the reindeers like our
fathers and forefathers did. Now everything is in ruins.
There used to be many young reindeers. Yes, at the time
the herds were bigger as well.

As Vladimir Lifov put it:

Our income diminishes because (j'climate change, gf
course, and in a very drastic way. Even my Wy% has said
that it would be time to forget the reindeer. But I tell her
always: “lamara, we depend on these reindeer. If there are
no reindeer, we have nothing to do here either”.

3.4.9.7. Overall concerns

Larisa Avdeyeva stressed the main points felt by many.

The cycle of the yearly calendar has been disturbed
greatly and this affects the reindeer herding negatively
for sure.We should start working differently in a new
way. We still have not thought this and we still have not
pondered this — we try to start from the needs of the peo-
ple and be flexible.We Saami have an anecdote, rather it
is a legend, which has the law of the Saami life in it.
People tell this onwards always. The Saami say:“We are
not reapers, we are not field-plowers, we are reindeer
herders. The reindeer are our bread. Everybody should
cherish the land. The green land with its flowers and
lichens was given to us so that we should pass it on to
our children”.We try to follow this Saami law because
there are laws that the Saami follow. And the Saami
guide other people to follow those laws in our land.

It is true. This is the truth.

In 2002 as the documentation teams returned to the
community, she continued:

We feel some unexpected changes are taking place in the
tundra. But in the recent years it has been wonderful to
_follow what our youth have been doing. They have under-
stood that they are needed here. We need well-trained and
strong-spirited youth here. Nowadays the young people are

Arctic Climate Impact Assessment

very dg‘ﬁrerent from 20 to 30 years ago. They are more se!f—
confident, stronger in character and very proud qf their
nation.When I was 18, we could not even imagine that.

She looks to the future with a positive sense. She con-
cluded the interview session in June by saying that “Yes,
respect is coming back. And the consideration for rein-
deer herding is increasing as well”.

3.5. Indigenous perspectives and
resilience

The Arctic is by nature highly variable. The availability of
many resources is cyclical or unpredictable. For exam-
ple, there are always uncertainties in caribou migrations.
The lesser snow geese may arrive early or late; the nest-
ing success varies considerably from year to year.
Weather is changeable and inconsistent. There are large
natural variations in the extent of sea-ice cover from year
to year, and in freeze-up and break-up dates. Erosion,
uplift, thermokarst, and plant succession change land-
scapes and coastlines. The peoples of the Arctic are famil-
iar with these characteristics of their homeland, and rec-
ognize that surprises are inherent in their ecosystems and
ways of life. That is why indigenous peoples tend to be
flexible in their ways and to have cultural adaptations,
such as mobile hunting groups and strong sharing ethics,
that help deal with environmental variability and uncer-
tainty (e.g., Berkes and Jolly, 2001; Krupnik, 1993;
Smith E., 1991). Many of the points raised in this section
are discussed further in Chapter 17.

Against this backdrop, especially in a time of rapid
social change, climate change may be regarded as sim-
ply another aspect of the variable and challenging
Arctic (see Box 3.4). Just as easily, it can be dismissed
from further thought as a vast, slow, and unstoppable
force to be accommodated over time, in contrast to
rapid, worrisome, and potentially tractable political,
economic, and social problems. Some of these larger
socio-economic changes have had significant impacts on
lifestyles and culture, including the erosion of indige-
nous knowledge and the social standing of its holders
(e.g., Dorais, 1997). While some observers hold that
impacts of climate change will be devastating for
indigenous peoples over the course of the next several
decades, others argue that climate change in the short-
er term will be less important than existing and ongo-
ing economic, cultural, and social changes. It is impor-
tant, however, to be cautious in making comparisons
between impacts from the very different phenomena of
climate change and social change.

The case studies in this chapter show that while both
views have some legitimacy, by themselves they are sim-
plistic and inaccurate portrayals of how climate change is
perceived by arctic residents. The chapter title itself is
plural, reflecting the diversity of ways in which climate
change and the arctic environment are seen by indige-
nous peoples of the Arctic. Even within one group, there
is a range of views, and differences in the perceived
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Box 3.4. Political relations, self-determination, and adaptability

Social pathologies resulting from social change clearly weigh more heavily on the minds of northerners now than
the effects of climate change. It is important, however, to be careful when comparing social change apples with cli-
mate change oranges. The ACIA climate change scenarios point to very significant environmental changes across
most of the Arctic within a couple of generations. Notwithstanding high levels of suicide and other social patholo-
gies in many northern communities, many indigenous peoples in the Arctic are interacting with, and adapting to,
changing economic and social circumstances and the adoption of new technologies, in short, to “globalization”.

In the midst of globalization, arctic indigenous peoples still identify themselves as arctic indigenous peoples. But the
sheer magnitude of projected impacts resulting from climate change raises questions of whether many of the links
between arctic indigenous peoples and the land and all it provides will be eroded or even severed.

Certainly arctic indigenous peoples are highly skilled in and accustomed to adapting, as the archaeological and
historical records and current practices illustrate. Adapting to climate change in the modern age, however, may be
a very different prospect than adaptations in the past. It is clear that support from regional and national govern-
ments will be important for the effectiveness of the adaptations required. Herein lies a crucial point: the policies
and programs of regional and national governments can encourage, enable, and equip northerners to adapt to
climate change, although it is important to note that the projected magnitude of change in the Arctic may, eventu-
ally, overwhelm adaptive capacity no matter what policies and programs are in place. On the other hand, policies
and programs of national governments could, conceivably, make adaptation more strained and difficult by imposing
further constraints at levels from the individual to the regional.

Empowering northern residents, particularly indigenous peoples, through self-government and self-determination
arrangements, including ownership and management of land and natural resources, is a key ingredient that would
enable them to adapt to climate change. Indigenous peoples want to see policies that will help them protect their
self-reliance, rather than become ever more dependent on the state. There are compelling reasons for the national
governments of the arctic states to provide northerners, specifically indigenous peoples, with the powers, resources,
information, and responsibilities that they need to adapt to climate change, and to do so on their own terms.

Berkes and Jolly (2001) provide a practical and positive example of what needs to be done. The ability of Inuvialuit
of the Canadian Beaufort Sea region to adapt to climate change is grounded in the Inuvialuit Final Agreement,
which recognizes rights of land ownership, co-operative management, protected areas, cash, and economic develop-
ment opportunities. For indigenous peoples themselves, their own institutions and representative organizations
must learn quickly from the well-documented adaptive efforts of hunters as well as from positive examples such as
the Inuvialuit Final Agreement. National governments, often slow moving and ill equipped to think and act in the
long term, must also understand the connections between empowerment and adaptability in the north if their poli-
cies and programs are to succeed in helping people respond to the long-term challenge posed by climate change.

importance of various threats, of which climate change
is only one (Fox, 2002). A comprehensive survey of the
many and varied perspectives of all arctic residents has
not been possible, and it is not clear in any case how
valuable such a survey would be. The case studies herein
illustrate that while generalizations are possible, the par-
ticular circumstances, location, economic base, and cul-
ture of a particular group, as well as each individual’s
personal history and experiences, are crucial factors in
determining how and what people think about climate
change, how climate change may or may not affect
them, and what can or cannot be done in response.

The archeological record reveals that, with or without
modern anthropogenic influences, the arctic climate has
experienced sudden shifts that have had severe conse-
quences for the people who live there (McGhee, 1996).
In some cases, people have simply died as resources
dwindled or became inaccessible. In other cases, com-
munities moved location, or shifted their hunting and
gathering patterns to adapt to environmental change.
Indigenous peoples today have more options than in the

past, but not all of these allow for the retention of all
aspects of their cultures or for maintaining their ways of
life. For example, many of these options have become
available at the cost of dependency on the outside world.
A wider range of foods is available, but communities are
less self-sufficient than before. Settled village life pro-
vides educational opportunities, but indigenous knowl-
edge is eroded because its transmission requires living
on the land (Ohmagari and Berkes, 1997). Considerable
infrastructure has been built over the past century,
bringing improvements in the material standard of living
in the Arctic. At the same time, the settled way of life
has reduced both the flexibility of indigenous peoples to
move with the seasons to obtain their livelihoods and the
extent of their day-to-day contact with their environ-
ment, and thus the depth of their knowledge of precise
environmental conditions. Instead, they have become
dependent on mechanized transportation and fossil fuels
to carry out their seasonal rounds while based in one
central location. Together, these dependencies have
increased the vulnerability of arctic communities to the
impacts of climate change.
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Resilience is the counterpart to vulnerability. It is a sys-
tems property; in this case, a property of the linked sys-
tem of humans and nature, or socio-ecological systems,
in the Arctic. Resilience is related to the magnitude of
shock that a system can absorb, its self-organization
capability, and its capacity for learning and adaptation
(Folke et al., 2002; Resilience Alliance, 2003).
Resilience is especially important to assess in cases of
uncertainty, such as anticipating the impacts of climate
change. Managing for resilience enhances the likelihood
of sustaining linked systems of humans and nature in a
changing environment in which the future is unpre-
dictable. More resilient socio-ecological systems are
able to absorb larger shocks without collapse. Building
resilience means nurturing options and diversity, and
increasing the capability of the system to cope with
uncertainty and surprise (Berkes et al., 2003; Folke et
al., 2002). Examining climate change and indigenous
peoples in this way can illuminate some of the reasons
that indigenous perspectives are a critical element in
responding to climate change.

Life in the Arctic requires great flexibility and resilience
in this technical sense. Many of the well known cultural
adaptations in the Arctic, such as small group and indi-
vidual flexibility and the accumulation of specialist and
generalist knowledge for hunting and fishing, may be
interpreted as mechanisms providing resilience (Berkes
and Jolly, 2001; Fox, 2002). Such adaptations enhance
options and were (and still are) important for survival.
If the caribou or snow geese do not show up at a partic-
ular time and place, the hunter has back-up options and
knows where to go for fish or ringed seals instead.
However, cultural change and loss of some knowledge
and sensitivity to environmental cues, and developments
such as fixed village locations with elaborate infrastruc-
ture that restrict options, may reduce the adaptive
capacity of indigenous peoples.

One approach to improve the situation is to develop pol-
icy measures that can help build resilience and add
options. For example, Folke et al. (2002) have suggested
that one such policy direction may be the creation of
flexible multi-level governance systems that can learn
from experience and generate knowledge to cope with
change. In this context, the significance of indigenous
observations includes their relevance for understanding
the processes by which people and communities adapt to
climate change.

While the scale of the impacts of climate change over
the long-term is projected to be very significant, it is not
yet clear how quickly these changes will take place or
their spatial variation within the circuampolar Arctic.

Be that as it may, human societies will attempt to adapt,
constrained by the cultural, geographic, climatic, ecolog-
ical, economic, political, social, national, regional, and
local circumstances that shape them. As with all adapta-
tions, those that are developed in the Arctic in response
to climate change will protect some aspects of society at
the expense of others. The overall success of the adapta-
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tions, however, will be determined by arctic residents,
probably based in large part on the degree to which they
are conceived, designed, developed, and carried out by
those who are doing the adapting.

Nevertheless, support from regional and national gov-
ernments may be important for the effectiveness of the
adaptations required. For example, Berkes and Jolly
(2001) have argued that co-management institutions in
the Canadian Western Arctic under the Inuvialuit Final
Agreement have been instrumental in relaying local con-
cerns across multiple levels of political organization.
They have also been important in speeding up two-way
information exchange between indigenous knowledge
holders and scientists, thus enhancing local adaptation
capabilities by tightening the feedback loop between
change and response (e.g., Smith D., 2001).

In this regard, response by the community itself,
through its own institutions, is crucial to effective adap-
tation. Directives from administrative centers or solu-
tions devised by outsiders are unlikely to lead to the
specific adaptations necessary for each community.
Indigenous perspectives are needed to provide the
details that arctic-wide models cannot provide.
Indigenous knowledge perspectives can help identify
local needs, concerns, and actions. This is an iterative
rather than a one-step solution because there is much
uncertainty about what is to come. Thus, policies and
actions must be based on incomplete information, to be
modified iteratively as the understanding of climate
change and its impacts evolve.

Indigenous perspectives are also important in that
indigenous peoples are experts in learning-by-doing.
Science can learn from arctic indigenous knowledge in
dealing with climate change impacts, and build on the
adaptive management approach — which, after all, is a
scientific version of learning-by-doing (Berkes et al.,
2003). Multi-scale learning is key — learning at the level
of community institutions such as hunter-trapper com-
mittees, regional organizations, national organizations,
and international organizations such as the Arctic
Council. The use of adaptive management is a shift from
the conventional scientific approach, and the creation of
multi-level governance, or co-management systems, is a
shift from the usual top-down approach to management.

One significant aspect of the indigenous perspectives
introduced in this chapter is that they help illustrate that
the vulnerability and resilience of each group or com-
munity differ greatly from place to place and from time
to time. In considering the impacts of climate change in
the Arctic and the options for responding to those
changes, it is essential to understand the nature of the
question. It is also essential to consider what is at stake.
The indigenous peoples of the Arctic are struggling to
maintain their identity and distinctive cultures in the
face of national assimilation and homogenization, as well
as globalization (Freeman, 2000; Nuttall, 1998). The
response to climate change can exacerbate or mitigate
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the impacts of that climate change itself. For policy-
makers, taking the nature and diversity of indigenous
perspectives into account is essential in the effort to help
those groups adapt to a changing climate.

For indigenous peoples themselves, an understanding of
the ways in which they are resilient and the ways in
which they are vulnerable is an essential starting point in
determining how they will respond to the challenges
posed by climate change. As noted, physical, ecological,
and social forces interact to shape these characteristics
for each group of people. In times of rapid change, the
dynamics of this interplay are particularly difficult for a
society to track. An assessment of individual and collec-
tive perspectives of arctic indigenous peoples on the
challenges ahead can help determine strengths, weak-
nesses, and priorities. This chapter is a first step in the
direction of such an assessment, and shows the need for
further work to enable indigenous communities in the
Arctic to reflect on the implications of climate change
for themselves and for their future.

3.6. Further research needs

This chapter reviews observations of the environmental
changes occurring in the Arctic as well as the ways in
which people view those changes. In both cases, there is
a growing but still insufficient body of research to draw
on. For some areas, such as the central and eastern
Russian Arctic, few or no current records of indigenous
observations are available. To detect and interpret cli-
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mate change, and to determine appropriate response
strategies, more research is clearly needed.

In terms of indigenous observations, documentation of
existing knowledge about changes that have occurred
and prospective monitoring for future change are both
important (Riedlinger and Berkes, 2001; Huntington,
2000b). More research on knowledge documentation
has taken place in Canada, particularly among Inuit,
regarding indigenous knowledge of climate change than
elsewhere (Fox, 1998, 2002, 2004; Furgal et al., 2002;
Jolly et al., 2002, 2003; Nickels et al., 2002; Thorpe et
al., 2001, 2002), but even there a great deal more can
be done. In Eurasia and Greenland, little systematic
work of this kind has been done, and research in these
regions is clearly needed (Mustonen, 2002). Indigenous
observation networks have been set up in Chukotka,
Russia (N. Mymrin, Eskimo Society of Chukotka,
Provideniya, Russia, pers. comm., 2002), and some
projects have taken place in Alaska (Huntington et al.,
1999, Krupnik, 2002; Whiting, 2002), but again, little
systematic work has been done to set up, maintain, and
make use of the results from such efforts.

In terms of indigenous perspectives and interpretations
of climate change, most research has taken place in
Canada (e.g., Krupnik and Jolly, 2002; McDonald et al.,
1997), building largely on the documentation of obser-
vations noted above. To date, however, little has been
done to connect these perspectives to potential response
strategies (see Table 3.1). Some research on responses

Table 3.1. Indigenous responses to climate change in the Inuvialuit Settlement Region of Canada’s Northwest Territories (adapted

from Nickels et al., 2002).

Observation Effect

Response/adaptation

Erosion of the shoreline Relocation of homes and possibly

community considered

Warmer temperatures
in summer
winter

Warmer temperatures
in summer

Lower water levels and

some brooks drying up drinking water available

Changing water levels and
the formation of shifting
sand bars

Warmer weather in winter Animal fur is shorter and not as thick,
changing the quality of the fur/skin used
in making clothing, decreasing the money

received when sold

Water warmer at surface Kills fish in nets

More mosquitoes and
other biting insects

Getting bitten more

Changing animal
travel/migration routes

Not able to store country food properly
and thus not able to store it for use in

Can no longer prepare dried/smoked fish
in the same way, it gets cooked in the heat

Not as many good natural sources of

Makes hunting more expensive, requires
more fuel, gear; and time — high costs mean which younger hunters can provide meat to elders who

Stone breakwalls and gravel have been placed on the
shoreline to alleviate erosion from wave action

Community members travel back to communities more
often in summer to store country food. This is expensive
as it requires more fuel and time

People are building thicker roofs on the smoke houses to
keep some heat out, tarpaulins and other materials are
used to shelter country foods from heat

Bottled water now taken on trips

More difficult to plan travel in certain areas Community members are finding new (usually longer and

therefore more costly) routes to their usual camps and
hunting grounds or are flying, incurring still greater expense

Some people do not bother to hunt/trap, while others buy
skins from the store that are not locally trapped, are
usually not as good quality, and are expensive

Nets are checked and emptied more frequently so that
fish caught in nets do not perish in the warm surface
water and spoil

Use insect repellent lotion or spray as well as netting and
screens for windows and entrances to houses

Initiation of a community program for elders, through

some residents (particularly elders) cannot are unable to travel or hunt for themselves

afford to go hunting
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has been undertaken recently or is underway in Alaska
(e.g., Brunner et al., 2004; George et al., 2004), but
more is needed to determine the needs of those design-
ing response strategies, the ways in which information is
used in the process of designing them, and the ways in
which researchers and indigenous peoples can con-
tribute. An essential component of this line of research is
to understand how various actors see the issue of climate
change, why they see it the way they do, and what can
be done to arrive at a common understanding of the
threat posed by climate change, the need for responses,
and the needs and capabilities of local residents.
Consideration of regional similarities and differences
across the Arctic may help communities to learn from
each other’s experiences, too, as well as to incorporate
greater understanding of the cumulative impacts of vari-
ous factors influencing communities (see Chapter 17).

In working toward this goal, an often neglected topic is
the linking of indigenous and scientific observations of
climate change and the interpretation of these observa-
tions. Proponents of the documentation and use of
indigenous knowledge often stress both similarities and
differences with scientific knowledge (e.g., Stevenson,
1996), but little is done to bridge the gap (e.g., Agrawal,
1995). While the two approaches differ in substantive
ways, there are examples of how interactions between
them can benefit both and produce a better overall
understanding of a given topic (e.g., Albert, 1988; Fox,
2004; Huntington, 2000a; Norton, 2002). Part of the
problem is in determining how indigenous knowledge
can best be incorporated into scientific systems of
knowledge acquisition and interpretation. Part of the
problem is in finding ways to involve indigenous com-
munities in scientific research as well as in communicat-
ing scientific findings to indigenous communities. And a
large part of the problem is in establishing the trust nec-
essary to find appropriate solutions to both goals.
Collaborative research is the most promising model for
addressing these challenges, as demonstrated by the
projects through which the case studies in this chapter
were produced, as well as by the results reported from
other projects associated with the ACIA, particularly the
vulnerability approach described in Chapter 17. Further
development of the collaborative model, from small
projects to large research programs and extending from
identifying research needs to designing response strate-
gies, is an urgent need.

3.7. Conclusions

The case studies and the summary of indigenous obser-
vations presented in this chapter were drawn from a
variety of studies, conducted in many arctic communi-
ties and cultures, and translated from a number of lan-
guages. From this diversity of sources, some common
themes emerge. While the specifics of these themes and
how they are dealt with will depend on circumstances
particular to each community, indigenous peoples
around the Arctic nonetheless have some shared experi-
ences with climate change.

Arctic Climate Impact Assessment

One topic that stands out across all regions is increased
weather variability and unpredictability. Experienced
hunters and elders from around the Arctic express con-
cern that they cannot predict the weather like they
used to: the weather changes more quickly and in
unexpected ways. Arctic residents recognize that the
climate is inherently variable. However, many indige-
nous observers identify the unpredictable and unsea-
sonable weather of the last decade or so as unprece-
dented. It is true that many factors, such as less fre-
quent time on the land and a tendency to remember
the past in rosier terms than are justified, could
contribute to changing perceptions of weather pre-
dictability even in the absence of actual changes in
weather patterns. Nonetheless, similar observations
have been made independently by many people in all
areas around the Arctic. Such widespread observations
of and concern over increased weather variability
point, at a minimum, to an important and interesting
area for further research, particularly in collaboration
with meteorologists and climatologists. Fox et al.

(in prep) have done the initial work to link indigenous
and scientific observations of weather variability for
one community on Baffin Island. Further investigation
covering a larger region would be useful and desirable.

While increased weather variability clearly stands out as
the most common observation of change across arctic
communities, changes in wind and changes in sea ice are
also important and widespread. The details of both,
however, depend on the location of the observation.

In some communities, residents are concerned about
changes in wind direction, in others wind strength and
the frequency of high winds have changed, and in some
places both trends have been seen. Changes in sea ice are
similarly variable in time and space. Sea ice may be of
the usual thickness but lesser extent in one area in a
given year, and the usual extent but reduced thickness in
a different area or in another year. The common theme is
the prevalence of unusual characteristics and patterns in
winds and sea ice. This leads to another insight from ana-
lyzing indigenous observations, which is the stress on
interconnections between impacts from climate and
environmental changes.

Many of the examples of indigenous perspectives of cli-
mate change presented here illustrate how the impacts
of climate change are connected, interacting to produce
further changes. For example, the Nunavut case study
(section 3.4.5) shows how wind changes in the Baker
Lake area have packed the snow unusually hard, making
igloo building difficult or impossible. When these wind-
driven snow changes interact with the recent unpre-
dictable weather conditions, dangerous situations arise as
travelers are unable to build emergency snow shelters.
The Kotzebue case study (section 3.4.1) offers several
examples of the different and interacting consequences
of change in a single variable in that region.

The climate and environmental changes observed by arc-
tic indigenous peoples produce impacts through their
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interactions with one another, and through the ways in
which they play out in social, political, and cultural con-
texts. Indigenous perceptions of climate change do not
arise in isolation, but are shaped by these contexts as
well as the context of the overall climate change debate.
This is best demonstrated in the case study from the
Kola Peninsula (section 3.4.9). While the Saami of that
region have observed the impacts of climate change and
are concerned about the long-term implications, they
are far more concerned about their immediate economic
and political circumstances. When people are concerned
about making a living and providing food for their fami-
lies, it is not surprising that less immediate concerns do
not rate as highly. In Nunavut, the situation is not as
dire, but people are nonetheless very concerned about
issues such as poverty, housing, and cultural preserva-
tion. Here, too, climate change may not be regarded as a
top priority issue.

The contexts within which indigenous peoples observe,
assess, interact, and respond to the impacts of climate
change are extremely important, especially as individuals
and communities begin to develop ways to adapt to these
changes. Political or economic situations will play a role
in constraining or enabling people to adapt. For example,
Chapter 17 discusses how reindeer herders in Finnmark
are hindered in their ability to deal with icy grazing areas
in the autumn. In the past, herders could move the rein-
deer to other pastures that had not iced over. Owing to
changes in land use and new boundaries, however,
herders are now prevented from moving their herds and
are thus vulnerable to localized freezing events.

Two areas in particular need further development to
enhance the abilities of indigenous peoples to cope with
the impacts of climate change. First, increasing flexibility
and the response options available will allow a broader
array of potential responses. This entails devolving
authority and capacity to more local levels so that people
and communities can choose for themselves the respons-
es that make the most sense in their particular situation,
given the costs and benefits of those responses. Such
responses range from changing regulations concerning
resource use to moving settlements to more favorable
locations. Second, more information about the potential
types of changes that may be seen will help identify par-
ticular areas of vulnerability. The common themes and
concerns in this chapter — increased variability in weath-
er, changes in wind patterns, changes in sea ice and
snow, more freeze-thaw cycles, more and stronger
storms — are topics that are not well addressed in typical
climate models (see Chapter 4). Greater attention to the
climate parameters that affect local people and ecosys-
tems directly will help to identify critical areas for local
and regional action.

These steps can and should flow from the documenta-
tion and presentation of indigenous perspectives on cli-
mate change. Indigenous knowledge and perspectives are
a foundation upon which individuals, communities, and
regions can design responses and take action. Other
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information and expertise are also essential to this
process, and collaborative approaches are thus the most
likely to be effective in identifying and addressing the
challenges and opportunities posed by climate change.
Randall Tetlichi, a Vuntut Gwitchin leader from Old
Crow, Yukon Territory, referred to the need to draw on
scientific and traditional knowledge as the need to “dou-
ble understand” (quoted in Kofinas et al., 2002). For the
peoples of the Arctic, whose future is at stake, having the
ability to make choices and changes is a matter of sur-
vival, to which all available resources must be applied.
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Summary

Increased atmospheric concentrations of greenhouse
gases (GHGs) are very likely to have a larger effect on
climate in the Arctic than anywhere else on the globe.
Physically based, global coupled atmosphere-land-ocean
climate models are used to project possible future cli-
mate change. Given a change in GHG concentrations,
the resulting changes in temperature, precipitation,
seasonality, etc. can be projected. Future emissions of
GHGs and aerosols can be estimated by making assump-
tions about future demographic, socioeconomic, and
technological changes. The Intergovernmental Panel on
Climate Change (IPCC) prepared a set of emissions
scenarios for use in projecting future climate change.
This assessment uses the A2 and B2 emissions scenarios,
which are in the middle of the range of scenarios provid-
ed by the IPCC. Projections from the IPCC climate
models indicate a global mean temperature increase of
1.4 °C by the mid-21st century compared to the present
climate for both the A2 and B2 scenarios (IPCC, 2001).
Toward the end of the century, the global mean temper-
ature increase is projected to be 3.5 °C and 2.5 °C for
the two scenarios, respectively.

Over the Arctic, the ACIA-designated models project a
larger mean temperature increase: for the region north
of 60° N, both emissions scenarios result ina 2.5 °C
increase by the mid-21st century. By the end of the 21st
century, arctic temperature increases are projected to be
7 °Cand 5 °C for the A2 and B2 scenarios, respectively,
compared to the present climate. By then, in the B2
scenario, the models project temperature increases of
around 3 °C for Scandinavia and East Greenland, about
2 °C for Iceland, and up to 5 °C for the Canadian Archi-
pelago and Russian Arctic. The five-model mean warm-
ing over the central Arctic Ocean is greatest in autumn
and winter (up to 9 °C by the late 21st century in the
B2 scenario), as the air temperature reacts strongly to
reduced ice cover and thickness. Average autumn and
winter temperatures are projected to rise by 3 to 5 °C
over most arctic land areas by the end of the 21st centu-
ry. By contrast, summer temperature increases over the
Arctic Ocean are projected to remain below 1 °C
throughout the 21st century. The contrast between
greater projected warming in autumn and winter and
lesser warming in summer also extends to the surround-
ing land areas but is less pronounced there. In summer,
the projected warming over northern Eurasia and north-
ern North America is greater than that over the Arctic
Ocean, while in winter the reverse is projected. All of
the models suggest substantially smaller temperature
increases over the northern North Atlantic sector than in
the other parts of the Arctic.

By the late 21st century, projected precipitation increas-
es in the Arctic range from about 5 to 10% in the
Atlantic sector to as much as 35% in certain high Arctic
locations (for the B2 scenario). As for temperature, the
projected increase in precipitation is generally greatest
in autumn and winter and smallest in summer.
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A slight decrease in pressure in the polar region is pro-
jected for throughout the year. While impact studies
would benefit from projections of wind characteristics
and storm tracks in the Arctic, available analyses in the
literature are insufficient to justify firm conclusions
about possible changes in the 21st century.

The models also project a substantial decrease in snow
and sea-ice cover over most of the Arctic by the end of
the 21st century.

The projected increase in arctic temperatures is
accompanied by large between-model differences

and considerable interdecadal variability. Dividing the
average projected temperature change by the magni—
tude of projected variability suggests that, despite the
large warming projected for the Arctic, the signal-to-
noise ratio is actually lower in the Arctic than in many
other areas.

The Arctic is a region characterized by complex and
insufficiently understood climate processes and feed-
backs, contributing to the challenge that the Arctic poses
from the view of climate modeling. Several weaknesses
of the models related to descriptions of high-latitude
surface processes have been identified, and these are
among the most serious shortcomings of present-day
arctic climate modeling,

Local and regional climate features, such as enhanced
precipitation close to steep mountains, are not well rep-
resented in global climate models due to the limited
horizontal resolution of the models. To describe local
climate, physical modeling or statistically based empiri-
cal links between the large-scale flow and local climate
can be used. Despite rapid developments in arctic
regional climate modeling, the current status of devel-
opments in this field did not allow regional models to
be used as principal tools for the ACIA. Therefore, the
ACIA used projections from coupled global models,
either directly or in combination with statistical down-
scaling techniques.

A model simulation provides one possible climate sce-
nario. This is not a prediction of future climate change,
but a projection based on a prescribed change in the
concentration of atmospheric GHGs. A climate shift can
be caused by natural variability as well as by changes in
GHG concentrations. Natural variability in the Arctic is
large and could mask or amplify a change resulting from
increased atmospheric GHG concentrations. To assess
the relative importance of natural variability versus a
prescribed climate forcing, an ensemble of differently
formulated climate models should be used. For this
assessment, five different models are used to give an
indication of simulation uncertainty versus forced
changes, although greater numbers of simulations would
provide a better estimate of climate change probability
distributions, and perhaps allow the estimation of
changes in the frequency of winter storms, and tempera-
ture and precipitation extremes, etc.
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While the level of uncertainty in climate simulations
can probably be reduced with improved model formula-
tions, it will never be certain that all physical processes
relevant to climate change have been included in a
model simulation. There can still be surprises in the
understanding of climate change. The projections
presented here are based on the best knowledge avail-
able today about climate change; as climate-change
science progresses there will always be new results that
may change the understanding of how the arctic climate
system works.

4.1. Introduction

To assess climate change impacts on societies, ecosys-
tems, and infrastructure, possible changes in physical
climate parameters must first be projected. The physical
climate change projections must in turn be calculated
from changes in external factors that can affect the
physical climate. Examples of such factors include
atmospheric composition, particularly atmospheric con-
centrations of GHGs and aerosols, and land-surface
changes (e.g., deforestation). This chapter describes the
options available to make such projections and their
application to the Arctic. The main empbhasis is on physi-
cally based models of the climate system and the rela-
tionship between global climate change and regional
effects in the Arctic.

Physically based climate models are used to obtain
climate scenarios — plausible representations of future
climate that are consistent with assumptions about
future emissions of GHGs and other pollutants (i.e.,
emissions scenarios) and with present understanding
of the effects of increased atmospheric concentrations
of these components on the climate (IPCC-TGCIA,
1999). Correspondingly, by using a climate change
scenario, the difference between the projected future
climate and the current climate is described. Being
dependent on sets of prior assumptions about future
human activities, demographic and technological
change, and their impact on atmospheric composition,
climate change scenarios are not predictions, but rather
plausible, internally consistent descriptions of possible
future climates.

In addition to physical climate modeling, there are
alternative methods for providing climate scenarios for
use in impact assessments. These include synthetic
scenarios (also referred to as arbitrary or incremental
scenarios) and analogue scenarios. None of the alterna-
tives provide a physically consistent climate change sce-
nario including both atmospheric composition changes
and physically coupled changes in temperature, precipi-
tation, and other climate variables. Nevertheless, due to
their relative simplicity they can be useful and adequate
for some types of impact studies. There are also climate
scenarios that do not fall into any of these categories,
which primarily employ extrapolation of either ongoing
trends in climate, or future regional climate, on the
basis of projected global or hemispheric mean climate

change. A separate group of scenarios is based on
expert judgments. All of the methods have their limita-
tions, but each has some particular advantages (see
Carter et al., 2001; Mearns et al., 2001).

Synthetic scenarios are based on incremental changes in
climatic variables, particularly air temperature (e.g.,
+1, +2, +3 °C) and precipitation (e.g., +5, +10, +15%).
Such scenarios often assume a uniform annual change in
the variables over the region under consideration;
however, some temporal and spatial variability may be
introduced as well. Synthetic scenarios provide a frame-
work for conducting sensitivity studies of potential
impacts of climate change using impact models.

Careful selection of the range and combinations of
changes (e.g., using knowledge based on climate model
projections), can facilitate “guided” sensitivity analysis,
enabling an examination of both the modeled behavior
of a system under a plausible range of climatic condi-
tions and the robustness of impact models applied
under changed and often unprecedented environmental
conditions. Synthetic scenarios can provide a useful
context for understanding and evaluating responses to
more complex scenarios based on climate model out-
puts. Transparency to users and limited computational
resource requirements, which allow examination of a
wide range of potential climate changes (the range is
further increased by the possibility of changing individ-
ual variables independent of one another), are among
the advantages of synthetic scenarios. Their main
disadvantage is the lack of internal consistency in
applying uniform changes over large and highly variable
areas such as the Arctic. Arbitrary changes in different
variables may also lead to inconsistencies in synthetic
scenarios that can limit their applicability and appropri-
ateness. In addition, synthetic scenarios are not directly
related to GHG forcing.

Analogue scenarios of a future climate are of two types:
temporal analogue scenarios, which are based on previ-
ous warm climate conditions (determined either by
instrumental or proxy data), and spatial analogue scenar-
ios, which are based on current climate conditions in
warmer regions. The use of historic instrumental
records is an apparent advantage of the past climate ana-
logues over other approaches. However, the availability
of historic observational data for the Arctic is extremely
limited. Proxy climate data, while representing in some
cases a physically plausible climate different from the
current climate to a degree similar to that of the climate
projected for the 21st century, are also not available for
many locations. The quality of geological records is often
uncertain, and the resolution coarse. Furthermore,

the paleoclimate changes are unlikely to have been driv-
en by an increase in GHG concentrations. Spatial ana-
logues are also unrelated to GHG forcing and are often
physically implausible. The lack of availability of proper
analogues is the major problem for the analogue scenario
approach. The IPCC recommends that analogue scenar-
ios are not used, at least not independently of other
types of scenario (Carter et al., 1994).
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Physical climate models are based on the laws of physics
and discrete numerical representations of these laws that
allow computer simulations. Trenberth (1992) describes
how climate models can be constructed and their under-
lying physical principles. Of the hierarchy of climate
models (Box 4.1), global coupled atmosphere-ocean
general circulation models (AOGCMs) are widely
acknowledged as the principal, and most promising rap-
idly developing tools for simulating the response of the

global climate system to increasing GHG concentrations.

In its Third Assessment Report, the IPCC (2001) con-
cluded that state-of-the-art AOGCMs in existence at the
turn of the century provided “credible simulations of cli-
mate, at least down to subcontinental scales and over
temporal scales from seasonal to decadal”, and as a class
were “suitable tools to provide useful projections of the
future climate” (McAvaney et al., 2001). The IPCC
(2001) identified the following primary sources of
uncertainty in climate scenarios based on AOGCM pro-
jections: uncertainties in future emissions of GHGs and
aerosols (emissions scenarios), and in conversion of the
emissions to atmospheric concentrations and to radiative
forcing of the climate; uncertainties in the global and
regional climate responses to emissions simulated by dif-

Box 4.1. Climate model hierarchy
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ferent AOGCMs; and uncertainties due to inaccurate
representation of regional and local climate. A disadvan-
tage of the AOGCMs as a tool for constructing scenarios
is their high demand for computational resources, which
makes it expensive and time-consuming to carry out cal-
culations for multiple emissions scenarios.

The selection of climate scenarios for impact assess-
ments is always controversial and vulnerable to criticism
(Smith et al., 1998). Mearns et al. (2001) suggested
that, to be useful for impact assessments and policy
makers, climate scenarios should be consistent with
global projections at the regional level (i.e., projected
changes in regional climate may lie outside the range of

lobal mean changes but should be consistent with theo-
ry and model-based results); be physically plausible and
realistic; provide a sufficient number of variables and
appropriate temporal and spatial scales for impact assess-
ments; be representative, reflecting the potential range
of future regional climate change; and be accessible.

Compared to the other methods of constructing climate
change scenarios, only AOGCMs (possibly in combina-
tion with dynamic or statistical downscaling methods)

Climate models have very different levels of complexity with respect to resolution and comprehensiveness.
Available computing resources may limit model complexity for practical reasons, but the scientific question to be
addressed is the main factor determining the required model complexity. Different levels of reduction (or simpli-
fication) create a hierarchy of climate models (McAvaney et al., 2001).

Simple climate models of the energy-balance type, with zero (globally averaged) to two (latitude and height)
spatial dimensions, belong to the lowest level of the hierarchy. Based upon parameters derived from more com-
plex climate models, they are useful in studies of climate sensitivity to a particular process over a wide range of
parameters (e.g., in a preliminary analysis of climate sensitivity to various emissions scenarios, see section 4.4.1).
Simple climate models can also be used as components of integrated assessment models, for example, in analy-
ses of the potential costs of emission reductions or impacts of climate change (see Mearns et al,, 2001).

Earth system models of intermediate complexity (EMICs) bridge the gap between the simple models and the
comprehensive three-dimensional climate models (see Claussen et al., 2002). These models explicitly simulate
interactions between different components of the climate system; however, at least some of the components
have a reduced complexity, potentially limiting their applicability. These models are computationally efficient, allow
for long-term climate simulations measured in thousands and tens of thousands of years, and are primarily used
for studies of particular climate processes and feedbacks that are not believed to be affected by the dynamical

simplifications introduced.

Comprehensive three-dimensional coupled atmosphere-ocean general circulation models (AOGCMs) occupy the
top level of the hierarchy. The term “general circulation” refers to large-scale flow systems in the atmosphere and
oceans, and the associated redistribution of mass and energy in the climate system. General circulation models
(GCMs) simulate the behavior of these systems and the interactions between them and with other components
of the climate system, such as sea ice, the land surface, and the biosphere. Atmosphere-ocean general circulation
models are widely acknowledged as the most sophisticated tool available for global climate simulations, and partic-

ularly for projecting future climate states.

Atmosphere-ocean general circulation models were preceded by far less computationally demanding atmo-
spheric GCMs coupled to simple parameterizations of the upper mixed layer of the ocean (AGCM/OUML),
which still play an important role in studies of processes and feedbacks in the climate system (see also section

4.2.1) and in paleoclimate simulations.
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have the potential to provide spatially and physically con-
sistent estimates of regional climate change due to
increased atmospheric GHG concentrations (IPCC-
TGCIA, 1999). The AOGCM projections are available
for a large number of climate variables, at a variety of
temporal scales, and for regular grid points all over the
world, which should be sufficient for many impact
assessments. Employing an ensemble of different models
increases the representativeness of AOGCM-based
scenarios. When AOGCMs are used to provide the cen-
tral scenarios, they can be combined with other types of
scenarios (e.g., with synthetic scenarios applied at the
regional level, for which the AOGCMs provide a physi-

cally plausible range of climate changes).

For this assessment, five AOGCMs (referred to as the
ACIA-designated models, see section 4.2.7) were
selected for constructing future climate change scenar-
ios for the Arctic (see section 1.4.2). The ACIA-
designated models are drawn from the generation of
climate models evaluated by the IPCC (2001).

This chapter begins with a brief description of the state-
of-the-art in AOGCM development at the time of the
IPCC assessment (section 4.2), followed by an evalua-

tion of the ACIA-designated models’ performance in
simulating the current climate of the Arctic (section
4.3). Projections of future climate change in the Arctic
using the ACIA-designated models are the central focus
of this chapter (section 4.4). An assessment of possible
climate change at scales smaller than subcontinental,
such as the scale considered by the ACIA, requires the
application of a downscaling technique to the AOGCM
output (see Box 4.1). In this assessment, two methods
of downscaling AOGCM projections have been consid-
ered: regional climate modeling (section 4.5), and sta-
tistical downscaling (section 4.6). Finally, section 4.7
presents the outlook for improving AOGCM-based cli-
mate change projections for the Arctic.

4.2. Global coupled atmosphere-ocean
general circulation models

The atmosphere, oceans, land surface, cryosphere, and
associated biology and chemistry form interactively
coupled components of the total climate system.
Climate models are primary tools for the study of
climate, its sensitivity to external and internal forcing
factors, and the mechanisms of climate variability and

While the resolution of AOGCMs used for projections of future climate is rapidly improving, it is still insufficient
to capture the fine-scale structure of climatic variables in many regions of the world that is necessary for impact
assessment studies (Giorgi et al,, 2001; Mearns et al,, 2001). Hence, a number of techniques exist to enhance the
resolution of AOGCM outputs. These techniques fall into three categories:

* High- or variable-resolution stand-alone
AGCM simulations initialized using atmospheric
and land-surface conditions interpolated from
the corresponding AOGCM fields and driven
with the sea surface temperature and sea-ice
distributions projected by the AOGCM.

* High-resolution regional (or limited-area)
climate models (RCMs) restricted to a domain
with simple lateral boundaries, at which they
are driven by outputs from GCMs or larger-
scale RCMs.

* Statistical downscaling methods that are
based on empirically derived relations between
observed large-scale climate variables and local
variables, and which apply these relations to
the large-scale variables simulated by GCMs
(or RCMEs).

Each of the regionalization techniques is character-

ized by its own set of advantages and disadvantages.
Giorgi et al. (2001) provided details on the high- and
variable-resolution AGCMs, while RCMs and statisti-
cal downscaling are discussed in sections 4.5 and 4.6.
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climate L Dynamic dewnscaling
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Fig. 4.1. Schematic illustrating the representation of the earth
system by a coupled atmosphere—ocean general circulation
model. Actual grid size and number of levels may vary.

change. These models attempt to take into account the
various processes important for climate in the atmo-
sphere, the oceans, the land surface, and the cryo-
sphere, as well as the interactions between them (Fig.
4.1). In addition, models are increasingly incorporating
components that describe the role of the biosphere and
chemistry in order to provide a comprehensive descrip-
tion of the total earth system. Because physical process-
es and feedbacks play a key role in the arctic climate
system, this section focuses primarily on the physical
components of climate models. However, land-surface
biology is an important factor in determining the key
thermal and radiative properties of the land surface,
surface hydrology, turbulent heat and gas exchanges,
and other processes. Likewise, the interaction of ocean
biology with physical processes is important for air-sea
gas exchange, including key processes related to cloud
formation such as dimethyl sulfide exchange.

Coupled AOGCMs are made up of component models of
the atmosphere, ocean, cryosphere, and land surface that
are interactively coupled via exchange of data across the
interfaces between them. For example, the ocean compo-
nent is driven by the atmospheric fluxes of heat, momen-
tum, and freshwater simulated by the atmospheric com-
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ponent. These heat and freshwater fluxes are themselves
functions of the sea surface temperatures simulated by
the ocean model. Other driving fluxes for the ocean are
produced by the brine rejection that occurs during sea-
ice formation, freshwater from sea-ice melt, and fresh-
water river discharge at the continental boundaries.

Atmosphere-ocean general circulation models are con-
tinually evolving. The state-of-the-art climate modeling
described in this section refers to the generation of
models from the late 1990s and very early 2000s, and is
close to that evaluated by the IPCC (2001).

4.2.1. Equilibrium and transient response
experiments

Early climate simulations were conducted using atmo-
spheric models coupled to highly simplified representa-
tions of the ocean. In these models, only the upper
ocean was normally represented and then only as a sim-
ple fixed-depth slab of water some tens of meters deep
in which the temperature responded directly to changes
in atmospheric heat fluxes. Such models are still useful
for short sensitivity experiments, such as exploring the
impact of new representations of physical processes on
climate change in experiments in which the concentra-
tion of atmospheric GHGs is instantaneously doubled in
the model atmosphere. These models enable a quick
assessment of the “equilibrium response” of climate to a
given perturbation. The equilibrium response is the
change in climate resulting from a perturbation (e.g.,

a specified increase in effective carbon dioxide (CO,)
concentration) after a period long enough for the cli-
mate to reach an equilibrium state. However, such mod-
els assume that vertical and horizontal heat transports in
the ocean do not change when the climate changes.

Many centers have developed models with full dynamic
deep-ocean components over the past decade. The
dynamic oceans introduce the long timescales (multi-
century to millennia) associated with the equilibration of
the abyssal ocean. Such long timescales are absent in the
models that represent the ocean as a shallow slab of
water. In particular, this development has enabled the
exploration of the “transient response” of climate to
changing concentrations of GHGs, as well as the exami-
nation of many aspects of natural climate variability.

The transient response is the change over time as the
perturbation (e.g., a continuous change in GHG concen-
trations) is applied. In the case of GHG-induced temper-
ature change, the transient response is smaller than the
equilibrium response because the large thermal inertia
of the oceans slows the rate of warming.

4.2.2. Initialization and coupling issues

Owing to embodied feedbacks between ocean and atmo-
sphere, an AOGCM-simulated climate is less constrained
than climates simulated by stand-alone atmospheric or
oceanic general circulation models (GCMs). Upon cou-
pling, an AOGCM-simulated climate typically undergoes
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a so-called coupling shock (fast drift due to imbalances
in the initial conditions between the component models
at the time of coupling) and then, after a close-to-
balance state between the interacting components of the
AOGCM has been achieved, a gradual drift toward the
model’s equilibrium climatic state. The presence of cli-
mate drift, if it is significant, can complicate the study of
a possible climate change signal. For example, large
drifts can potentially distort the behavior of various
feedback processes present in the climate system and,
dependent on the mean state of the model, distort the
calculated climatic response to a given change in forcing,

The climate drift problem can introduce many technical
considerations into the application of AOGCMs. To limit
the influence of climate drift (especially the fast-drift
component), careful initialization of AOGCM:s is very
important. This has led to a relatively wide array of ini-
tialization methods (e.g., Stouffer and Dixon, 1998).
Initialization techniques often include a sequence of runs
of component models separately, and in the coupled
mode the components are constrained by observations at
their interfaces. This makes it possible to reduce the cli-
mate drift and, particularly, the coupling shock.

Until recently, it has been necessary to use so-called
“flux adjustments” (or “flux corrections”, Sausen et al.,
1987) to prevent drift in the climate of the coupled
system that arises from inadequacies in the component
models and in the simulated fluxes at their interfaces.
These adjustments are normally derived as fields of spa-
tially varying “corrections” to the heat and freshwater
fluxes between the atmosphere and ocean components
of the model. They are often derived during a calibration
run of the AOGCM in which the sea surface tempera-
tures and surface salinities are constrained to observed
climatological values of these quantities. The flux adjust-
ments are then applied to succeeding runs of the model
to provide improved simulation of the coupled system.
In some cases, flux adjustments have also been applied to
momentum fluxes. While flux adjustments have not been
applied over land, it has in the past been necessary to
flux-adjust the fields of sea-ice concentration and thick-
ness. A driver in the development of coupled models has
been to improve models to the stage where they can run
without flux adjustments, as is now the case for some
AOGCMs. In the AOGCMs that continue to use this
technique, flux adjustments have become smaller as
models have improved. Interestingly, the IPCC did not
find systematic differences in the simulation of internal
climate variability between flux-adjusted and non-flux
adjusted AOGCMs (McAvaney et al., 2001), thus sup-
porting the use of both types of model in the detection
and attribution of climate change.

4.2.3. Atmospheric components of AOGCMs

The atmospheric component of AOGCMs enables simu-
lation of the evolution with time of the spatial distribu-
tions of the vector wind, temperature, humidity, and
surface pressure. This is done by discretization of the

basic equations governing the behavior of the atmo-
sphere, and implementation of these discretized equa-
tions on an appropriate computer. The equations are
time-stepped forward at intervals that typically vary
from a few minutes to tens of minutes, depending on
the model formulation and resolution, to produce an
evolving simulation of the behavior of the atmospheric
flow and associated temperature, humidity, and surface-
pressure fields.

The model dynamics are usually represented either as
periodic functions defined as the sum of several waves
(spectral models) or on a grid of points (finite-difference
models) covering the globe for various levels of the
atmosphere. Typically, the atmospheric components of
the generation of climate models evaluated by the IPCC
(2001) operated on grids with a horizontal spacing of
200 to 300 km and 10 to 20 vertical levels. Various
schemes are available for the specification of vertical
coordinates (e.g., Kalnay, 2003).

Simulation of some climatic variables in high latitudes
(e.g., atmospheric moisture) using global models pres-
ents certain problems. Finite-difference GCMs require
undesirable filtering operations in order to avoid com-
putational instability when a reasonable time step is
used in regions of converging meridians such as the
Arctic. While polar filtering is not needed in spectral
models, these models produce fictitious negative mois-
ture amounts in the dry high-latitude atmosphere, thus
calling for correction procedures. Both problems are
apparently overcome by the application of semi-
Lagrangian schemes for moisture advection, which are
used in a number of atmospheric general circulation
models (AGCMs). However, in semi-Lagrangian
schemes, the advantages of large time steps and the
absence of spurious negative moisture values are par-
tially offset by the lack of exact moisture conservation.
New schemes have recently started to appear that com-
bine the semi-Lagrangian approach with mass conserva-
tion (e.g., Zubov et al., 1999), but have other disadvan-
tages. Hopes for improved climate simulations of the
polar regions are also associated with spherical geodesic
grids, which allow for approximately uniform discret-
ization of the sphere. Such grids are already used in
some global numerical weather-prediction models
(Majewski et al., 2002).

A key issue is the simulation of the basic physical
processes that take place in the atmosphere and deter-
mine many of the feedbacks for climate variability and
change. Examples include the representation of clouds
and radiation; dry and moist convective processes;

the formation of precipitation and its deposition on the
surface as rain or snow; the interactions between the
atmosphere and the land-surface orography (including
the drag on the atmosphere caused by breaking gravity
waves); and atmospheric boundary-layer processes and
their interaction with the surface. Because these process-
es take place on scales much smaller than the model
grid, they must be represented in terms of the large-
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scale variables in the model (vector wind, temperature,
humidity, and surface pressure). Key atmospheric
processes from an arctic surface climate perspective
include the representations of the planetary boundary
layer, clouds, and radiation.

Energy, momentum, and moisture from the free tropo-
sphere are transferred via the atmospheric boundary layer
(ABL) to the surface and vice versa. Atmospheric general
circulation models have difficulty with the proper repre-
sentation of turbulent mixing processes in general, which
has implications for the representation of boundary-layer
clouds (IPCC, 2001). The ABL in the Arctic differs signif-
icantly from its mid-latitude counterpart, so parameter-
izations based on mid-latitude observations tend to
perform poorly in the Arctic. Parameterizations of the
surface fluxes are usually based on the Monin-Obukhov
similarity theory. These parameterizations work reason-
ably well for cases where the vertical stratification of the
atmosphere is weakly stable, but simulate surface fluxes
of momentum, heat, and water vapor that are too small
in the very stable stratified conditions (Poulus and Burns,
2003) common in the high Arctic. In the very stable
cases, turbulence may not be stationary, local, and
continuous (Mahrt, 1998) — assumptions used in ABL
parameterizations of surface fluxes. In addition, vertical
resolution is a critical issue because the very thin stable
surface layer is usually shallower than the first vertical
model layer. Deviations from observations in the ABL
during winter, found in simulations with a regional cli-
mate model for the Arctic (section 4.5.1), indicate the
necessity of improvements in the atmospheric parameter-
ization that better describe the vertical stratification and
atmosphere—surface energy exchange (Dethloff et al.,
2001). The mean monthly turbulent heat-flux distribu-
tion at the surface strongly depends on different ABL
parameterizations and leads to different spatial distribu-
tions of temperature, wind, moisture, and other variables
throughout the arctic atmosphere. The greatest changes
are found in the ABL above the sea-ice edge in January.

Model resolution, both horizontal and vertical, is a
problem in simulating the arctic ABL. The vertical dis-
cretization of current AGCMs cannot resolve the large
temperature gradients and inversions that exist in the
arctic ABL. Insufficient resolution gives rise to sensible
heat fluxes in the models that tend to be too large.
However, simply increasing the resolution will not solve
the problem. Even if the very stable ABL can be simu-
lated in finer detail, the fundamental problem of cur-
rent theories predicting turbulent fluxes that are too
small will still remain.

Specific cloud types observed in the arctic ABL present a
serious challenge for atmospheric models. Parameter-
izing low-level arctic clouds is particularly difficult
because of complex radiative and turbulent interactions

with the surface (e.g., Randall et al., 1998).

The atmospheric components of AOGCMs usually focus
on representation of tropospheric processes and the
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effects of stratospheric processes on the troposphere,
while their descriptions of stratospheric processes are
less satisfactory. For example, the insufficient vertical
resolution in the stratosphere (as compared to that in the
troposphere) prevents the atmospheric components of
AOGCMs from properly representing important strato-
spheric phenomena, such as the quasi-biennial oscillation
and sudden stratospheric temperature increases

(Takahashi, 1999).

Current AOGCMs generally do not include interactive
atmospheric chemistry models (Austin et al., 2003).
Most of the atmospheric photochemical processes are
therefore simulated with chemical transport models
(CTMs) that use atmospheric wind velocities and tem-
perature prescribed either from observational data or
from GCM simulations. In the latter case, CTMs can be
used to project the evolution of the atmospheric con-
tent of ozone, other radiatively active gases (e.g.,
methane and nitrous oxide), and aerosols (Austin et al.,
2003; WMO, 2003). Projections of the distributions of
tropospheric ozone and aerosols (sulfates, soot, sea salt,
and mineral dust collectively known as “arctic haze”) are
particularly important to climate change projections

(IPCC, 2001).

4.2.4. Ocean components of AOGCMs

The oceanic component in AOGCMs has improved sub-
stantially over the past decade. These models now
include representation of the full dynamics and thermo-
dynamics of the global ocean basins and allow simula-
tion of the full three-dimensional current, temperature,
and salinity structure of the ocean and its evolution.
Important physical processes are associated with the
upper-ocean mixed layer and diffusive processes in the
ocean. The freezing, melting, and dynamics of sea ice
and ice—ocean interactions are also taken into account.
Until recently, because of limitations in available com-
puting power, AOGCMs typically had similar horizontal
resolution in the ocean and atmospheric components.
Such ocean models poorly represent the large-scale
ocean current structure, not only because of the lack of
resolution of narrow boundary currents such as the
Gulf Stream and the Kuroshio, but also because of the
high viscosity coefficients necessary for computational
stability (e.g., Bryan et al., 1975). However, as available
computing power has increased, the resolution of the
ocean component of AOGCMs has increased to roughly
one degree of latitude and longitude. Although this res-
olution does not allow explicit representation of ocean
eddies (a resolution of one-third of a degree is consid-
ered “eddy permitting”, and one-ninth of a degree or
better, “eddy-resolving”), it does result in a much-
improved representation of ocean current structure.

The Arctic Ocean has always been and still remains one
of the weak spots in AOGCMs. This is partly due to
specific numerical problems such as the singularity of
the longitude-latitude spherical coordinates (converging
meridians) at the North Pole (see Randall et al., 1998).
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Until recently, filtering, or even inserting an artificial
island at the North Pole, have been among the usual,
but undesirable, ways to overcome the pole problem.
Rotating grids or introducing alternative grids, for
example, geodesic grids providing approximately uni-
form discretization of the sphere (e.g., Sadourny et al.,
1968) or using curvilinear generalized coordinates
(Murray, 1996), are now being pursued in order to
eliminate the converging meridian problem. Such fea-
tures are now starting to appear in oceanic components
of AOGCMs (e.g., Furevik et al., 2003). However, a
greater challenge is insufficient understanding of some
phenomena related to the general circulation of the
Arctic Ocean and subarctic seas. In particular, improve-
ment is needed in representing ocean/atmosphere/
sea-ice interaction processes in order to better evaluate
their importance within the context of natural variabili-
ty and anthropogenically forced change in the climate
system. A particular problem for the oceanic compo-
nent of AOGCMs is the treatment of air—ice—ocean
interactions and water-mass formation (creation of
water bodies with a homogenous distribution of tem-
perature and salinity) over the shallow continental
shelves, which requires adequate resolution of shallow
water layers, water-mass formation and mixing process-
es, continental runoff, and ice processes.

4.2.5. Land-surface components of AOGCMs

The land-surface components of climate models include
representation of the thermal and soil-moisture storage
properties of the land surface through modeling of its
upper layers. Key properties include surface roughness
and albedo, which are normally specified from global
datasets, although models with interactive land-surface
properties are now being developed.

Possible changes in vegetation and the effects that these
changes may have on future climate are not often taken
into account in climate change projections. These effects
may be substantial and would be manifested in the local
fluxes of water, heat, and momentum controlled by sur-
face roughness, albedo, and surface moisture. The arctic
land types have special features that are not well repre-
sented in the present generation of climate models
(Harding et al., 2001). This is particularly true for winter
conditions where snow distribution and its interaction
with vegetation are poorly understood and modeled.

The discharge of river water to the ocean, especially to
the Arctic Ocean whose freshwater budget is much
more influenced by terrestrial water influx than are the
budgets of other oceans, is of potential importance to
climate change. The land-surface components of
AOGCMs usually include river-routing schemes, in
which the land surface is represented as a set of water-
sheds draining the runoff (integrated over their territo-
ries at each time step) into the grid boxes of the ocean
model closest to the grid points specified as river
mouths in the land-surface model. Such schemes are
able to provide reasonable annual means of the dis-

charge, but shift and sharpen its seasonal cycle,
especially for the Arctic Ocean terrestrial watersheds
with their high seasonality of discharge. More compre-
hensive river-routing schemes (e.g., Hagemann and
Diimenil, 1998), allowing for simulations of horizontal
transport of the runoff within model watersheds, are
usually not used interactively in AOGCMs.

4.2.6. Cryospheric components of AOGCMs

Snow cover and sea ice are the two primary elements of
the cryosphere represented interactively in AOGCMs,
although some models now incorporate explicit para-
meterizations of permafrost processes. The large ice
sheets are represented, although non-interactively, by
land-surface topography and surface albedo (typically
fixed at a value of around 0.8). Likewise, there is usually
no explicit representation of glaciers.

The insulating effects and change in surface albedo due
to snow cover are of particular importance for climate
change projections. AOGCMs demonstrate varying
degrees of sophistication in their snow parameterization
schemes. For example, some can represent snow density,
liquid water storage, and wind-blown snow (see Stocker
etal., 2001). Advanced albedo schemes incorporate
dependencies on snow age or temperature. However, a
major uncertainty exists regarding the ability of
AOGCMs to simulate terrestrial snow cover (McAvaney
etal., 2001; see also section 6.4), particularly its albedo
effects and the masking effects of vegetation that are
potentially important in determining the surface energy
budget (see section 7.5).

Sea-ice components of AOGCMs usually include para-
meterizations of the accumulation and melting of snow
on the ice, and thermodynamic energy transfers between
the ocean and atmosphere through the ice and snow.
Most of the AOGCMs evaluated by the IPCC (2001)
employed simplistic parameterizations of sea ice. Recent
advances in stand-alone sea-ice modeling, including
those in modeling sea-ice thermodynamics (e.g., intro-
ducing the effects of subgrid-scale parameterizations
with multiple thickness categories — the so-called “ice-
thickness distribution”), are now being incorporated into
AOGCMs. However, understanding is still insufficient
for treating some atrnosphereficefocean interaction
issues (e.g., heat distribution between concurrent lateral
and vertical ice melt or accumulation). The primary dif-
ferences among the various representations relate to
treatment of internal stresses in calculating sea-ice
model dynamics. An evaluation of the different treat-
ment of sea-ice rheologies (relationships between inter-
nal stresses and deformation) was the core task for the
Sea-Ice Model Intercomparison Project (SIMIP) initiated
in the late 1990s. Having considered a hierarchy of
stand-alone sea-ice models with different dynamic para-
meterizations, SIMIP found the viscous-plastic rheology
to provide the best simulation results and adopted it as a
starting point for further optimizations (Lemke et al.,
1997). Other developments, including the elastic-
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viscous-plastic rheology (Hunke and Dukowicz, 1997),
are helpful in achieving high computational efficiency.
However mature the status of stand-alone sea-ice
dynamics modeling, some AOGCMs still employ a sim-
ple, so-called “free drift” scheme that only allows ice to
be advected with ocean currents. There is a large range
in the ability of AOGCMs to simulate the position of the
ice edge and its seasonal cycle (McAvaney et al., 2001).
However, there is no obvious connection between the
fidelity of simulated ice extent and the inclusion of an
ice-dynamics scheme. This is apparently due to the addi-
tional impact of simulated wind-field errors (e.g., Bitz et
al., 2002; Walsh et al., 2002), which may offset
improvements from the inclusion of more realistic ice
dynamics. Conversely, the importance of improved sea-
ice dynamics and thermodynamics has become apparent,
and the AOGCM community is responding by including
more sophisticated treatments of sea-ice physics.

4.2.7. AOGCMs selected for the ACIA

Selecting AOGCM simulation results to be used in an
impact assessment is not a trivial task, given the variety
of models. The IPCC (McAvaney et al., 2001) concluded
that the varying sets of strengths and weaknesses that
AOGCMs display means that, at this time, no single
model can be considered “best” and it is important to
utilize results from a range of coupled models in assess-
ment studies. The choice of AOGCMs for this assess-

Box 4.2. Model intercomparison projects

Arctic Climate Impact Assessment

ment used the criteria suggested by Smith et al. (1998):
vintage, resolution, validity, representativeness of
results, and accessibility of the model outputs.

While models do not necessarily improve with time,
later versions (often with higher resolution) are usually
preferred to earlier ones. An important criterion for
selecting an AOGCM to be used in constructing regional
climate scenarios is its validity as evaluated by analyses of
its performance in simulating present-day and past cli-
mates (the evolution of 20th century climate in particu-
lar). The validity is evaluated by comparing the model
output with observed climate, and with output from
other models for the region of interest and larger scales,
to determine the ability of the model to simulate large-
scale circulation patterns. Well-established systematic
comparisons of this type are provided by international
model intercomparison projects (MIPs, see Box 4.2).
Finally, when several AOGCM:s are to be selected for use
in an impact assessment, the model results should span a
representative range of changes in key variables in the
region under consideration.

Section 1.4.2 provides details of the procedure for
selecting AOGCMs for the ACIA. Initially, a set of the
most recent and comprehensive AOGCMs whose out-
puts were available from the IPCC Data Distribution
Center was chosen. This set was later reduced to five
AOGCMs (two European and three North American),

Model intercomparison projects (MIPs) allow comparison of the ability of different models to simulate current
and perturbed climates, in order to identify common deficiencies in the models and thus to stimulate further
investigation into possible causes of the deficiencies (Boer, 2000a,b). This is currently the only way to increase the
credibility of future climate projections. Participation in MIPs is an important prerequisite for an AOGCM to be
employed in constructing climate scenarios (e.g., for the ACIA).

In MIPs, models of the same class (AOGCMs, stand-alone AGCMs or oceanic GCMs, RCMs) are run for the same
period using the same forcings. Typically, diagnostic subprojects are established that concentrate upon analyses of
specific variables, phenomena, or regions. Occasionally, experimental subprojects are initiated, aimed mainly at

answering questions related to model sensitivity.

Of the many international MIPs conducted in the past decade, two are of primary importance for the ACIA: the
Atmospheric Model Intercomparison Project (AMIP: Gates, 1992; Gates et al., 1998), and the Coupled Model
Intercomparison Project (CMIP: Meehl et al,, 2000). Both included subprojects devoted specifically to model per-
formance at high latitudes among their numerous diagnostic subprojects.

Thirty AGCMs were included in the second phase of the AMIP (AMIP-Il, concluded in 2002). All of these were
forced with the same sea surface temperatures (SSTs) and sea-ice extents prescribed from observations, and a
set of constants, including GHG concentrations. The AMIP-Il simulations span the period from 1979 to 1996. AMIP
findings related to AGCM performance in the Arctic have been reported since the early 1990s (e.g, Bitz et al,
2002; Frei et al, 2003a; Kattsov et al,, 1998, 2000; Tao et al., 1996; Walsh et al., 1998, 2002). Coupled Model
Intercomparison Project experiments belong to the class of idealized (e.g., 1% per year increase in CO,) transient
experiments with AOGCMs. Riisdnen (2001) discussed some results of the second phase of the CMIP (CMIP2)

related to the Arctic (see also section 4.4.5).

The Climate of the 20th Century project was initiated in order to determine to what extent stand-alone AGCMs
are able to simulate observed climate variations of the 20th century against a background of natural variability
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primarily due to the accessibility of model output, as
well as storage and network limitations. By the initial
phase of the ACIA, at least one Special Report on
Emissions Scenarios (SRES: Naki¢enovi¢ and Swart,
2000) B2 simulation (see section 4.4.1) extending to
2100 had been generated by each of the ACIA-
designated models. All of the models are well docu-
mented, participate in major international MIPs, and
have had their pre-SRES simulations (see Box 4.2) ana-
lyzed for the Arctic and the results published (e.g.,
Walsh et al., 2002). The five ACIA-designated models
listed in Table 4.1, together with information on their
formulations, provided the core data for constructing
the ACIA climate change scenarios.

4.2.8. Summary

Atmosphere-ocean general circulation models are wide-
ly acknowledged to be the primary tool for projecting
future climate. As understanding of the earth’s climate
system increases and computers become more sophisti-
cated, the scope of processes and feedbacks simulated
by AOGCMs is steadily increasing. In addition to repre-
senting the general circulation of the atmosphere and
the ocean, the AOGCMs include interactive compo-
nents representing the land surface and cryosphere.
The biosphere and the carbon and sulfur cycle compo-
nents of AOGCMs are evolving, while the atmospheric
chemistry component is currently being developed off-

line. The ability to increase confidence in model projec-
tions of arctic climate is limited by the need for further
advances in the representation of the arctic climate sys-
tem in the AOGCMs (see section 4.7).

4.3. Simulation of observed arctic climate
with the ACIA—designated models

Model-based scenarios of future climate are only credible
if the models simulate the observed climate (present-day
and past) realistically — both globally and in the region of
interest. While an accurate simulation of the present-day
climate does not guarantee a realistic sensitivity to an
external forcing (e.g., higher GHG concentrations), a
grossly biased present-day simulation may lead to weak-
ening or elimination of key feedbacks in a simulation of
change, or conversely may cause key feedbacks to be
exaggerated. The ability of the models to reproduce cli-
mate states in the past — under external forcings differing
from those at present — can therefore help to add to the
credibility of their future climate projections.

Boer (2000a) distinguishes three major categories of
model evaluation: the morphology of climate, including
spatial distributions and structures of means, variances,
and other statistics of climate variables; budgets, bal-
ances, and cycles in the climate system; and process
studies of climate. A comprehensive assessment of recent
AOGCM simulations of observed global climate is pro-

(Folland et al., 2002). In this MIP the AGCMs are forced with observed SSTs and sea-ice extents and prescribed
changes in radiative forcing (GHGs, trace gases, stratospheric and tropospheric ozone, direct and indirect effects
of sulfate aerosols, solar variations, and volcanic aerosols).

The outputs of models archived at the IPCC Data Distribution Center provide an additional opportunity for
AOGCM intercomparison (IPCC-TGCIA, 1999).The archived outputs have a limited set of variables, but include
at least two scenarios (A2 and B2) from the IPCC Special Report on Emissions Scenarios (SRES: Naki¢enovi¢ and
Swart, 2000) and at least two pre-SRES (IS92a) emissions scenarios (GHGs only and GHGs plus sulfate aerosols).
The simulation results that are available usually span the 20th and 2 |st centuries. The selection of these AOGCMs
by the IPCC for use in its Third Assessment Report (IPCC, 2001) was an indication that these models provide the
most viable basis for climate change assessment.

The foci of the Arctic Regional Climate Model Intercomparison Project (ARCMIP) include the surface energy bal-
ance over ocean and land, clouds and precipitation processes, stable planetary boundary layer turbulence, ice-
albedo feedback, and sea-ice processes (Curry J.and Lynch, 2002; see also section 4.5.1). Another international
effort — the Arctic Ocean Model Intercomparison Project (AOMIP) — aims to identify strengths and weaknesses in
Arctic Ocean models using realistic forcing (Proshutinsky et al,, 2001; see also section 4.5.2). The major goals of the
project are to examine the ability of Arctic Ocean models to simulate variability at seasonal to decadal scales, and
to qualitatively and quantitatively understand the behavior of the Arctic Ocean under changing climate forcing.

Other GCM MIPs of relevance to the ACIA include the Ocean Model Intercomparison Project (WCRP 2002),
which is designed to stimulate the development of ocean models for climate research, and the Paleoclimate
Modeling Intercomparison Project (Braconnot, 2000), which compares AGCM/OUML models (see Box 4.1) and
AOGCMs in simulations of paleoclimate conditions during periods that were significantly different from the
present-day climate. There are also a number of MIPs devoted to intercomparison of specific parameterizations
employed in GCMs, including the Sea-Ice Model Intercomparison Project (Lemke et al,, 1997), the Snow Models
Intercomparison Project (Etchevers et al,, 2002), and polar clouds (IGPO, 2000).
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Table 4.1. Key features of the ACIA-designated AOGCMs.

Arctic Climate Impact Assessment

Atmospheric Ocean Land-surface Sea-ice Flux Primary
resolution? resolution® scheme® model? adjustment® reference
CGCM2
Canadian Centre for Climate T32 (3.8° x 3.8°) 1.8° x 1.8° M, BB, F, R TR HW Flato and Boer,
Modelling and Analysis, Canada LIO L29 2001
CSM_1.4
National Center for Atmospheric T42 (2.8° x 2.8°) 2.0° x 2.4° C,F TR - Boville et al.,
Research, United States LI8 L45 2001
ECHAM4/OPYC3
Max-Planck Institute for T42 (2.8° x 2.8°) 2.8° x 2.8° M, BB, R TR H* W* Roeckner et al.,
Meteorology, Germany LI9 LIl 1996
GFDL-R30_c
Geophysical Fluid Dynamics R30 (2.25° x 3.75°) 2.25° x 1.875° B,R TF HW Delworth et al,,
Laboratory, United States LI4 LI8 2002
HadCM3
Hadley Centre for Climate Prediction 2.5° x 3.75° 1.25° x 1.25° C,ER TF - Gordon et al.,
and Research, United Kingdom LI9 L20 2000

2Horizontal resolution is expressed either as degrees latitude by longitude or as a spectral truncation (either triangular (T) or rhomboidal (R)) with a rough translation to
degrees latitude and longitude. Vertical resolution (L) is the number of vertical levels; "(Horizontal resolution is expressed as degrees latitude by longitude, while vertical
resolution (L) is the number of vertical levels; “B=standard bucket hydrology scheme (single-layer reservoir of soil moisture which changes with the combined action of
precipitation (snowmelt) and evaporation, and produces runoff when the water content reaches the prescribed maximum value); BB=modified bucket scheme with spatial-
ly varying soil moisture capacity and/or surface resistance; M=multilayer temperature scheme; C=complex land-surface scheme usually including multiple soil layers for
temperature and moisture, and an explicit representation of canopy processes; F=soil freezing processes included; R=river routing of the discharge to the ocean (land sur-
face is represented as a set of river drainage basins); 9T=thermodynamic ice model; F="free drift” dynamics; R=ice rheology included; °H=heat flux; W=freshwater flux;

asterisks indicate annual mean flux adjustment only.

vided by McAvaney et al. (2001), who, in particular,
regarded as well-established the ability of the AOGCMs
“to provide credible simulations of both the annual mean
climate and the climatological seasonal cycle over broad
continental scales for most variables of interest for cli-
mate change”. In this context, clouds and humidity were
mentioned as major sources of uncertainty, in spite of
incremental improvements in their modeling,

In this section, the first two categories of model evalua-
tion (Boer, 2000a) are addressed for the five ACIA-
designated AOGCM simulations of the observed arctic
climate. The primary focus is on the evaluation of repre-
sentations of surface air temperature and precipitation as
reproduced by the AOGCMs for the ACIA climatological
baseline period (1981-2000). The evaluation of individ-
ual ACIA-designated model simulations compared to his-
torical data is also considered.

In most cases, the area between 60° and 90° N is used as
a reference region for model evaluation. In some cases,
however, smaller areas are used for consistency with
observational data (e.g., precipitation, see section
4.3.1). In cases where a variable was missing from one
of the five model outputs, a subset of four models was
evaluated for that variable.

4.3.1. Observational data and reanalyses
for model evaluation

A considerable number of datasets are available for the
Arctic, including remotely sensed and in situ data, obser-
vations from the arctic buoy program, historical data,
and field experiments (see section 2.6). However, for

evaluation of three-dimensional AOGCMs, observational
data readily available at regularly spaced grid points are
the most useful. In situ observations are not representa-
tive of conditions covering an area the size of an average
model grid box, thus a comprehensive analysis is
required to match model simulations and observations.

A good opportunity for model evaluation is provided by
reanalyses employing numerical weather prediction
models to convert irregularly spaced observational data
into complete global, gridded, and temporally homo-
geneous data (presently available for periods of several
decades). Reanalyses include both observed (assimilated)
variables (e.g., temperature, geopotential height) and
derived fields (e.g., precipitation, cloudiness). For some
of the derived fields, direct observations are non-
existent (e.g., evaporation). The quality of a reanalysis is
not the same for different variables; it may also vary
regionally for the same variable, depending on the avail-
ability of observations. In areas where observations are
sparse, each reanalysis primarily represents the quality of
the model’s simulation. For variables that are not
observed, the reanalysis may not be realistic. Errors in a
model’s physical parameterizations can also adversely
affect the reanalysis. However, despite these problems,
reanalyses provide the best gridded, self-consistent
datasets available for model evaluation.

It is worthwhile noting that direct point-to-point and
time-step-to-time-step comparison of a climate GCM
output against observations, reanalyses, or another cli-
mate model simulation is not methodologically correct.
Only spatial and temporal statistics can be used for the
evaluation. For state-of-the-art AOGCMs, spatial aver-
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Fig. 4.2. Seasonal and annual mean differences in surface air temperature (a) between the NCEP/NCAR reanalysis and the CRU
dataset for the period 1961 to 1990 and (b) between the NCEP/NCAR and the ECMWVF reanalyses for the period 1979 to 1993.

ages should be at subcontinental or greater scales, such
as the Arctic Ocean; the four ACIA regions (see section
1.1) including their marine parts; or the watersheds of
major rivers.

Observational data for validating AOGCM performance
in the Arctic (particularly the central Arctic) are charac-
terized by a comparatively high level of uncertainty.
Because of the sparsity of direct observations, even the
temperature climatology in the Arctic is imperfectly
known. Model-simulated surface air temperature and
atmospheric pressure have primarily been compared
with the National Centers for Environmental
Prediction/National Center for Atmospheric Research
(NCEP/NCAR) reanalysis (Kistler et al., 2001). To esti-
mate the accuracy of the NCEP/NCAR reanalysis, its
pattern of surface air temperatures was compared
against two other datasets (Fig. 4.2). The first, compiled
at the Climatic Research Unit (CRU), University of
East Anglia (New et al., 1999, 2000), is based on the
interpolation of weather station observations. It is
therefore expected to be accurate where the station
density is sufficient, but it covers only land areas. The
second dataset used for comparison is the European
Centre for Medium-Range Weather Forecasts
(ECMWEF) reanalysis (ERA-15; Gibson et al., 1997).
Neither of the two reanalyses should be considered as
“truth” but their differences provide some information
about the probable magnitude of errors in them. The
ECMWE reanalysis is only available for the period since
1979; the difference between the ECMWF and NCEP/

NCAR reanalyses shown in Fig. 4.2 was calculated for
the overlapping interval (1979-1993).

The differences between the NCEP/NCAR reanalysis
and the CR