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Preface

�is assessment report presents the results of the 2015 AMAP 
Assessment of Methane as an Arctic climate forcer. �is is the 
first AMAP assessment dealing with this issue and complements 
a second assessment of black carbon and tropospheric ozone 
as Arctic climate forcers. 

�e Arctic Monitoring and Assessment Programme (AMAP) is 
a group working under the Arctic Council. �e Arctic Council 
Ministers have requested AMAP to:
 • produce integrated assessment reports on the status and 

trends of the conditions of the Arctic ecosystems;
 • identify possible causes for the changing conditions;
 • detect emerging problems, their possible causes, and the 

potential risk to Arctic ecosystems including indigenous 
peoples and other Arctic residents; and to

 • recommend actions required to reduce risks to Arctic 
ecosystems.

�is report provides the accessible scientific basis and validation 
for the statements and recommendations made in the Summary 
for Policy-makers: Arctic Climate Issues  reporti that was 
delivered to Arctic Council Ministers at their meeting in Iqaluit, 
Canada in April . It is also the basis for a related AMAP 
State of the Arctic Environment report Arctic Climate Issues 
: Overviewii . It includes extensive background data and 
references to the scientific literature, and details the sources 
for figures reproduced in the overview report. Whereas the 
Summary for Policy-makers report contains recommendations 
that focus mainly on policy-relevant actions concerned with 
addressing short-lived climate forcers, the conclusions and 
recommendations presented in this report also cover issues of 
a more scientific nature, such as proposals for filling gaps in 
knowledge, and recommendations relevant to future monitoring 
and research work.

�is assessment of methane as an Arctic climate forcer was 
conducted between 2012 and 2014 by an international group of 
over 40 experts. Lead authors were selected based on an open 
nomination process coordinated by AMAP. A similar process 
was used to select international experts who independently 
reviewed this report.

Information contained in this report is fully referenced and 
based first and foremost on peer-reviewed and published 
results of research and monitoring undertaken since 2010. 
It also incorporates some new (unpublished) information 
from monitoring and research conducted according to well-
established and documented national and international 
standards and quality assurance/quality control protocols.  Care 
has been taken to ensure that no critical probability statements 
are based on non-peer-reviewed materials. 

Access to reliable and up-to-date information is essential for 
the development of science-based decision-making regarding 
ongoing changes in the Arctic and their global implications. 

�e methane assessment summary reportsi, ii have therefore 
been developed specifically for policy-makers, summarizing the 
main findings of the assessment. �e methane assessment lead 
authors have confirmed that both this report and its derivative 
products accurately and fully reflect their scientific assessment. 
�e methane assessment reports are freely available from the 
AMAP Secretariat and on the AMAP website: www.amap.no, 
and their use for educational purposes is encouraged.

AMAP would like to express its appreciation to all experts who 
have contributed their time, efforts and data, in particular the 
lead authors who coordinated the production of this report. 
�anks are also due to the reviewers who contributed to the 
methane assessment peer-review process and provided valuable 
comments that helped to ensure the quality of the report. A list 
of contributors is included in the acknowledgements at the 
start of this report and lead authors are identified at the start of 
each chapter. �e acknowledgements list is not comprehensive. 
Specifically, it does not include the many national institutes, 
laboratories and organizations, and their staff, which have been 
involved in various countries in methane-related monitoring 
and research. Apologies, and no lesser thanks are given to any 
individuals unintentionally omitted from the list.

�e support from the Arctic countries and non-Arctic countries 
implementing research and monitoring in the Arctic is vital to 
the success of AMAP. �e AMAP work is essentially based on 
ongoing activities within these countries, and the countries that 
provide the necessary support for most of the experts involved in 
the preparation of the AMAP assessments. In particular, AMAP 
would like to acknowledge Canada and the United States for 
taking the lead country role in this assessment and thank Canada, 
Norway and the Nordic Council of Ministers for their financial 
support to the methane assessment work.

�e AMAP Working Group is pleased to present its assessment 
to the Arctic Council and the international science community.

Marjorie Shepherd (Methane Assessment Co-lead, Canada)

J. Michael Kuperberg (Methane Assessment Co-lead, USA)

Morten Olsen (AMAP Chair, April 2015)
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1. Introduction

A: E B, M K, M S

1.1 Background

�is chapter sets out the context and motivation for undertaking 
this assessment of methane and the Arctic climate, and provides 
a guide for readers to the chapters that follow. �e overarching 
context for this assessment is the concern of Arctic nations for 
the consequences of the large and rapid changes in regional 
climate that are already underway – evident in observational 
records and projected to continue. �is concern has resulted 
in two major assessments of Arctic climate change under the 
auspices of Arctic Council: �e Arctic Climate Impact Assessment 
(ACIA 2005) and Snow, Water, Ice and Permafrost in the Arctic 
(SWIPA): Climate Change and the Cryosphere (AMAP 2011a). 
�ese assessments documented the widespread changes already 
occurring across the physical landscapes and ecosystems of 
the Arctic, and highlighted risks associated with the projected 
continuation and potential acceleration of observed changes 
if anthropogenic drivers of Arctic warming continue. An 
anthropogenic contribution to Arctic warming over the 
last 50 years has been established (Bindoff et al. 2013) and 
future scenarios of Arctic and global climate change generally 
assume additional emissions of anthropogenic greenhouse 
gases, although these emissions vary in timing and magnitude 
across scenarios. �e challenges that future climate-related risks 
present to people living in the Arctic were also comprehensively 
described in the aforementioned Arctic assessment reports. 

Reducing the rate and magnitude of Arctic warming during 
this century will require global comprehensive strategies to 
address the suite of greenhouse gases and other substances 
driving anthropogenic climate change. As is clear from Fig. 1.1 
(Collins et al. 2013), carbon dioxide will dominate radiative 
forcing under a range of future scenarios, as it does currently, 
accounting for about 80–90% of total anthropogenic forcing 
in the year 2100. Carbon dioxide is the main persistent (long-
lived1) greenhouse gas contributing to anthropogenic climate 
change and it is now well established that total cumulative 
emissions of carbon dioxide are the main determinant of long-
term global warming (Collins et al. 2013). �erefore, reducing 
emissions of carbon dioxide is the backbone of any meaningful 
effort to limit global and Arctic warming. However, emissions 
of other substances also contribute substantially to present-day 
radiative forcing and as long as such emissions continue, these 
substances will continue to contribute to total radiative forcing 
and thus to global warming and associated climate changes 
(Fig. 1.1). Comprehensive climate-change mitigation would 
encompass strategies to reduce emissions of all climate forcing 
agents. Any ongoing anthropogenic methane emissions, for 
example, would elevate climate warming above that induced 

by carbon dioxide alone. Reducing emissions of methane (with 
an atmospheric lifetime of about a decade; see Ch. 2) and other 
substances with shorter atmospheric lifetimes than carbon 
dioxide (e.g. from days to decades) provides an opportunity 
to reduce radiative forcing in the near term (i.e. in the years 
immediately following the reduction in emissions) since 
atmospheric concentrations of short-lived substances can 
be lowered more quickly through emission reductions. �e 
timescale of the response, in terms of lowering atmospheric 
concentrations, is dependent on the atmospheric lifetime of 
the particular substance (see Ch. 2). Indeed, it has already been 
shown that reducing emissions of methane and black carbon 
can help reduce projected global and Arctic warming in the 
near term (UNEP and WMO 2011; Shindell et al. 2012) and this 
work provided a foundation for the Arctic Council to initiate 
some targeted work directed towards understanding the role of 
short-lived climate forcers in Arctic climate and the potential 
benefits of mitigating such substances.

The Arctic Council, through its Arctic Monitoring and 
Assessment Programme (AMAP) working group, has 
undertaken scientific work directed at understanding the 
role of short-lived climate forcers in Arctic climate change, 
targeting black carbon, ozone and methane for focused study2. 
It is in this context that the Short-Lived Climate Forcers Expert 
Group on Methane (henceforth referred to as the Methane 
Expert Group) was established and tasked by AMAP to provide 
scientific information to inform methane mitigation planning 
by Arctic nations. �e intent of this work is to better understand 
the contribution methane mitigation can make to reducing 
the rate of Arctic warming in the near term. Methane is a 
globally well-mixed greenhouse gas meaning levels of methane 
in the atmosphere are similar around the globe. In turn, this 
means that reductions in emissions anywhere contribute to 
reducing atmospheric methane levels. Assessing methane 
mitigation benefits will provide information about the ability 
of Arctic nations to influence methane levels, putting potential 
mitigation by Arctic nations in context with global methane 
mitigation potential. 

Atmospheric methane levels are, however, influenced by 
natural as well as anthropogenic emission sources. �erefore, 
whether or not Arctic (and global) methane concentrations can 
be lowered depends not only on mitigation of anthropogenic 
methane sources but also on future changes in natural methane 
sources. In the Arctic, rising temperatures have the potential to 
enhance the release of methane from natural sources. 

�ere are known to be very large reservoirs of methane and 
organic carbon in the Arctic Ocean seabed, and on land in the 

1 Carbon dioxide is removed from the atmosphere through a variety of biogeochemical processes operating on different timescales. Some portion of emitted 
carbon dioxide stays in the atmosphere for millennia (Ciais et al. 2013).

2 AMAP established a Short-Lived Climate Forcer Expert Group in 2009. Initially, this group focused on understanding the role of black carbon in Arctic climate 
and produced an assessment report in 2011 (AMAP 2011b). �e first expert group is now focusing on both black carbon and ozone while a second expert group, 
focusing on methane, has been established.
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soils and lake sediments of the Arctic. Decomposition of the 
carbon in these reservoirs can lead to the emission of either carbon 
dioxide or methane, depending on the conditions under which 
decomposition occurs, with wet, anaerobic conditions favoring 
methane production (see Ch. 3). �ese reservoirs are contained 
(completely or partially) by ice, frozen soil and frozen sediment, 
and the surface–air exchange is partially mediated by ice cover. 
�e Arctic Council led SWIPA report (AMAP 2011a; Callaghan 
et al. 2011) and other recent major scientific assessments (Ciais 
et al. 2013; NRC 2013) drew attention to the risks associated 
with warming, thawing and destabilizing of land and subsea 
permafrost in the Arctic, particularly with regard to the potential 
for enhanced fluxes of methane to the atmosphere. As methane 
is a powerful greenhouse gas, and given the sheer size of Arctic 
carbon reservoirs, there is a recognized potential for climatically 
significant methane emissions from the Arctic, which would 
represent a positive, amplifying feedback on the global climate 
system (i.e. warming increases methane emissions which in turn 
drive further warming…, and so on). While recent comprehensive 
reviews of the published literature have concluded that gradual 
rather than abrupt increases in Arctic methane emissions over the 
21st century are more likely, with a moderate positive feedback 
on climate (Ciais et al. 2013; NRC 2013), these same studies also 
emphasized that scientific understanding of the topic is immature 
with many uncertainties about the controlling processes and 
timescales for enhanced methane releases from the ocean and land. 
In recognition of the status of this area of science as an emerging 
issue, the Methane Expert Group was also tasked to provide an 
in-depth report on potential future increases in methane from 
natural sources in the Arctic in response to projected regional 
warming. While such emissions are not under the direct control 
of Arctic nations, understanding the contributions of these sources 
to changing atmospheric methane levels will influence Arctic 
nations’ ability to attribute reductions in atmospheric methane 
levels to any anthropogenic methane mitigation they, or other 
countries, may undertake. 

This document is a report on the work completed by the 
Methane Expert Group in the two and a half years since its 
inception. �e report is developed from a review of relevant 
literature as well as targeted scientific analyses designed to help 
fulfill the mandate of providing policy-relevant science advice 
to the Arctic Council, through AMAP, to inform discussions of 
actions on short-lived climate forcers. �is work was directed 
at answering two major questions: 

What is the potential benefit, in terms of reduced Arctic warming, 
of methane emissions mitigation by Arctic nations? 

How does the magnitude of potential emission reductions 
from anthropogenic sources compare to potential changes 
in methane emissions from natural sources in the Arctic?

Clearly, future Arctic warming will be influenced not only 
by actions taken by Arctic nations to reduce anthropogenic 
emissions of methane and other climate forcers, but also by 
actions taken by the rest of the world. �erefore, it is important 
to understand the potential benefit of methane mitigation 
by Arctic nations in this larger context. While the methane 
mitigation potential of Arctic nations is put in context with 
global methane mitigation potential in this report, an integrated 
consideration of the benefits of mitigation measures in a multi-
pollutant framework was outside the mandate of the Methane 
Expert Group. Similarly, it is recognized that there is also 
a larger context or backdrop to the question about natural 
methane emissions addressed by the group as major natural 
sources of methane also exist outside the Arctic, most notably 
in the tropics. Changes in natural methane emissions both 
within and outside the Arctic will respond to climate changes 
that ensue in response to total radiative forcing changes, driven 
primarily by carbon dioxide (see earlier). �e focus on methane 
mitigation and on Arctic methane sources in this report reflects 
the task given to the Methane Expert Group and the expertise 
among its members.

3 �e four RCPs are described in Ch. 5. In brief, these four scenarios were the basis for future climate change projections under the Coupled Model Intercomparison 
Project Phase 5 (CMIP5), with these projections featured in the Working Group I contribution to the IPCC Fi�h Assessment (Collins et al. 2013c). �e four 
RCPs span a range of potential future radiative forcing, from a high emission scenario (RCP8.5) to one that aims to limit global warming to about 2°C (RCP2.6).

Fig. 1.1 �e le�-hand panel shows the contribution of individual anthropogenic forcings to the total radiative forcing in 2100 for four RCPs (representative 
concentration pathways3) and at present day. �e individual forcings comprise: the greenhouse gases carbon dioxide (CO2), methane (CH4), nitrous 
oxide (N2O), ozone (O3) and others; aerosols; and land use (LU). �e right-hand panel shows the individual forcings relative to the total radiative forcing 
(i.e. RFx/RFtot, with RFx individual radiative forcings and RFtot total radiative forcing). Adapted from Collins et al. (2013: fig. 12.3). 
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1.2  The Arctic climate context: 
Past and future warming

To set the stage for the technical chapters that follow and to 
demonstrate the basis for concern about contemporary and 
future Arctic climate change, this section presents an updated 
estimate of recent Arctic warming and some illustrative maps 
of observed and potential future Arctic warming. It was not the 
intent to repeat the comprehensive analysis of Arctic climate 
undertaken as part of the AMAP SWIPA project (Overland 
et al. 2011b; Walsh et al. 2011). Previous analyses of long-term 
surface temperature data consistently show evidence of a strong 
amplification of warming in the Arctic region of about twice 
that of the rest of the world (Trenberth et al. 2007; Bekryaev 
et al. 2010; Overland et al. 2011a; Christensen et al. 2013; Jeffries 
and Richter-Menge 2013). Over the period 1950–2012, mean 
annual surface temperature (combined land and sea-surface 
temperatures) for the region north of 60°N has increased by 
about 1.6°C based on analysis of three data sets4 (see Fig. 1.2). 
All three data sets indicate that warming has been strongest in 
spring (March–May), with mean increases in spring surface 
temperature of about 2°C (HadCRUT4: 1.95°C; GISS: 2.02°C; 
MLOST: 1.83°C). Warming in autumn (Sept–Nov) and winter 
(Dec–Feb) has been only slightly less than that observed over 
the spring season (data not shown), while the weakest warming 
has been during summer (June–Aug). Maps of the seasonal 
warming trends for winter and summer (1950–2012) based on 
the NASA GISS data set (which has greater coverage over Arctic 
land areas than the other two data sets due to the method of 
interpolation used to fill in data between monitoring stations) 
are shown in Fig. 1.3. Winter mean temperature has risen 2.01°C 
(90% confidence interval: 1.26–2.76°C); while summer mean 
temperature has risen only 1.10°C (90% confidence interval: 
0.68–1.45°C). 

Looking forward, robust features of global model projections 
of climate change over the 21st century include a continuation 
of the observed large-scale trends for the Arctic, with strong 
regional warming about twice the global mean increase in 
annual surface temperature and with seasonally strongest 
warming in autumn and winter and weakest warming in 
summer (Collins et al. 2013). 

For illustrative purposes, selected maps (Fig. 1.4) of average 
projected temperature changes, relative to the period 1986–
2005, have been drawn from the recently published Working 
Group I contribution to the Fi�h Assessment Report of the 
Intergovernmental Panel on Climate Change (IPCC 2013c). 
�e selection illustrates projected changes over high latitude 
areas under two contrasting scenarios. With the RCP2.6 
scenario, global temperature has stabilized or is declining from 
peak level (depending on the model) by the latter decades of 
the 21st century, with a mean rise in global average surface 
temperature, relative to the reference period, of 1.0°C over 
the period 2081–2100. With the RCP8.5 scenario, global 

temperature is still rising by the end of the century, with a 
mean rise in global average surface temperature of 3.7°C over 
the period 2081–2100. While average future Arctic warming 
under the RCP2.6 scenario appears to be roughly comparable 
in magnitude to that observed since 1950, the high greenhouse 
gas emission assumptions of scenario RCP8.5 are projected to 
lead to dramatic changes in regional climate. 

To further illustrate the potential for changes across the 
Arctic landscape under future warming, Fig. 1.5 shows how 
the locations around the circumpolar North, where the 
average annual air temperature is zero degrees centigrade, 
shifts northward under future climate change scenarios. 
The diminishing size of the zero isotherm area over the 
progressively warmer climate scenarios, suggests regions where 
there is potential for permafrost degradation and release of 
carbon (as carbon dioxide or methane) from permafrost thaw, 
contributing to positive climate feedbacks. While permafrost 
distribution and thermal state are affected by other factors 
besides air temperature, and a wide variety of future permafrost 
states can be more rigorously diagnosed from climate models 
(e.g. Slater and Lawrence 2013), the figure is illustrative of 
the implications for natural ecosystem methane emissions 
(discussed in Ch. 3 and 4).

1.3 Report structure 

�ere are significant challenges in acquiring and presenting an 
integrated understanding of the impact of changing methane 
emissions on Arctic climate. �e approach taken in this report 
is to first present the group of chapters that deal with natural 
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Fig. 1.2 Annual average combined land and sea-surface temperature 
anomalies, 1950–2012 (relative to the mean over 1961–1990) for the 
area north of 60°N for three data sets: the Hadley Centre and Climate 
Research Unit dataset (HadCRUT4), the NASA Goddard Institute for 
Space Studies dataset (GISS), and the National Atmospheric and Oceanic 
Administration merged land-ocean surface temperature dataset (MLOST). 
Trends (mean and 90% confidence intervals) over the 63-year period are 
1.56°C (1.06–2.10°C) HadCRUT4; 1.73°C (1.15–2.32°C) GISS; and 1.46°C 
(1.06–1.83) MLOST.

4 �is temperature analysis is based upon the Hadley Centre and Climate Research Unit dataset (HadCRUT4), the NASA Goddard Institute for Space Studies 
dataset (GISS), and the National Atmospheric and Oceanic Administration merged land-ocean surface temperature dataset (MLOST). Temperature anomalies 
in the three datasets are relative to different base periods. �ey are adjusted to a common base period 1961–1990 for time series plotting. �e linear trend was 
computed using Mann-Kendall in combination with the �eil-Sen approach following Wang and Swail (2001) to account for auto-correlation in the time series. 
For robust trend analysis, selection criteria were applied such that only sites with at least 50 years of data over the 63-year period, and at least six months of each 
year or two months of each season are used to compute annual or seasonal averages. Environment Canada, Climate Research Division, August, 2014.
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Fig. 1.3 Observed Arctic warming, 1950–
2012, over the regions north of 60°N. 
For the Hadley Centre and Climate 
Research Unit dataset (HadCRUT4) and 
the National Atmospheric and Oceanic 
Administration merged land-ocean 
surface temperature dataset (MLOST), 
temperatures are averaged over 5°×5° 
grid boxes. The NASA Goddard 
Institute for Space Studies (GISS) data 
are averaged over 2°×2° grid boxes.

Projected temperature change, °C
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RCP2.6 Winter (DJF)
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Fig. 1.4 Projected change in surface air 
temperature over high-latitude areas 
for the period 2081–2100 relative to 
the reference period 1986–2005. Upper 
panels are median responses from 32 
global climate models based on the 
RCP2.6 scenario, over the winter (DJF) 
and summer (JJA) seasons. Lower 
panels are based on 39 models using the 
RCP8.5 scenario. Adapted from IPCC 
Working Group I Fifth Assessment 
Report  Annex I  Supplemental 
Information (A1.SM2.6.21 and.23, and 
A1.SM8.5.21 and .23) (IPCC 2013c).
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and anthropogenic methane sources, then present chapters 
that address atmospheric concentrations (as the atmosphere 
integrates emissions from all sources) and finally to present 
the results of modeling work that explicitly evaluates how 
changing sources will influence atmospheric concentrations 
and climate. As per the mandate to the Methane Expert Group, 
the scope of analysis is primarily Arctic-focused. While some 
AMAP assessments use a delineation of the Arctic region as 
defined by AMAP (land and marine areas north of the Arctic 
Circle, and north of 62°N in Asia and 60°N in North America, 
modified to include the marine areas north of the Aleutian 
chain, Hudson Bay, and parts of the North Atlantic Ocean 
including the Labrador Sea; AMAP 2011a, Fig. 1.1), for this 
assessment, no specific definition of an Arctic boundary was 
assumed and each chapter articulates boundaries suitable to 
the analysis within that chapter. Readers should note that while 
many of the chapters focus on the Arctic as a northern latitude 
region, where there is discussion of anthropogenic emissions of 
methane, the perspective is of Arctic nations as political entities, 
including all areas within their national borders. Given that 
methane is a global greenhouse gas, the technical chapters begin 
with an overview of the global methane budget (sources and 
sinks), and the role of methane as a greenhouse gas and climate 
forcer (Ch. 2). �is provides essential background scientific 
information as well as the global context for understanding 
the subsequent chapters of the report, which are more Arctic 
focused. As Ch. 2 is provided for context, no key findings or 
conclusions are provided for that chapter.

Chapters 3 and 4 summarize current understanding of the 
natural processes that produce methane in Arctic environments 
and that may lead to enhanced emissions of methane from 
major terrestrial (Ch. 3) and marine (Ch. 4) sources. �is 
work assesses the available published literature on these topics, 
drawing on both observational studies using flux measurements 
of methane to the atmosphere, and modeling studies. Emissions 
of methane from human activity are also changing and may 
also be contributing to recent changes in atmospheric methane 
levels. An assessment of available global methane emissions 
inventories is provided in Ch. 5 along with information specific 
to Arctic nations. In addition, Ch. 5 presents two scenarios 
of potential future anthropogenic methane emissions. One 
assumes no additional methane mitigation beyond existing 
legislation; the other is based on maximum technically feasible 
emission reductions with current abatement technologies. �is 
scenario is global, but information specific to Arctic nations is 
extracted from the scenario.

Chapters 6 and 7 address the issue of how atmospheric 
concentrations of methane respond to changing emissions. 
Chapter 6 presents an overview of the current atmospheric 
methane monitoring network over the Arctic region. Data from 
these sites are then analyzed and combined with previously 
published information to characterize trends and changes in 
atmospheric methane levels over time, on seasonal and longer 
time scales. Isotopic and trajectory analyses are explored as 
potential tools for detecting changes in methane emissions 

Fig. 1.5 The location of the zero 
degree near-surface air temperature 
isotherm for the historical 1996–
2005 period and the future 2081–
2100 period for the RCP2.6 and 
RCP8.5 scenarios. �e zero degree 
isotherm is based on ensemble-
mean annual air temperature 
simulated by 29 models (see below) 
that participated in the CMIP5 and 
averaged over the 10-year period 
centered on 2000 and 2090. Map 
created by Environment Canada’s 
Climate Research Division, 
December, 2014.

The 29 models from which 
results are used are BNU-ESM, 
CCSM4, CESM1-CAM5, CESM1-
WACCM, CNRM-CM5, CSIRO-
Mk3-6-0, CanESM2, EC-EARTH, 
FGOALS-g2, FIO-ESM, GFDL-
CM3, GFDL-ESM2G, GFDL-
ESM2M, GISS-E2-H, GISS-E2-R, 
HadGEM2-AO, HadGEM2-ES, 
IPSL-CM5A-LR, IPSL-CM5A-
MR, MIROC-ESM, MIROC-ESM-
CHEM, MIROC5, MPI-ESM-LR, 
MPI-ESM-MR, MRI-CGCM3, 
NorESM1-M, NorESM1-ME, bcc-
csm1-1, and bcc-csm1-1-m.
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What is the potential benefit, in terms of reduced Arctic warming, of methane emissions mitigation by Arctic nations? 

How does the magnitude of potential emission reductions from anthropogenic sources compare to potential changes in methane emissions 
from natural sources in the Arctic?

Chapters 3 & 4

What are the current 
and potential future 
natural emissions from 
the Arctic region?

Chapter 5

What are the current 
and potential future 
anthropogenic emissions 
of Arctic and non-Arctic 
nations?

Chapters 6 & 7

Are the current monitoring 
activities (of atmospheric 
concentrations and fluxes) 
sufficient to capture 
anticipated source changes?

Chapter 8

What is the historical and future 
Arctic climate response to changes 
in methane emissions, from Arctic 
and from global sources?

Various chapters

What are the uncertainties 
in understanding the 
Arctic climate response to 
methane?

What are the current 
methane emissions from 
Arctic terrestrial and 
marine sources?

What are the controlling 
processes and factors 
that strongly influence 
natural emissions?

How may these emissions 
from natural sources in 
the Arctic change in the 
future?

What are the 
uncertainties or 
limitations in these 
estimates?

What are current global 
anthropogenic methane 
emissions, and those of 
Arctic nations?

How will the magnitude 
of emissions change in 
the future under different 
policy assumptions?

What percentage of global 
methane mitigation 
potential is controlled by 
Arctic Council nations?

What are the principal 
sources of uncertainty in 
these estimates of current 
and future anthropogenic 
emissions?

What are the trends 
and variability in Arctic 
methane concentrations 
and what are the primary 
drivers of this variability?

How much of a trend in 
atmospheric methane 
abundance can be 
detected with the current 
monitoring network?

Are emission 
estimates consistent 
with atmospheric 
concentrations?

Is there evidence of 
increasing Arctic 
methane emissions in the 
atmospheric observations?

What is the contribution of 
historical changes in global 
atmospheric methane to Arctic 
climate warming?

What impact will increasing 
atmospheric concentrations of 
methane have on climate and will 
Arctic nations have the ability to 
influence that impact through 
mitigation of anthropogenic 
methane emissions?

How will atmospheric methane 
concentrations change in response 
to potential changes in natural 
methane emissions and how do 
these changes compare to those that 
might result from mitigation of 
anthropogenic methane emissions?

Does the location of anthropogenic 
methane emissions matter?

Related to anthropogenic 
emissions characterization/
quantification/projection?

Related to 
natural emissions 
characterization/
quantification/projection 
from terrestrial and 
marine sources?

Related to climate 
response?

Related to measuring 
changes in atmospheric 
methane concentrations?

Table 1.1 Policy-relevant science questions guiding the work of the AMAP Methane Expert Group.

from different sources. Chapter 7 more explicitly integrates 
information on both atmospheric methane levels and emissions 
by taking a top-down inverse modeling approach to assess the 
extent to which changes in atmospheric methane in the Arctic 
can be explained and reconciled with estimates of natural and 
anthropogenic emissions in the Arctic. �is information is also 
used to assess whether or not the atmospheric observations 
provide any indication of a trend in Arctic methane emissions.

In Ch. 8, the importance of past and potential future changes 
in methane emissions or concentrations on Arctic climate 
are discussed. In particular, the results of dedicated climate 
modeling experiments using the emission estimates from 
Ch. 3, 4, and 5 are presented, aimed at answering the overarching 
questions posed to the Methane Expert Group. Earth System 
Models are used to evaluate the benefit of anthropogenic 
methane emissions abatement in terms of reduced global and 
Arctic warming. Scenarios of natural emission change, founded 
on the analyses in Ch. 3 and 4, are used to calculate resulting 
changes in atmospheric methane concentration, allowing an 
estimate of warming resulting from such changes.

Each of the chapters in this report address a number of more 
specific policy-relevant science questions than the overarching 
questions presented at the end of Sect. 1.1. As a guide to the 
scope of work undertaken as part of this assessment, and to 
where readers can find information of particular interest, these 
questions are presented in Table 1.1. Key findings that respond 
to the questions in Table 1.1 are presented at the end of each 
chapter, along with recommendations for ongoing scientific work 
needed to address gaps in understanding. Chapter 9 presents a 
synthesis of these key findings and science recommendations.

�e report concludes with a detailed summary of the strategies 
used for modelling the climate response. �is annex is a common 

contribution to the AMAP assessments on methane (the present 
report) and black carbon and ozone (AMAP 2015) and has been 
produced to facilitate an integrated understanding of the separate 
climate modelling exercises undertaken by the two AMAP expert 
groups on short-lived climate forcers (SLCFs).
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2.  The global methane budget and the role of methane 
in climate forcing

A: D P, A K

2.1 Background

Methane is emitted into the atmosphere from a large variety 
of sources and removed from the atmosphere predominately 
by chemical reactions. Since the lifetime of methane is 
approximately nine years (Prather et al. 2012), it is relatively 
well mixed throughout the troposphere and a simple global 
budget can be constructed as:

∆B4
 = Em – L Eq. 2.1

where ΔBCH4 is the change in the global amount of methane in the 
atmosphere, Em is the global total of emissions and L is the global 
total of methane losses. As discussed in more detail in Sect. 2.3, 
observations of the atmospheric concentration of methane 
and estimates of the rate of loss allow for tightly constrained 
estimates of ΔBCH4 and L, respectively. Given these two terms and 
the associated uncertainties, the global total methane emission 
source can be constrained to approximately 10% (Prather 
et al. 2012). While the total emissions of methane are fairly 
well constrained, the division of the total among the individual 
sources and, in particular, the variability of individual sources 
and the contribution of changes in sources to the observed record 
of methane concentration is the subject of considerable research 
(e.g. Kai et al. 2011; Bergamaschi et al. 2013). 

�is chapter focuses primarily on the role of atmospheric 
chemistry in removing methane from the atmosphere, 
including current understanding of the magnitude and stability 
of this sink and the factors and mechanisms that influence it. 
A discussion of the radiative forcing of climate by methane 
is also presented, including the influence of methane on 
tropospheric ozone, through atmospheric chemical processes, 
that accounts for a significant component of the radiative 
forcing due to methane. Only a brief overview of the current 
understanding of the magnitude of different methane sources 
is presented here. �e reader is referred to subsequent chapters 
for a more in-depth discussion on this topic.

2.2  Overview of natural and 
anthropogenic methane sources

The dominant sources of methane can be assigned to one 
of three categories – biogenic, thermogenic or pyrogenic. 
Biogenic methane is produced by micro-organisms during the 
decomposition of organic carbon in anaerobic (low oxygen) 
environments (e.g. natural wetlands, flooded rice fields, landfills, 
termites, guts of ruminant animals) as well as in some natural-
gas formations. �ermogenic methane, produced on geological 
timescales when deposits of organic material are exposed to 
high heat and pressure to form fossil fuels, is released (vented or 
leaked) when natural gas, oil and coal are extracted, processed 
and transported. �ermogenic methane may also enter the 

atmosphere through naturally occurring pathways such as seeps 
and mud volcanoes. For an overview of biogenic and thermogenic 
sources see Cicerone and Oremland (1988). Pyrogenic methane is 
produced by the incomplete combustion of organic matter and 
includes sources such as biofuel burning, agricultural fires and 
wildfires (Andreae and Merlet 2001). A fourth category, abiogenic 
methane, results from chemical reactions involving inorganic 
carbon in the Earth’s crust. While the magnitude of emissions 
from abiogenic sources is very poorly known, it is not believed 
to be significant and is discussed further in Ch. 4.

For the purposes of this assessment, the three process-based 
categories of methane emission are further classified as either 
natural or anthropogenic sources. �is is to delineate clearly 
both the ways in which anthropogenic activities have perturbed 
the methane cycle and the possible scope of mitigation measures 
to reduce anthropogenic methane emissions. Table 2.1 provides 
a recent synthesis of global methane source estimates. �e 
estimates presented in Table 2.1 show anthropogenic activities 
to account for approximately 50% of the global total methane 
emissions, while other estimates suggest anthropogenic 
emissions may account for over 60% of the global total 
(e.g. Prather et al. 2012).

Global sources No. 
studies

Annual average 
emission, Tg CH4

Natural sources

Natural wetlands 3 217 (177–284)

Freshwater (lakes and rivers) 3 40 (8–73)

Wild animals (ruminants) 1 15 (15–15)

Wildfires 5 3 (1–5)

Termites 4 11 (2–22)

Geological 3 54 (33–75)

Marine 3 6 (2–9)a

Permafrost (excl. lakes and wetlands) 1 1 (0–1)

Total 349 (238–492)

Anthropogenic sources

Rice cultivation 4 36 (33–40)

Domesticated animals (ruminants) 3 89 (87–94)

Landfills and waste 3 75 (67–90)

Biomass burning (incl. biofuels) 6 35 (32–39)

Fossil fuels 3 96 (85–105)

Total 331 (304–368)

a More recent estimates are provided in Ch. 4.

Table 2.1 Estimated annual average emissions for the major methane 
sources over the period 2000–2009 from Kirschke et al. (2013). �e estimate 
for each source is calculated as the mean of a variable number of individual 
studies for each source. �e range (in brackets) is defined as the maximum 
and minimum values from the studies reviewed.
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The estimates presented in Table 2.1 are derived from 
‘bottom-up’ studies. �ese are studies where the emissions 
from a sample of a particular source type are estimated, o�en 
based on measurements taken in the real world. �e measured 
emissions from the sample are then extrapolated to derive the 
global total using estimates of the global extent of the source. 
As such, the global total of the independently estimated sources 
is not constrained by estimates of the global total of emissions. 
Indeed, the sum of the best-guess estimates for each source 
from the bottom-up studies yields a global total emission of 
680 Tg CH4/y (Table 2.1), which falls outside the uncertainty 
range of the ‘top-down’ estimate of global total emissions of 
554 ± 56 Tg CH4/y derived from the methane abundance 
and estimates of atmospheric lifetime (Prather et al. 2012). 
Comparison with the top-down estimate suggests global total 
methane emissions towards the lower end of the range given by 
the bottom-up studies, where the two estimates overlap, however, 
the comparison does not provide information on where the net 
overestimate in the bottom-up studies may originate.

In addition to the bottom-up estimates and the constraints 
from the atmospheric lifetime and observed concentration, 
some additional methods to estimate emissions have been used, 
including atmospheric inversion (discussed further in Ch. 7) 
and the analysis of methane isotopes (discussed further in 
Ch. 6). �ese methods provide additional information on the 
broad regional (continental-scale) distribution of sources or 
source categories (biogenic versus thermogenic).

�e significant contribution of anthropogenic sources to the 
global total of methane emissions provides an indication of 
the degree to which anthropogenic activities have perturbed 
the methane budget. Ice cores provide robust evidence that 
atmospheric concentrations5 were around 720 ppb in 1750 
(Ciais et al. 2013), while atmospheric measurements show a 
global average methane concentration of 1819 ppb in 2012 
(WMO 2014). Most of the increase in methane is believed to 
be due to increased emissions resulting from anthropogenic 
activities, notably rice cultivation, ruminant livestock, landfills 
and fossil fuel extraction and use.

In terms of the more recent past, the rate of increase in the 
atmospheric concentration of methane has decreased since 
the mid-1980s, approaching a near-zero growth rate over 
1999–2006 (see Fig. 2.1), before resuming a slower increase 
from 2007 onwards. �e considerable year-to-year variability 
in the rate of increase in the atmospheric concentration over 
the 1990s has been attributed to the eruption of Mt. Pinatubo 
and the collapse of the Soviet Union in 1991/92 (Dlugokencky 
et al. 1996; Bousquet et al. 2006) and a strong El Niño in 
1997/98 (Bousquet et al. 2006). �e longer-term stability of the 
atmospheric methane concentration over 1999–2006 indicates 
a rough balance between sources and sinks during this period. 
Current understanding of methane sinks suggests these are 
fairly stable with time (discussed further in Sect. 2.3) and argues 
for changes in methane sources as the main reason behind 
recent changes in methane concentration growth rates, although 
attributing the changes in emissions to particular sources has 
proved challenging. Some studies have suggested that methane 

emissions from fossil fuel extraction and distribution decreased 
by 10 to 30 Tg CH4/y between the 1980s and 2000s, with much 
of this decrease occurring before 2000 (Aydin et al. 2011; 
Simpson et al. 2012). It has also been suggested that decreases in 
microbial emissions, particularly due to changes in the practice 
of rice cultivation, could be responsible for a ~15 Tg CH4/y 
decrease over roughly the same time period (Kai et al. 2011). 
Uncertainty in the observations used to derive the decrease in 
microbial emissions (Levin et al. 2012) and the possibility of 
an offsetting increase in microbial emissions from sources such 
as natural wetlands or ruminants (Kirschke et al. 2013) further 
complicate an understanding of the causes of the stabilization 
of methane concentrations in the early 2000s.

A rise in atmospheric methane concentration resumed in 2007, 
albeit at a slower rate than in the 1980s. Figure 2.2 presents 
the latitudinally-resolved growth rate in the near-surface 
concentration of methane over 2000 to 2014. Clearly evident 
are strong increases in methane in 2007 at high latitudes in 
the northern hemisphere and in tropical latitudes in both 
2007/08 and 2010/11. �e increases are believed to be driven 
by increased emissions from wetlands due to year-to-year 
variability in meteorological conditions (Bousquet et al. 2011). 
�e contribution of these anomalous years to the resumption of 
growth in the global-average methane concentration, including 
the possibility of additional contributions from changes in 
anthropogenic emissions, are discussed in Ch. 5 and 6.

5 �roughout this report the atmospheric concentration of methane will be given as the volume mixing ratio, also referred to as the molar mixing ratio, defined 
as the number density of methane relative to the number density of dry air. For simplicity, the term ‘concentration’ is used throughout.

Fig. 2.1 �e global-average methane concentration derived from surface 
observations by the US National Oceanic and Atmospheric Administration 
(NOAA) Cooperative Air Sampling Network (upper panel; the dashed red 
line is the trend line fitted to the deseasonalized data) and (lower panel) the 
annual rate of change in methane concentration (full red line) calculated 
from the dashed line in the upper panel, along with the 1-sigma uncertainty 
(hatched red lines). Updated from Dlugokencky et al. (2011).
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2.3 Overview of methane sinks

�e dominant (~80%) removal process for methane (CH4) 
in the atmosphere is by chemical reaction with the hydroxyl 
radical, OH, in the troposphere. �e reaction

OH + CH4  H2O + CH3∙ Eq. 2.2

involves the abstraction of a hydrogen atom from the methane 
molecule. �e methyl radical (CH3·) will then very rapidly, 
within seconds, react with an oxygen molecule to produce a 
methyl peroxy radical:

CH3∙ +O2  CH3O2 Eq. 2.3

�is is the beginning of the atmospheric oxidation process 
of methane. �e methyl peroxy radical and all subsequent 
products undergo additional chemical reactions or are removed 
from the atmosphere by deposition on timescales ranging from 
a few seconds to several weeks, depending on the environmental 
conditions. Since methane has an average lifetime against initial 
reaction with tropospheric OH of 11.2 years (Prather et al. 2012), 
the subsequent steps that lead to either complete oxidation to 
carbon dioxide (CO2) or deposition of intermediate products 
to the Earth’s surface are, in comparison, very rapid. �e rate 
of methane oxidation and removal from the atmosphere is 
controlled by the initial reaction of methane with OH.

Reaction with OH in the troposphere is estimated to remove 
440 ± 52 Tg CH4/y (Prather et al. 2012, discussed further in 
Sect. 2.4.1), but it is not the only removal mechanism. Methane 
is transported into the stratosphere where it can also undergo 
reaction with OH, as well as atomic oxygen (O(1D)) and 
atomic chlorine (Cl), with each of these reactions contributing 
approximately equally to the stratospheric loss (McCarthy et al. 
2003). �e contribution of stratospheric loss to the total loss 
is limited by the small amount of global mass residing in the 
stratosphere and is estimated to be 30–40 Tg CH4/y (Allan et al. 
2007; Denman et al. 2007). Methane can also react with chlorine 

in the troposphere, predominately near the surface over oceans 
where small amounts of chemically reactive chlorine can be 
produced (Singh et al. 1996), accounting for an estimated 
removal of 25 ± 12 Tg CH4/y (Allan et al. 2007). In addition to 
atmospheric oxidation, uptake by methane-consuming bacteria 
in dry soils, discussed further in Ch. 3, is estimated to remove 
approximately 25–40 Tg CH4/y (Curry 2007; Spahni et al. 2011). 
�e sum of these removal mechanisms yields an estimated sink 
of methane of 540 ± 56 Tg CH4/y (Prather et al. 2012).

Since the dominant methane loss processes are through 
chemical reactions, and the absolute rate of these chemical 
losses are directly proportional to the amount of methane in the 
atmosphere, the magnitude of these methane sinks will change 
with the methane concentration. It can therefore be helpful to 
analyze methane loss from the standpoint of the atmospheric 
lifetime of the gas – the average time methane will remain in 
the atmosphere a�er emission. �e atmospheric lifetime, τCH4, 
can be defined as:

τCH4 = BCH4 ⁄ LCH4 Eq. 2.4

where BCH4 is the total mass, or burden, of methane in the 
atmosphere and LCH4 is the loss rate of methane, here expressed 
as the mass of methane removed per year. Following Prather 
et al. (2012), using a global average methane concentration 
for 2010 of 1795 ppb, the atmospheric burden of methane 
is estimated as 4932 Tg CH4. Together with the estimated 
methane sink of 540 ± 56 Tg CH4/y, a methane lifetime of 
9.1 ± 0.9 years is derived. �e methane lifetime calculated from 
the rate of loss by individual processes and the total lifetime 
from the sum of all loss processes, quoting the full range of 
estimates from the literature, is presented in Table 2.2. Note 
that while there are significant uncertainties for the magnitude 
of minor loss processes, because reaction with OH in the 
troposphere accounts for approximately 80% of the methane 
loss the uncertainties for minor loss processes do not contribute 
substantially to the overall uncertainty.

Fig. 2.2 Latitudinal distribution of 
the rate of change in near-surface 
methane concentration calculated 
from NOAA surface observations. 
Since 50% of the surface area of 
the Earth occurs between 30°N 
and 30°S, to correctly represent 
the relative distribution of the 
surface area with latitude the data 
are plotted as sine of latitude (-1,1). 
Updated from Nisbet et al. (2014).
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�e atmospheric lifetime is also instructive as it provides an 
estimate of the amount of time required for the atmospheric 
concentration to respond to a decrease in emissions, thus, it 
is an important factor to connect changes in emissions and 
climate forcing. �e relationship between atmospheric lifetime 
and the response of global average methane concentration to 
changes in emissions is complicated by the fact that changes 
in methane concentration will feed back onto processes that 
control methane removal – discussed further in Sect. 2.4. 
Modelling studies have estimated a decrease in global average 
tropospheric OH, weighted to account for reaction with methane, 
of 0.31 ± 0.04% for a 1% increase in the global average methane 
concentration (Holmes et al. 2013; Myhre et al. 2013). Assuming 
the rates of the other methane loss processes are insensitive 
to the methane concentration, a 1% increase in global average 
methane concentration will result in a 0.25% decrease in the 
loss rate of methane (1/τCH4). �e effect of a small perturbation 
in methane concentration on the loss rate of all methane in 
the atmosphere generates a secondary effect that additionally 
perturbs the evolution of the methane concentration, increasing 
the time needed for the global average methane concentration 
to respond to changes in emissions. The time constant for 
the methane concentration to adjust to a perturbation in 
emissions is a factor 1/(1-s) of the methane lifetime τCH4, where 
s is the sensitivity of methane loss to changes in the methane 
concentration. �e 0.25% change in methane loss per 1% change 
in methane concentration gives a value of s of 0.25, and yields a 
time constant for the methane concentration to adjust to a change 
in emissions of 12.4 ± 1.4 years. �e implications of differences 
in time constants for how climate gases respond to changes in 
emissions is explored in Box 2.1.

2.4 Methane and the hydroxyl radical

Atmospheric oxidation by OH in the troposphere is the 
dominant removal mechanism for methane. �e atmospheric 
concentration of OH will, therefore, be the dominant factor 
controlling the lifetime of methane. �e primary source of 
hydroxyl in the troposphere results from the photolysis (the 
absorption of a photon of solar radiation, hv, with sufficient 
energy to break the molecule) of ozone producing an 
electronically excited atomic oxygen,

O3 + hv  O2 + O(1D) Eq. 2.5

The excited atomic oxygen will predominantly react with 
molecular oxygen (O2) or nitrogen (N2) to relinquish the extra 
energy it carries, however a small fraction will react with water 
vapor to produce hydroxyl:

O(1D) + H2O  2OH Eq. 2.6

Note that only the excited form of atomic oxygen can react 
with water vapor (H2O) to produce OH. �us the production 
of hydroxyl is favored by high levels of incident solar radiation 
and higher concentrations of water vapor making the tropical 
lower troposphere a globally important region for OH.

In addition to the primary production of OH from water vapor, 
OH can be recycled. �e reaction of OH with methane, seen 
above, produces methyl peroxy radicals which may then react 
with nitrogen monoxide (NO) by:

NO + CH3O2 (+O2)  CH2 + HO2 + NO2 Eq. 2.7

Note that this reaction implicitly includes a second, 
separate reaction (the addition of O2) that happens almost 
instantaneously a�er the first. �e hydroperoxyl radical (HO2), 
produced above can then be recycled back to OH by further 
reaction with NO,

NO + HO2  NO2 + OH Eq. 2.8

Alternatively, and increasingly important when concentrations 
of NO are low, the HO2 can react with itself by,

HO2 + HO2  H2O2 + O2 Eq. 2.9

�e hydrogen peroxide (H2O2) produced is relatively long-
lived to further chemical reactions (on the order of days). It is, 
however, quite soluble meaning H2O2 is readily removed from 
the atmosphere by either wet or dry deposition processes, 
with the consequence that the OH is not recycled. In addition 
to self-reaction, HO2 may also react with the methyl peroxy 
radical (CH3O2) and generate products that similarly lead 
to an inefficient recycling of OH. �e balance between the 
self-reaction of peroxy radicals and the recycling of OH 
through reaction with NO illustrates the important role the 
concentration of NO plays in affecting the concentration of 
OH in the atmosphere.

In addition to reaction with methane, OH can also react with a 
wide variety of organic compounds found in the atmosphere; 
it is referred to as the ‘detergent’ of the atmosphere for the role 
it plays in initiating atmospheric oxidation and the eventual 
removal of compounds from the atmosphere. Of note, OH may 
react with carbon monoxide (CO) by:

OH + CO (+O2)  CO2 + HO2 Eq. 2.10

Carbon monoxide is one of the intermediate products of 
methane oxidation and is also emitted into the atmosphere in 

Loss process Magnitude of sink, Tg CH4/y Lifetime to sink, years

Tropospheric OH 390–490 10.1–12.6

Tropospheric chlorine 15–40 125–330

Uptake in dry soils 25–40 125–200 

Chemical loss in stratosphere 30–40 125–165

Total loss 460–610 8.1–10.7

Table 2.2 Summary of methane loss processes expressed as the loss rate per year and as atmospheric lifetime. �e atmospheric burden used in the calculation 
of lifetime is 4932 Tg CH4 (Prather et al. 2012). �e estimate of loss to tropospheric OH is from Prather et al. (2012) with their stated uncertainties. Other 
estimates are as described in the early part of Sect. 2.3.
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Box 2.1 Relationship between atmospheric lifetime and the response of atmospheric concentration to changes in emissions

Control of short-lived climate forcers is of interest for climate 
change mitigation because their atmospheric concentration, 
and hence the radiative forcing of the constituents (gas or 
particle) on climate, responds rapidly to changes in emissions 
due to their short atmospheric lifetimes. To illustrate this 
point, results from a simple box model are used to investigate 
the response of the atmospheric concentration to changes in 
emissions for two gases with different atmospheric lifetimes. 
The first is methane, with a lifetime that is sufficiently 
long (9.1 years) that it has only small spatial variations in 
concentration, relative to the global average, due to local 
or regional processes. Because methane is well-mixed, the 
response of the global average methane concentration to 
changes in emissions can be estimated by assuming that the 
atmosphere (the troposphere) behaves like a single well-mixed 
box. �e response of methane will be compared with that of 
nitrous oxide (N2O), a long-lived greenhouse gas with a lifetime 
of ~ 130 years (Prather et al. 2012; SPARC 2013). Note that 
for methane, the feedback of changes in the concentration of 
methane on the methane lifetime has been included using an 
assumed 0.25% decrease in the loss rate for a 1% increase in 
concentration (Myhre et al. 2013), with the 9.1 year lifetime 
specified for the concentration of methane in 2010. Although 
there is a similar, though weaker, feedback of concentration on 
lifetime for N2O it has not been considered here – a constant 
lifetime of 131 years has been used.

Figure 2.3 presents the results from the box model simulations 
of the global average concentration of N2O and methane as 
a function of time. �e emissions for both species increase 
with time to maintain a constant 0.25% per year increase in 
concentration up to 2010, close to the currently observed rate of 
increase for both methane and N2O. At 2010, three scenarios are 
explored: a case where emissions remain constant at the 2010 
rate; an instantaneous decrease of the 2010 emission rate by 
10%; and an instantaneous decrease of the 2010 emission rate 
by 20%. Methane establishes a new steady-state concentration 

reflecting the change in emissions a�er approximately 40 years, 
with much of the adjustment occurring within 20 years of the 
change. In contrast, the N2O concentration continues to change 
(increase) past 2100. �e different time scales to establish a 
new steady state concentration in balance with the constant 
emissions is one aspect of the different atmospheric lifetimes.

A second aspect of the different behavior is the level at which 
the new steady-state is established. For the case with constant 
emissions a�er 2010, methane stabilizes at a concentration 
approximately 3% higher than the 2010 concentration while 
the concentration of N2O at 2100 is 16% higher than at 
2010 and still increasing. �e initial 0.25% per year increase 
in concentration represents the same relative increase in 
atmospheric burden for each species. Although the much 
smaller fractional loss of N2O each year, due to the much 
longer atmospheric lifetime, means that the annual increase 
in N2O is much greater relative to removal compared with 
methane. As a result, to establish a balance between constant 
emissions a�er 2010 and atmospheric removal the N2O loss 
must increase by a larger relative amount than for CH4. Since 
the annual loss is proportional to the concentration, the N2O 
concentration must increase more than the concentration of 
methane to establish a new steady state.

�e results show that for species with atmospheric lifetimes 
similar to that of methane (i.e. years to one or two decades), 
the atmospheric concentration will stabilize rapidly a�er any 
increase in emissions stops and decreases in emissions will 
rapidly be reflected in decreased atmospheric concentrations, 
with the atmospheric lifetime being indicative of the timescales 
for the concentration to adjust. For long-lived species, the 
period of time over which atmospheric concentrations adjust 
to changes in emissions will be longer. Additionally, the change 
in emissions required to stabilize increasing concentrations 
will be greater than for short-lived species, assuming the same 
relative rates of increase in atmospheric concentration.
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Fig. 2.3 Evolution of the global average concentration of two chemical species with time calculated using a simple one-box model of the atmosphere. 
�e le�-hand panel shows the evolution of a nitrous oxide (N2O)-like species with an assumed lifetime of 131 years and the right-hand panel shows 
the evolution of a methane (CH4)-like tracer with a lifetime of 9.1 years. �e methane tracer includes the effect of changes in concentration on 
its own lifetime, where the total loss decreases by 0.25% for a 1% increase in concentration. Both tracers increase at a rate of 0.25% per year until 
2010, at which point the emissions are assumed to either remain constant, instantaneously decrease by 10% or instantaneously decrease by 20%. 
�e concentrations of both species are normalized to their value at the beginning of 2010.
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large quantities by incomplete combustion processes, including 
industrial processes, internal combustion engines and biomass 
burning (Duncan et al. 2007).

�e broad outline of OH production and cycling in the atmosphere 
given above illustrates how the primary production of OH is 
sensitive to ozone, solar radiation and water vapor concentrations. 

The reactions also show that increasing concentrations of 
methane and CO will act to depress the concentration of OH, 
while increased concentrations of NO will generally have the 
effect of increasing OH through more efficient recycling. As 
discussed in Box 2.2, increased concentrations of NO will also 
lead to the photochemical production of ozone, which will 
further increase OH concentration since the products of ozone 
photolysis participate in the primary production mechanism 
of OH. �ese general aspects of atmospheric chemistry are 
important to understand how climate change and emissions 
may influence methane lifetime.

2.4.1  Observation-based estimates 
of hydroxyl

While challenging, the concentration of OH can be directly 
measured in the atmosphere (e.g. Wennberg et al. 1995). 
However, due to the high reactivity of OH it is extremely short-
lived, with a lifetime on the order of seconds (Lelieveld et al. 
2004), and the atmospheric concentration is therefore strongly 
dependent on local rates of production and destruction, 
which are highly variable in space and time. For example, the 
concentration of OH has been found to vary by a factor of two 
between measurements made under a cloud and measurements 
made beside the cloud, with the variation matching the observed 
variation in the rate of ozone photolysis (Mauldin et al. 2001). 
�erefore, it is not possible to extrapolate measurements of OH 
to derive a global average concentration that would be useful 
for constraining methane losses.

Observations of methyl chloroform (MCF), a chemical with 
no known natural sources, that depletes stratospheric ozone 
and whose use was subsequently phased-out under the 
Montreal Protocol, has provided an opportunity to estimate 
the global abundance of OH. Like methane, the dominant 
removal mechanism of MCF from the atmosphere is through 
reaction with OH and when the continued production and use 
of MCF was discontinued, atmospheric abundances began to 
decrease. Surface observations, shown in Fig. 2.4, demonstrate 
the exponential decay of the MCF concentration with the rate 

Box 2.2 The photochemical production of ozone

Methane also has important impacts on climate through 
the role it plays in the photochemical production of ozone 
(O3) in the troposphere and lower stratosphere (Crutzen 
and Zimmermann 1991). During sunlit conditions, the 
chemical species nitrogen monoxide (NO) and nitrogen 
dioxide (NO2) rapidly pass through a cycle given by the 
following two reactions:

NO + O3  NO2 + O2

NO2 + hv (+O2)  NO + O3

Of note, the sum of these two reactions does not result in 
any change of concentration for any of the participating 
species. Where NO2 is produced by the reaction of NO 
with ozone, the subsequent photolysis of NO2 merely 
regenerates ozone. However, NO2 may be produced by the 
reaction of NO with HO2 and with other peroxy radicals; 
in the case of methane, CH3O2. In this case, the subsequent 
photolysis of NO2 will result in the net production of ozone. 
�is sequence of reactions gives rise to the photochemical 
production of ozone due to the atmospheric oxidation of 
organic compounds in the presence of nitrogen oxides (NOX; 
due to the rapid interconversion, NOX is frequently used to 
refer to the sum of NO and NO2).

Although the discussion of organic compounds that 
undergo atmospheric oxidation is limited here to methane, 
there is a tremendous variety of organic compounds present 
in the atmosphere from both anthropogenic and natural 
sources (e.g. Houweling et al. 1998). The details of the 
chemistry vary from compound to compound, sometimes 
in important ways, but the underlying process by which the 
atmospheric oxidation of organic compounds interact with 
NOX to photochemically produce ozone is similar. It is usual 
to differentiate between methane and the group of much 
shorter-lived organic compounds by referring to the latter 
as non-methane volatile organic compounds (nmVOCs).

Over industrialized regions of the world, the combination 
of intense sunshine, warm temperatures and high 
concentrations of NOX and organic compounds from 
anthropogenic and natural sources can result in the rapid 
photochemical generation of ozone in the atmosphere and 
give rise to large concentrations of ozone near the surface, 
creating air quality problems (Crutzen 1974). While more 
broadly, emissions of anthropogenic NOX and organic 
compounds, including methane, affect the concentration of 
ozone throughout the troposphere. Atmospheric oxidation 
of methane in the lowermost stratosphere can also lead to 
photochemical production of ozone in that region, although 
the NOX is likely to be of stratospheric origin (Portmann 
and Solomon 2007; Fleming et al. 2011).

Fig. 2.4 Observed hemispheric monthly average concentration of methyl 
chloroform (MCF). �e hemispheric average concentrations are derived 
from flask samples taken approximately weekly at nine remote surface sites 
operated by the US National Oceanic and Atmospheric Administration 
(NOAA)/Global Monitoring Division following the method described by 
Montzka et al. (2011).
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of decay reflecting the atmospheric lifetime. Until ~1997 a 
significant inter-hemispheric gradient was observed, with 
higher concentrations in the northern hemisphere reflecting 
the predominance of emissions in that hemisphere. As 
emissions decreased to levels that were insignificant compared 
to the burden and removal processes, the inter-hemispheric 
difference became small and the global average removal rate 
(the exponential first-order loss rate) stabilized at around 
-0.181 ± 0.005/y (Montzka et al. 2011). Accounting for other 
(minor) loss processes, loss in the stratosphere and uptake by 
the oceans, it is possible to derive the MCF loss rate to OH in 
the troposphere from the observed rate of decrease. �e MCF 
loss to OH can then be scaled to that of methane using the 
relative reaction rates of MCF and methane with OH. In this 
way, estimates of methane loss to OH (440 ± 52 Tg CH4/y) with 
relatively small estimated uncertainties have been calculated 
(Prather et al. 2012).

�e observed decay rate of MCF can also be used to provide 
an estimate of the amount of interannual variability in the 
global average concentration of OH. Earlier estimates suggested 
interannual variability in OH of 7–9%, with maximum year-
to-year changes on the order of 20% (Prinn et al. 2005). It is 
now believed that these earlier estimates of large interannual 
variability were complicated by the fact that ongoing emissions 
of MCF were still considerable. Estimates derived from MCF 
observations for the post-1998 period show an interannual 
variability of less than 3% (Montzka et al. 2011).

2.4.2  Photochemical modelling estimates 
of hydroxyl

Global chemical models also provide estimates of present-day 
OH concentrations. �ese models include a representation 
of emissions, transport, chemistry and removal of a suite of 
chemical compounds that captures the important chemical 
processes of the troposphere. A suite of current-generation 
models that participated in the Atmospheric Chemistry Climate 
Model Intercomparison Project (ACCMIP) estimated the 
present-day chemical lifetime of methane to reaction with 
tropospheric OH to be 9.3 ± 0.9 years, which corresponds to a 
methane sink of 530 ± 50 Tg CH4/y (Voulgarakis et al. 2013). 
While an earlier multi-model study, based on a substantially 
different set of global models and conducted for the Task 
Force on Hemispheric Transport of Air Pollution (TF-HTAP), 
estimated a tropospheric OH methane sink of 480 ± 80 Tg CH4/y 
(Fiore et al. 2009). Both of these estimates were calculated as 
the mean of the participating models, with the ranges given as 
one standard deviation of the individual model estimates. �e 
model estimates can be compared with the methane loss of 
440 ± 52 Tg CH4/y derived from the observed decay of MCF. 
While some individual models calculate a tropospheric OH sink 
that is in agreement with the observationally-derived estimate, 
and in fact the multi-model mean from the TF-HTAP study 
falls within the stated uncertainty of the observational estimate, 
models in general tend to overestimate methane loss to OH. 
Factors contributing to the range of model estimates include 
uncertainties in the chemistry (Dillon and Crowley 2008; 
Lelieveld et al. 2008; Fuchs et al. 2013) and the representation 
of non-methane hydrocarbons in the models (Voulgarakis et al. 
2013). Differences in temperature, water vapor, stratospheric 

ozone column or the concentration of ozone in the troposphere 
have also been shown to play a role (Holmes et al. 2013; Naik et 
al. 2013). �e effect of clouds on photolysis has been shown to 
have only minor effects on methane lifetime on a global scale 
(Voulgarakis et al. 2009), although the general treatment of 
photolysis appears to be an important factor driving the spread 
in simulated present-day methane lifetime between models 
(Voulgarakis et al. 2013).

2.4.3 Long-term changes in hydroxyl

While model estimates of present-day methane loss to OH 
remain uncertain, they still provide critical insight into how 
tropospheric OH, and methane loss by reaction with OH, may 
have changed in the past and how it may change in the future. 
As the magnitude of the methane sink to OH is proportional 
to the methane abundance, for longer-term changes in the 
methane budget it is necessary to analyze changes in the 
methane lifetime, introduced in Sect. 2.3. For changes from 
preindustrial to present-day conditions, the suite of ACCMIP 
models analyzed by Naik et al. (2013) suggest a slight decrease 
in the methane lifetime to tropospheric OH between 1850 
and 2000, from 10.1 to 9.7 years. �e small change in methane 
loss from 1850 to present-day is the result of a balance of 
positive and negative influences on OH. Changes that tended to 
enhance the OH concentration between 1850 and 2000 include 
increased water vapor and temperature (owing to climate 
change), increased tropospheric ozone, decreased stratospheric 
ozone (which allows more ultraviolet radiation into the 
troposphere) and increased concentrations of NO (which act 
to recycle OH). Factors that depressed the concentration of 
OH between 1850 and 2000 include the factor of 2.2 increase 
in the concentration of methane and higher concentrations 
of CO from anthropogenic emissions, both of which react 
directly with OH (Naik et al. 2013). Note that although the 
multi-model mean showed a slight decrease in the methane 
lifetime to tropospheric OH, individual models showed changes 
that ranged between an increase of one year and a decrease of 
one year. �e range of changes in methane lifetime found for 
the ACCMIP models is similar to the range of changes found 
in earlier studies, with individual studies showing both small 
increases in methane lifetime (Wang and Jacob 1998; Wild and 
Palmer 2008) and small decreases (Berntsen et al. 1997). It is 
worth noting, however, that these earlier studies did not account 
for changes in climate, which would have affected OH through 
changes in temperature and water vapor.

Projections of how the methane lifetime may change to 2100 
were also made as part of ACCMIP. As for the historical period, 
generally small changes in methane lifetime were projected 
between 2000 and 2100 with individual models showing 
changes that ranged from small increases to small decreases 
for each of the four future scenarios investigated – the four 
Representative Concentration Pathways, or RCPs, specified 
for the Fi�h Assessment of the Intergovernmental Panel on 
Climate Change. For the three RCPs with the lowest radiative 
forcing (RCP2.6, RCP4.5, RCP6.0), the models generally 
showed small decreases in the methane lifetime to OH loss of 
less than one year for RCP4.5 and decreases of less than one-
half year for RCP2.6 and RCP6.0. �e clearest signal in the 
model projections was found for RCP8.5, where nine of the 
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12 models showed an increase in the methane lifetime although 
with a small average change of +0.8 years. �e dominant factor 
behind the increased methane lifetime for RCP8.5 has been 
shown to be the increase in methane concentrations specified 
for this scenario (Voulgarakis et al. 2013). For 2100, RCP8.5 
prescribes a global average methane concentration of 3750 ppb, 
while the other three RCPs all prescribe year 2100 methane 
concentrations that are 100–500 ppb lower than the year 2000 
values of approximately 1750 ppb.

2.5 Methane radiative forcing

Methane is well-mixed throughout the troposphere and 
has increased in concentration significantly since the pre-
industrial period. Methane itself is a greenhouse gas with an 
estimated tropospheric radiative forcing due to the change in 
concentration between pre-industrial (~1750) and present-day 
of +0.48 W/m2 (IPCC 2013a). �is can be compared to the 
estimated radiative forcing from all well-mixed greenhouse 
gases (CO2, CH4, N2O and halocarbons) of 2.83 W/m2 (IPCC 
2013a). �e direct radiative forcing from methane is, however, 
only one of the ways in which methane can affect climate.

As discussed in Box 2.2, the atmospheric oxidation of 
hydrocarbons, including methane, in the presence of sufficient 
concentrations of reactive nitrogen compounds will lead to the 
photochemical production of ozone in the troposphere and 
lower stratosphere. Models calculate an increase of tropospheric 
ozone of approximately 30–40% between pre-industrial (1850) 
and present-day, predominately due to increased methane and 
increased anthropogenic emissions of CO, other hydrocarbons 
and NOX (Gauss et al. 2006; Young et al. 2013). Very limited 
observations in the late-1800s suggest that ozone concentrations 
near the surface were, in fact, considerably lower than the 
models estimate (Volz and Kley 1988; Cooper et al. 2014), 
although possible interferences and significant uncertainties in 
the measurement techniques has meant the significance of the 
discrepancy has not yet been ascertained (Pavelin et al. 1999).

�e increase in tropospheric ozone from the pre-industrial 
period is of concern because of the negative impacts ozone 
has on vegetation and human health (USEPA 2013). Ozone 
also absorbs at infra-red wavelengths and, as such, can change 
the radiative balance of the troposphere and change surface 
and tropospheric temperatures. Ozone is most effective as 
a radiative forcer in the vicinity of the tropopause (Forster 
and Shine 1997). In its latest assessment the IPCC estimates 
radiative forcing from increased ozone due to ozone precursor 
emissions (methane, CO, NOX and nmVOCs) at +0.50 W/m2 
for the period 1750–2010 (Myhre et al. 2013). Experiments 
performed as part of ACCMIP, where the effects on ozone 
of individually varying the emissions of CO, NOX, nmVOCs 
and the concentration of methane between 1850 and 2000 
levels, allows for the radiative forcing due to the changes in 
ozone to be attributed to each of these emissions (Stevenson 
et al. 2013). Scaling the individual effects to the total forcing 
of +0.50 W/m2, the change in ozone from increased methane 
alone is estimated at +0.24 W/m2, with additional contributions 
from NOX emission (+0.14 W/m2), CO (+0.07 W/m2) and 
nmVOCs (+0.04 W/m2).

A complication arises because changes in ozone precursors 
affect the concentration of OH in the atmosphere and, by 
extension, the removal of methane from the atmosphere. For 
example, emissions of NOX will produce a positive radiative 
forcing from increased ozone through the role it plays in the 
photochemical production of ozone. Emissions of NOX will 
also contribute a negative radiative forcing through increased 
OH that removes methane from the atmosphere more rapidly. 
When these secondary effects are accounted for, including the 
important influence of the methane concentration on methane 
lifetime, the total radiative forcing of methane emissions 
on methane concentrations is estimated to be +0.64 W/m2. 
Emissions of NOX, due to the increase in methane removal, 
produces a radiative forcing of -0.25 W/m2, while emissions 
of CO (+0.07 W/m2) and nmVOCs (+0.02 W/m2) contribute 
small additional terms to the radiative forcing (Myhre et al. 
2013). �e total of the four effects is equal, by design, to the 
+0.48 W/m2 radiative forcing calculated from the change in 
atmospheric methane concentration from 1750 to 2010.

�e atmospheric oxidation of methane produces water vapor as 
one of the end products. One molecule of methane will produce 
two molecules of H2O. �e additional water has a vanishingly 
small effect in the troposphere where fluxes into and out of the 
atmosphere through evaporation and precipitation are very 
large compared to the water vapor produced from methane. 
In the stratosphere, however, where concentrations are on the 
order of several parts per million, water vapor from methane 
oxidation is an important contribution. �e IPCC reports that 
the increase in stratospheric water vapor due to the increase in 
methane emissions from the pre-industrial period to present-
day has resulted in an additional +0.07 W/m2 radiative forcing 
(Myhre et al. 2013).

�e latest estimate of the IPCC is that the total radiative forcing 
from methane is +0.97 W/m2, given as the sum of the change 
in ozone due to the increase in methane (+0.24 W/m2), the 
increase in the atmospheric concentration of methane including 
the effect of the increased methane concentration on methane 
lifetimes (+0.64 W/m2) and the increase in stratospheric water 
vapor (+0.07 W/m2). An additional small contribution to CO2 
that results from the oxidation of methane (+0.02 W/m2) brings 
the total to +0.97 W/m2.
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3. Natural terrestrial methane sources in the Arctic

A: T R. C, K  H, T S 

3.1 Introduction 

�e natural terrestrial sources of methane include wetlands, 
freshwaters (lakes and rivers), wild animals (ruminants), termites, 
wildfires and geogenic sources such as volcanic emissions and 
natural seeps. Most of the emissions from termites and volcanos 
take place outside the Arctic region. While wildfires may play 
an important role and increasingly so (Jenkins et al. 2014) both 
globally, and in particular in the Arctic, wetlands and freshwaters 
represent by far the largest terrestrial sources. In a world without 
anthropogenic methane emissions, the dynamics of global 
wetland emissions would be the primary source of variability 
in atmospheric methane concentrations. Hence, wetlands 
are a focus of studies on past greenhouse gas concentrations 
(Chappellaz et al. 1993a; Loulergue et al. 2008). Temperature 
and soil wetness-driven variations in tropical wetland emissions 
and periglacial development of northern wetlands have strongly 
impacted atmospheric methane concentrations over the past 
10000 years or so, both directly (Loulergue et al. 2008) and 
indirectly, through the emissions of volatile organic compounds 
that affected the oxidizing capacity of the atmosphere and so 
the atmospheric capacity to break down methane (see Sect. 2.4) 
(Harder et al. 2007). �e balance between these processes has 
determined past natural dynamics of atmospheric methane and 
there is evidence that these, in turn, have driven major climate 
change events by influencing the strength of the Earth’s natural 
greenhouse effect (DeConto et al. 2012).

�e presence of a greenhouse effect was first proposed in the 
early part of the 19th century by French authors Fourier and 
(later) Pouillet (Handel and Risbey 1992). Tyndall (1861) was 
the first to note that changes in atmospheric carbon dioxide 
concentrations might influence climate. In an apparently little 
noticed paper by Hunt (1863) it was first suggested that other 
gases, including ‘marsh gas’ (methane), could also affect climate 
(Handel and Risbey 1992). Arrhenius (1896) provided the 
first quantitative discussion of the effect of carbon dioxide on 
climate and later made the suggestion that manmade emissions 
of this gas could cause changes in climate (Arrhenius 1908). 
Although the emission of ‘marsh gas’ had been well known 
for decades, methane was unambiguously identified in the 
atmosphere before the middle of the past century (Migeotte 
1948). It took another 38 years before the earlier spectral 
data collected in Arizona and Germany were translated into 
atmospheric mixing ratios of about 1.4–1.5 ppm (Rinsland et 
al. 1985). In the 1970s and 1980s, various authors gave the first 
accounts of atmospheric methane (see Wahlen 1993). 

Ehhalt (1974) made the first estimation of global methane 
emissions including from wetlands, tundra and freshwaters, 
although very few ecosystem–atmosphere flux measurements 
were available at that time. �e first wetland methane flux 
measurements were carried out in connection with the 
International Biological Program (IBP) in the late 1960s and 
early 1970s. �ese studies included the work of Clymo and 

Reddaway (1971) at Moor House in Britain, and Svensson (1976) 
who investigated a subarctic mire in northern Sweden. �ese 
studies were carried out as purely biological investigations with 
no intent to put such work in a climate change context. More 
recently, interest in climate change has spurred a dramatically 
increasing number of studies of wetland methane emissions 
over the past decades, the results of which are reviewed briefly 
in this chapter. Interestingly, the most recent compilation of 
data on global methane emissions (Kirschke et al. 2013) does 
not differ in its range for wetland emissions from that of the 
first budget by Ehhalt (1974). �e early estimates of uncertainty 
seem to mirror the natural variability in fluxes as they are 
understood today (Christensen 2014).

�e policy relevance of estimating natural methane emissions 
is mainly that this provides a baseline against which to compare 
the magnitude of current anthropogenic emissions and thus 
to identify the potential for Arctic countries (and countries 
worldwide) to influence future levels of atmospheric methane 
through mitigation. Also, anthropogenically-caused global 
warming may lead to higher natural emissions, particularly in 
the Arctic region (Ch. 1). �is chapter reviews the processes 
governing Arctic wetland methane emissions, discusses the 
specifics of the currently available data on the extent of such 
emissions, and provides an overview of the carbon dynamics 
of tundra soils (see Box 3.1 for key terminology). �e chapter 
concludes with projections of possible future changes in these 
emissions. �is information addresses the following questions 
posed in Chapter 1 (see Table 1.1):

What are the current methane emissions from Arctic terrestrial 
sources?

What are the controlling processes and factors that strongly 
influence natural emissions?

How may these emissions from Natural sources in the Arctic 
change in the future?

What are the uncertainties or limitations in these estimates?

Answers to these questions will help to address one of the two 
overarching questions posed to the Methane Expert Group:

How does the magnitude of potential emission reductions from 
anthropogenic sources compare to potential changes in methane 
emissions from natural sources in the Arctic?

3.2  Description of natural terrestrial 
methane sources

3.2.1 Processes

Wetland environments have long been known to be significant 
contributors to atmospheric methane through microbial 
breakdown (decomposition) of organic material in saturated 
soils (Ehhalt 1974; Fung et al. 1991; Bartlett and Harriss 1993). 
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In wet, anaerobic (oxygen-free) environments, methane is 
formed through the microbial process of methanogenesis. 
Methane formation follows from a complex set of ecosystem 
processes that begins with the primary fermentation of organic 
macromolecules to acetic acid, other carboxylic acids, alcohols, 
carbon dioxide, and hydrogen. Primary fermentation is followed 
by secondary fermentation of the alcohols and carboxylic 
acids to acetate, hydrogen, and carbon dioxide, which are fully 
converted to methane by methanogenic bacteria (Cicerone 
and Oremland 1988; Conrad 1996). Many factors affect this 
sequence of events, including temperature, the persistence of 
anaerobic conditions, gas transport by vascular plants, changes 
in microbial community composition, and supply of easily 
decomposable organic substrates (Whalen and Reebugh 1992; 
Davidson and Schimel 1995; Joabsson and Christensen 2001; 
Ström et al. 2003). Also, substances such as nitrate and, in 
particular, sulfate, may competitively inhibit methanogenesis 
and support anaerobic methane oxidation. Figure 3.1 shows 
the variety of controls on methane formation rates at different 
spatial and temporal scales. 

�e net release of methane from wetland soils is the result 
of transport and the competing soil processes of methane 
production and methane consumption. While methane is 
produced in anaerobic soils, it is consumed (oxidized) in 
aerobic parts of the soil. �is oxidation takes place through 
the microbial process of methanotrophy, which can even take 
place in dry soils by bacteria oxidizing methane transported 
from the atmosphere (Whalen and Reeburgh 1992; Moosavi 
and Crill 1997; Christensen et al. 1999). Microbial methane 
oxidation in soils can represent a terrestrial sink for atmospheric 
methane and a process that to some extent can counterbalance 
net methane production in areas where dry tundra landscapes 
dominate (Emmerton et al. 2014). Nevertheless, the total 
estimated soil sink of such dry landscapes, even globally, 
remains small compared with the overwhelming importance of 
hydroxyl radical (OH) oxidation in the atmosphere (Ch. 6) but 
also compared with the large wetland and freshwater emissions 
(Kirschke et al. 2013). However, methanotrophy is responsible 
for the oxidation of an estimated 50% of the methane produced 
at depth in the soil column in wet areas with net emissions 

Box 3.1 Key terminology

Active layer The top part of a permafrost soil which thaws annually in summer and refreezes in winter.

Anaerobic environment Living environment with no free oxygen available. Often found in sediments and 
wetland soils.

Cryoturbation 
(frost churning)

Refers to the mixing of materials from various horizons of the soil due to freezing- and 
thawing-induced expansion and contraction of soil.

Drained thermokarst 
lake basin

Lake that has been drained naturally by contact with a river system or other lower-lying lakes.

Ebullition In this context, associated with the bubbles that cause sudden and erratic release of gas (with 
a large content of methane) from wet soils and sediments. 

Peatland Can be both dry and wet ecosystems but characterized by a substantial accumulation of 
organic material, peat. This means peatlands must in a past or present perspective have been 
considered as mires where there is a surplus of organic matter produced that accumulated in 
the ground. According to the International Peat Society the definition of a peatland is simply 
“an area with or without vegetation with a naturally accumulated peat layer at the surface”.

Permafrost table The top of the frozen soil horizons below the active layer.

Taiga A biome characterized by being dominated by coniferous forest consisting mostly of spruce, 
pine and larch.

Talik A layer of year-round unfrozen ground that lies in permafrost areas. In regions of continuous 
permafrost, taliks often occur underneath lakes and rivers, where the deep water does not 
freeze in winter, and thus the soil underneath will not freeze either.

Thermokarst Subsidence and erosion processes created by thawing of ice-rich permafrost.

Thermokarst lake Lake created by subsidence of the soil by thawing of permafrost that is oversaturated with ice.

Tundra, wet and dry Tundra is a biome where the tree growth is hindered by low temperatures and short growing 
seasons. The term tundra comes from the Sami word tuntuuri meaning ‘treeless mountain 
tract’. Tundra is present in vast areas of the Arctic as wet tundra overlapping with the global 
wetland category. Medium-wet (mesic) and dry tundra comprise the rest of the biome. 

Wetland ‘Wetland’ is a very broad characterization of an ecosystem where the vegetation has adapted 
to constant inundation. According to the RAMSAR Convention a wetland is “a land area 
that is saturated with water, either permanently or seasonally, such that it takes on the 
characteristics of a distinct ecosystem”. The main wetland types include swamps, marshes, 
bogs and fens. Tundra wetlands may include all types.

Yedoma deposits Ice-rich Pleistocene loess deposits of mixed origin with labile but frozen organic carbon that 
may have a total ice volume content of 30–90%.
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(Reeburgh et al. 1994) and, in terms of controlling net methane 
emissions, is as important a process as methanogenesis.

�e anaerobic process of methanogenesis (methane production) 
is far more responsive to changes in temperature than the aerobic 
process of methanotrophy (methane consumption/oxidation) 
(Conrad 2009). �e mechanistic basis for this difference is not 
clear, but the ecosystem consequences are straightforward: soil 
warming in the absence of any other changes will accelerate 
methane emission (which is the difference between production 
and consumption), in spite of the simultaneous stimulation of 
the two opposing processes (Ridgwell et al. 1999). �erefore, 
in the absence of other changes, warming favors increasing 
production and net emission of methane on a short-term 
basis (Yvon-Durocher et al. 2014). Over the longer term, 
indirect effects of warming may result in changes in the water 
balance, vegetation, and overall soil carbon dynamics, making 
the overall outcome less certain. In permafrost environments 
undergoing thaw, in addition to the effect of temperature on 
the microbial processes themselves, warming has been shown 
to favor increasing emission through a combination of the 
stimulating effects of increased vascular plant coverage and 
the availability of thawing old organic material (Klapstein 
et al. 2014). �is finding corresponds well with landscape-scale 
analysis of changes in Scandinavian permafrost wetlands over 
decades where increasing emissions have been documented 
due to changes in community structure following permafrost 
thaw (Johansson et al. 2006; Bosiö et al. 2012).

Analysis of growing-season methane fluxes for a large number 
of boreal sites across permafrost zones (Olefeldt et al. 2013) 
illustrates not only strong relationships between methane flux 
and water-table position, soil temperature, and vegetation 
composition but also their interacting effects on fluxes. For 
example, emissions from wetlands with water tables at or 
above the soil surface are more sensitive to variability in soil 
temperature than are drier ecosystems, whereas drier wetlands 
are more sensitive to changes in water-table position. Methane 
storage and transport issues may disturb the described picture 
of temperature, water table and plant mediated controls on net 
emission. At certain time scales, episodic releases of stored gases 
may be triggered by physical pressure build-up in permafrost 
soil when the active layer starts freezing from the top downwards 
toward the permanently frozen soil in the autumn (Mastepanov 
et al. 2008, 2013). �ere may also be sudden methane emissions 
during the growing season related to atmospheric pressure 
change (Klapstein et al. 2014). In a related ecosystem, but more 

strictly freshwater setting, Wik et al. (2014) showed how the 
transport of methane to the atmosphere in bubbles of gas from 
subarctic lakes shows a highly predictable relationship with 
energy input, suggesting increasing emissions as the duration 
of lake ice cover diminishes. �e bottom line is that ebullition 
(bubble emission) and storage/transport issues as well as 
microbial community shi�s may complicate seasonal emission 
patterns such they do not always follow simple relationships 
with variations in temperature and plant productivity.

The controls on methane emissions are, therefore, a rather 
complex set of processes, o�en working in opposing directions. 
Early empirical models of wetland methane exchanges suggested 
sensitivity to climate change (Roulet et al. 1992; Harriss et al. 
1993). A simple mechanistic model of tundra methane emissions, 
including the combined effects of the driving parameters 
(temperature, moisture, and active layer depth), also suggested 
significant changes in methane emissions as a result of climate 
change (Christensen and Cox 1995). Since then, wetland methane 
emission models have grown in complexity (Panikov 1995; Cao 
et al. 1996; Christensen et al. 1996; Walter and Heimann 2000; 
Granberg et al. 2001; Wania 2007; Riley et al. 2011; Zhang et al. 
2012, 2013; Watts et al. 2014) as the mechanistic understanding 
of the most important processes controlling methane fluxes has 
improved. Autumn and winter processes have also been found 
to have a strong influence on net annual emissions of methane, 
in addition to summer/growing season processes (Panikov 
and Dedysh 2000; Mastepanov et al. 2008, 2013). In northern 
wetlands, variations in methane emission at the regional to 
global scale are found to be driven largely by temperature (Crill 
et al. 1992; Harriss et al. 1993), but with important modulating 
effects of vascular plant species composition superimposed 
(Christensen et al. 2003; Ström et al. 2003). �us, from the 
perspective of empirical studies of northern wetlands, an initial 
warming is expected to lead to increased methane emissions, 
but the scale of this increase depends on associated changes in 
soil moisture conditions, and the secondary effects of changes 
in vegetation composition. 

�e highest tundra methane emissions are generally associated 
with wetland conditions combined with highly organic soils 
(o�en peat). Plant productivity can amplify the source strength 
of methane production, and this interaction has been studied 
at scales ranging from below-ground microbial investigations 
(Panikov 1995; Joabsson et al. 1999) to large-scale vegetation 
models linked to methane parameterizations (Cao et al. 1996; 
Christensen et al. 1996; Walter and Heimann 2000; Zhuang et al. 

Fig. 3.1 Major controls on the 
pathways to methane formation. 
Distal (climate/environmental) and 
proximal (chemical) controlling 
parameters are indicated as well 
as a hierarchy of importance in a 
complex ecosystem context. Based 
on Schimel (2004).
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2004; Sitch et al. 2007a; Zhang et al. 2013). Various studies have 
attributed the relationship between living plants and methane 
emissions to different mechanisms, such as: stimulation of 
methanogenesis by increasing C-substrate availability (input 
of organic substances to soil through root exudation and litter 
production); build-up of plant-derived peat deposits that retain 
water and provide an anaerobic soil environment; removal 
from the soil by plants of mineral nutrients such as nitrate and 
sulfate, which are competitive inhibitors of methanogenesis 
(competitive electron acceptors); and enhancement of gas 
transport from methanogenic soil layers to the atmosphere 
via root aerenchyma acting as gas conduits that bypass zones 
of potential methane oxidation in the soil. In addition to these 
stimulatory effects on net methane emissions, certain plants 
may also reduce emissions through actively oxidizing the root 
vicinity (rhizospheric oxidation), which can enhance methane 
consumption, while Sphagnum and other peat mosses can also 
possibly increase oxidation through a symbiotic relationship 
with methanotrophs (Kip et al. 2010; Parmentier et al. 2011). 
Figure 3.2 summarizes the ways in which plants may affect 
methane emissions from wetlands.

3.3  Methods for measuring methane 
fluxes 

Direct surface flux measurements of methane exchange 
with the atmosphere rely primarily on closed chamber and 
eddy covariance methods, with the latter usually deployed 
on ground-based flux towers. Most recently, airborne eddy 
covariance flux measurements were conducted in the North 
American, Canadian, and Siberian Arctic (Box 3.2). In boreal 
and Arctic ecosystems, methane flux measurements are still 
predominantly performed with chambers, which usually 
cover <1 m2 (Whalen and Reeburgh 1990a; Christensen 
et al. 1995; Corradi et al. 2005; Mastepanov et al. 2008; Sachs 
et al. 2010). Ecosystem-scale eddy covariance observations 
of integrated fluxes over larger areas (typically hectares) have 
become available relatively recently due to advances in laser 

and infrared absorption technology (Friborg et al. 2000; 
Sachs et al. 2008; Wille et al. 2008; Jackowicz-Korczyński 
et al. 2010; Parmentier et al. 2011; see Box 3.2). In spite of the 
rapid advances in technology, ecosystem-scale observations 
of northern wetland methane fluxes still remain sparse and 
geographically fragmented, due to the logistical challenges and 
o�en harsh environmental conditions accompanying fieldwork 
in the Arctic environment. Also, measurements with year-
round coverage are still extremely rare and most available data 
cover the growing season only.

Direct flux measurements of ecosystem–atmosphere exchange of 
methane are pivotal for understanding the spatial and temporal 
dynamics of the emissions. However, flux measurements outside 
the growing season are very rare in Arctic environments due to 
logistical and operational difficulties during winter. Mastepanov 
et al. (2008) showed high emissions during autumn related to 
active layer freezing but the general lack of autumn and winter 
measurements introduces much uncertainty into annual methane 
emission estimates. �e contribution of episodic and spatially 
variable bubble emissions of methane (ebullition), from both 
land surfaces and lakes, is also uncertain and might be a stronger 
source of emission than previously appreciated (Walter et al. 2006; 
Goodrich et al. 2011). Recent advances in quantifying ebullition 
seep fluxes have been made by coupling long-term continuous 
measurements of ebullition using submerged bubble traps placed 
over discrete ebullition seeps with spatially extensive surveys of 
the distributions of ebullition seeps across lakes. �e technique, 
first introduced by Walter et al. (2006), utilizes the ice-cover season 
to identify locations of point-source ebullition seep in lakes, as 
bubbles released from sediments in winter get trapped as vertical 
stacks in downward growing lake ice. Traps are then placed under 
the ice, above the bubbling point-source to monitor ebullition 
fluxes continuously, year round throughout the ice-cover and 
ice-free seasons. The technique has been used to estimate 
regional-scale methane emissions in Alaska and Greenland 
(Walter Anthony et al. 2012). Statistical analyses suggested that 
estimates of whole-lake methane ebullition emissions using a 
stratified sampling design that quantifies point-source ebullition 
emissions are more accurate than distributed placement of bubble 

Fig. 3.2 Means by which vascular 
plants can influence net methane 
emission from wetland soils. 
Modified from Joabsson and 
Christensen (2001).
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Box 3.2 Measuring methane fluxes

Rapid development over recent years in laser technology 
has enabled much improved speed and accuracy in methane 
analysis across all measurement platforms. Although fast 
Tuneable Diode Laser (TDL) methane analyzers for application 
in eddy covariance have been available for more than a decade, 
these systems were not readily applicable in remote Arctic 
environments because of the need for liquid nitrogen cooling, 
and the high power requirements. �e former has improved 
with the availability of less demanding quantum cascade 
and cavity ringdown laser systems, while the latter has been 
addressed by the recent introduction of low-power laser-based 
open path systems. However, many technological hurdles still 
remain, relating mainly to the power demand of these systems. 

Fig. 3.3 Measuring methane fluxes. Upper right: Eddy covariance (EC) equipment to quantify surface-atmosphere heat, water vapor, carbon dioxide, 
and methane exchange. �e EC method relies on fast (≥10 Hz) measurements of the 3D wind vector, temperatures, and concentrations of the gases 
of interest to derive their turbulent transport. Lower panel: Typical EC flux data showing two years of growing season emissions from a subarctic 
permafrost mire (Stordalen, northern Sweden) and a gap in winter due to instrumental and power problems which are typical – even at this site 
which has sophisticated capabilities for logistics and winter access compared to most other Arctic sites (Jackowicz-Korczyński et al. 2010). Middle 
right: combined automatic closed chamber (background) and gradient method (yellow tower) set-up to quantify methane flux. Measurement hut 
with lasers in the foreground. Middle le�: flux measurement aircra� carrying EC equipment to quantify fluxes over larger areas.
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traps without prior knowledge of seep locations (Walter Anthony 
and Anthony 2013). Other studies have shown problems with 
extrapolating lake emissions based on trapped air bubbles (Wik 
et al. 2011) and in general there is still a large uncertainty associated 
with lake-based episodic emission as well as emissions outside 
the growing season, although they undoubtedly represent highly 
important terms in the general terrestrial/limnic ecosystem–
atmosphere interaction (Bastviken et al. 2011). 

Indirect and remote methods to infer methane fluxes include tall 
tower (i.e. for atmospheric studies, as opposed to the flux towers 
mentioned earlier measuring direct ecosystem–atmosphere 
exchange) and airborne in situ concentration measurements as 
well as total atmospheric column concentration observations 
from spaced-based sensors. All of these rely on inverse modelling 
to derive surface flux estimates, typically on much coarser spatial 
scales than direct flux measurements. �is is covered in Ch. 7.

The limited spatial coverage of existing observational 
methods can be enhanced by airborne eddy covariance flux 
measurements. Airborne flux measurements of northern 
wetland methane emissions were first made in the late 1980s 
and early 1990s in two large-scale experiments over the Yukon-
Kuskokwim Delta (Ritter et al. 1992) and over the Hudson Bay 
Lowlands and northern boreal forest regions of Canada (Ritter 
et al. 1994). However, airborne methane flux measurements 
have not found their way into routine seasonal observations and 
have gained renewed momentum only recently with large-scale 
flight campaigns in Alaska, Canada, and first flights in Siberia 
(Sachs et al. 2012; Serafimovich et al. 2013; Kohnert et al. 2014).

3.4  Quantification of methane emissions 
from Arctic terrestrial sources

A recent comparison of methane emission estimates from 
global terrestrial ecosystem models revealed substantial 
variation (Melton et al. 2013). �e suite of models demonstrated 
extensive disagreement in both their simulations of wetland 
areal extent and methane emissions, in both space and 
time. Simple metrics of wetland area, such as the latitudinal 
gradient, show large variability, principally between models 
that use inundation dataset information and those that 
independently determine wetland area. Agreement between 
the models improves for zonally summed methane emissions, 
but large variation between the models remains. For annual 
global methane (CH4) emissions, the models vary by ±40% 
of the all-model mean (190 Tg CH4/y) (Melton et al. 2013). 

An international effort to quantify regional carbon fluxes 
globally was also undertaken recently (the Global Carbon 
Project – Regional Carbon Cycle Assessment and Processes 
(RECCAP; Canadell et al. 2011). As part of this effort, 
McGuire et al. (2012) conducted a thorough review of the 
data (Fig. 3.4) and modeling work available to date on natural 
methane emissions from Arctic tundra ecosystems. Much of 
the following is based on an updated version of this review.

Observational studies (the methods for which are discussed in 
Sect. 3.3) generally indicate that Arctic tundra is a substantial 
source of methane to the atmosphere during summer and that 
there has not been a substantial change in the strength of the 

1970s

1980s

1990s

2000s

Methodology:

Chamber method (CH)

CH + EC

Eddy covariance method (EC)

CH + Model

CH + Other

Fig. 3.4 Location of northern study sites for ground-based 
hitherto available information on methane emissions as 
compiled by McGuire et al. (2012). 
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source between the 1990s (4.0–10.4 g CH4/m2 per summer, 

across regions) and 2000s (1.9–18 g CH4/m2 per summer across 
regions; McGuire et al. 2012). (Note that ‘summer’ is used as 
the unit because most observational studies are constrained to 
the growing season. Where full annual studies are available the 
unit of year is used instead.) �e difference in these ranges is 
most likely to be due to different sites being studied in the two 
decades and it may, hence, carry more of a spatial than temporal 
significance. �e existing observations suggest that there are 
differences among different tundra types as mean summer 
emissions of methane for wet tundra were 12.3 g CH4/m2 
per summer over the measurement period compared with 
1.1 g CH4/m2 per summer for dry/mesic tundra, with no 
overlap in the confidence intervals (Table 3.1; Fig. 3.4; McGuire 
et al. 2012). Dry tundra and subarctic heath ecosystems act 
as a very small but significant atmospheric methane sink 
(Whalen and Reeburgh 1990b; Bartlett et al. 1992; Christensen 
et al. 1997). �ere are only a few studies that have estimated 
the exchange of methane in winter, and these studies indicate 
that tundra ecosystems are a moderate source of around 
4.0 (0.13–8.0) g CH4/m2 per winter to the atmosphere (McGuire 
et al. 2012, supplementary information). �e comparison of 
tundra methane emissions between summer and truly annual 
estimates (which are rare) suggests that methane emissions 
in winter support this range, as annual fluxes in wet tundra 
are 19.5 g CH4/m2; that is, 7.2 g CH4/m2 higher than summer 
fluxes and 2 g CH4/m2 higher in dry tundra (see Table 3.1) 
(McGuire et al. 2012). 

As part of the RECCAP process, extrapolations of the local-scale 
flux observations were also made. Based on the mean and range 
of methane observations for different geographical regions of 
the Arctic, from sites in Fig. 3.4, McGuire et al. (2012) developed 
estimates and uncertainty ranges of methane emissions for 
the whole of the Arctic tundra before and a�er year 2000. �is 
analysis suggests that tundra emitted 13.3 Tg CH4/y to the 
atmosphere in the 1990s, with a range of uncertainty between 
-1.3 and 29.3 Tg CH4/y. �e analysis suggested that tundra was a 
stronger emitter of methane during the 2000s (26.7 Tg CH4/y), 
but that the uncertainties since 2000 are much larger than in 
the 1990s (between 0 and 68 Tg CH4/y). It is suspected that 
the larger uncertainty in the 2000s is associated with more 
methane measurements across a greater diversity of tundra 
vegetation types. Across the two decades, the McGuire et al. 
(2012) analysis of observations indicates that tundra emitted 
14.7 Tg CH4/y (0–29.3 Tg CH4/y). �e latter estimates are 
obviously sensitive to the estimated area of tundra used to 
calculate them. McGuire et al. (2012) followed a tundra area 
(mask) defined in the RECCAP study. Section 3.6 includes a 
brief discussion of the uncertainties associated with the areal 
estimates and their implications for future projections.

Emissions from freshwater systems are o�en neglected. In 
addition to the almost entirely terrestrial wetland emissions, 
Arctic freshwaters also contribute methane to the atmosphere 
and this input has been estimated to be as high as 13 Tg CH4/y 
from all open freshwaters north of 54°N (that is, about 
1.8 million km2) (Bastviken et al. 2011). �e freshwaters may 
also have played an important role in how northern ecosystems 
have generated feedback effects in the natural climate system 
during the past thousands of years (Walter Anthony et al. 2014). 
�ese lake and freshwater related emissions are influenced 
by ebullition events to a greater extent than are those from 
wetlands. As such, they are more difficult to quantify at a 
regional scale. Recent advances have shown simple relationships 
with energy input to freshwater systems as a good predictor of 
emission (Wik et al. 2014).

3.5  Quantification of carbon stocks and 
spatial extent

3.5.1  Size and characteristics of the Arctic soil 
carbon reservoir

�is section addresses organic carbon stocks in Arctic soils 
where they matter for potential changes in methane release. 
For methane to be produced in soils (and then emitted to 
the atmosphere) there needs to be an organic carbon source. 
Estimating the amount of carbon stored in Arctic soils is 
therefore critical to projections of future methane emissions 
in a warming Arctic. Low temperatures, wet conditions 
and permafrost (soil or peat that is frozen for at least two 
consecutive years) are favorable for the accumulation and 
preservation of organic matter in soils as the decomposition 
rates are limited. In the northern hemisphere, permafrost soils 
occur on about 25% of the land area (23 million km2), either as 
a continuous cover (continuous permafrost, >90% of the area) 
or patchy (discontinuous, 50–90% of the surface) and sporadic 
permafrost (10–50% of the surface) (Brown et al. 2014). 
Estimates of the amount of global organic carbon in Arctic 
soils have been revised upward recently, amounting to about 
50% of the world’s global soil carbon (Tarnocai et al. 2009). 
Decomposition of this carbon in a rapidly warming Arctic, 
and the resulting emissions of carbon dioxide or methane, is a 
potentially important feedback to climate warming. However, 
the extent to which this carbon is available for decomposition 
is dependent on its conservation in frozen ground and 
vulnerability to permafrost degradation, burial depth, and 
how easily the organic material is decomposed (McGuire 
et al. 2010; Van Huissteden and Dolman 2013). Cryoturbation 
(vertical movement of soil resulting from freeze-thaw 

Table 3.1 Summary of average ground-based observational flux estimates (120 published studies) on a per square meter basis (McGuire et al. 2012) from 
sites shown in Fig. 3.4. Emissions to the atmosphere in g CH4 m2 per summer or per year. ‘Summer’ is defined by the individual studies which cover various 
lengths. Site year is the total number of measurement years at the collected sites analyzed by McGuire et al. (2012) and used to obtain the mean flux.

Time period Wet tundra Dry/mesic tundra

Mean Site year estimates 95% confidence 
interval

Mean Site year estimates 95% confidence 
interval

Summer 12.3 38 7.2–17.3 1.1 25 0.4–1.9

Annual 19.5 22 11.3–27 3.1 24 0.4–5.7
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processes) mixes carbon to deeper levels in the soil, thereby 
potentially removing it from layers of rapid decomposition 
(Kaiser et al. 2007; Koven et al. 2009). On the other hand, 
permafrost thaw may cause erosion processes and soil 
subsidence resulting in lake and pond formation and erosion, 
processes that can expose soil carbon to either anaerobic 
decomposition causing methane and carbon dioxide emission, 
aerobic decomposition resulting in carbon dioxide emission, 
or transport as dissolved and particulate organic carbon to 
rivers and streams to lakes and the sea (Van Huissteden and 
Dolman 2013; Vonk and Gustafsson 2013). �e latter processes 
have been neglected in considerations of Arctic tundra carbon 
cycling but have attracted increased attention recently (Vonk 
and Gustafsson 2013; Cory et al. 2014).

Older inventories of Arctic soil carbon included only the top 
100 cm of soil; however, as permafrost thaw may affect soil 
organic matter (SOM) at greater depths, Tarnocai et al. (2009) 
also included soil layers up to 300 cm depth. Tarnocai et al. (2009) 
also regionalized soils and organic deposits across the Arctic, 

making a subdivision between peatland areas, alluvial deposits, 
and yedoma. �e highest organic carbon contents are found 
in peat soils and peaty, cryoturbated mineral soils (32.2–69.6 
kg/m2). Although yedoma soils have a low carbon content, due 
to the vast extent of these deposits, this adds up to a considerable 
carbon pool (Zimov et al. 2006; Schirrmeister et al. 2010, 2011). 

�e most recent estimates for Arctic soil carbon stocks converge 
on a range between 1400 and 1850 Pg C for all northern 
permafrost soils (750–1024 Pg C for peatlands, 200–450 Pg C 
for yedoma and 241–250 Pg C for alluvial deposits). However, 
the uncertainties associated with these estimates are large, in 
particular for carbon content at depth and thickness of deposits. 
To reduce the uncertainties, the Northern Circumpolar Soil 
Database is being developed (Hugelius et al. 2013; Fig. 3.5). 
Hugelius et al. (2014) arrived at lower estimates in particular 
for yedoma (178±143 Pg C) and alluvial deposits (31±39 Pg C) 
(Table 3.2); the yedoma estimate being in line with the sediment 
analysis data of Strauss et al. (2013).

Table 3.2 Recent estimates of Arctic soil carbon, Pg C.

Source 0–100 cm 0–300 cm >300 cm >300 cm 
(delta/ alluvial)

Total

Tarnocai et al. 2009 496 1024 407 241 1672

Schuur et al. 2008; McGuire et al. 2009 Not determined 750 400 250 1400–1850

Hugelius et al. 2014 472±34 1034±183, 
1104±133

178 +140/-146 31±39 1300–1370 (uncertainty 
range: 930–1690)

Fig. 3.5 Carbon distribution of northern permafrost soils 
derived from the Northern Circumpolar Soils Database 
(Hugelius et al. 2013, 2014).
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� e decomposability (lability) of SOM strongly determines the 
rate at which carbon stored in soil reservoirs can be transferred 
to the atmosphere upon thaw and shows considerable variability. 
Schädel et al. (2014) analyzed the lability of SOM using aerobic 
incubation experiments on organic and mineral soil cores 
collected from Alaska and northern Siberia. � e fraction of 
SOM that turns over in less than a year (‘fast pool’) was less 
than 5% for all soils. However, the ‘slow pool’ (defi ned here by 
a turnover time of 5–15 years) varied between organic and 
mineral soils, with organic soils showing the highest values 
and highest variability. � e carbon/nitrogen ratio was a good 
proxy for the slow pool size. Treat et al. (2015) analyzed a large 
database of anaerobic incubations. � ese showed diff erences 
in the anaerobic CO2:CH4 production ratio (lowest for tundra 
sites), and overall anaerobic carbon dioxide and methane 
production (greatest for organic soils and inundated soils, and 
least for deeper horizons). Methane production was more than 
four times greater in soil from graminoid (grass) and shrub-
dominated sites than in soils from forested sites, indicating 
that the vegetation community can infl uence methane fl uxes 
considerably, as also shown by fi eld observations (e.g. Ström 
et al. 2003; Turetsky et al. 2007). In the absence of any other 
changes a shi�  in graminoid species composition may change 
the CO2:CH4 production ratio (Ström et al. 2003). Pedersen 
et al. (2011) looked across a range of drained thermokarst lake 
basins of various ages in northern Alaska, and found evidence 
of substantial decomposable deposits of carbon in even the 
oldest lake beds (5500 years) and lower soil horizons. 

3.5.2  Vulnerability of the Arctic soil carbon 
reservoir

Vulnerability of the Arctic soil carbon pool to climate change 
depends on its position with respect to the surface. Deeper 
(below 1 m) permafrost carbon is less vulnerable to short-term 
changes in temperature. A distinction can be made between 
gradual changes (such as changes in active layer thickness, 
soil wetness, and microbial process rates), and rapid ‘pulse 
disturbances’ (such as wildfi res and thermal disturbance of 
permafrost – thermokarst, Fig. 3.6) (Grosse et al. 2011). � e 
latter strongly depend on the distribution of ice in the subsoil 
(Fig. 3.6) and geomorphological processes resulting from soil 
subsidence and erosion. � e fate of the carbon that is lost from 
soils is either emitted as carbon dioxide and methane to the 
atmosphere, or transported as dissolved and particulate organic 

carbon in rivers. Approximately two-thirds of this river-borne 
carbon is outgassed to the atmosphere during transport, but a 
considerable part may be sequestered again in lake, river, and 
marine sediments (Van Huissteden et al. 2013).

In an ‘expert opinion’ survey conducted in 2012, experts were 
asked to provide quantitative estimates of permafrost change in 
response to four scenarios of warming (Schuur et al. 2013). For 
the highest warming scenario (RCP8.5), experts hypothesized 
that carbon release from permafrost zone soils could be 
19–45 Pg C by 2040, 162–288 Pg C by 2100, and 381–616 Pg C 
by 2300 in CO2 equivalent using 100-year methane global 
warming potential (GWP). � e values become 50% larger using 
20-year methane GWP, with a third to a half of expected climate 
forcing coming from methane even though methane accounted 
for only 2.3% of the expected carbon release. Experts projected 
that two-thirds of this release could be avoided under the lowest 
warming scenario (RCP2.6) (Schuur et al. 2013).

Both temperature and precipitation changes may affect 
permafrost soils. Ijima et al. (2010) reported increases in 
soil temperature and soil wetness after four years of high 
rainfall and snowfall in the central Lena basin in Siberia. 
� ese changes resulted locally in taiga forest die-back (Ijima 
et al. 2014) and decreases in boreal forest carbon sequestration. 
On the other hand, water-limited plant communities in High 
Arctic environments may benefi t from soil moisture increases 
(Elberling et al. 2008). Increased active layer thickness enhances 
decomposition of older soil carbon as shown by climate 
manipulation experiments (e.g. Natali et al. 2014). For example, 
Dorrepaal et al. (2009) report that more than 69% of the increase 
in soil respiration was attributed to SOM near the base of the 
active layer in a warming experiment in a subarctic peatland. 

While expansion of existing lakes may increase in a warmer and 
wetter climate, it is ultimately limited by fl uvial and subsurface 
drainage of lakes (Jones et al. 2011; Van Huissteden et al. 2011). 
� ere is a very limited body of reliable data on lake expansion, 
and even less so on how this may relate to changes in lake 
methane emissions, since it requires extensive multi-year 
high resolution remote sensing studies and has to take into 
account any non-climatic lake level changes (Plug et al. 2008; 
Jones et al. 2011). In southern discontinuous permafrost areas, 
lake area tends to decrease by regrowth (fi lling in of lakes to 
become wetlands) and subsurface drainage (Roach et al. 2011). 
Observation data from the Seward Peninsula (Alaska) indicate 
a net decrease of lake area resulting from the drainage of 

Fig. 3.6 How carbon is lost from 
Arctic soils with permafrost (fi re 
excluded). � e bottom bar indicates 
various modes of soil carbon 
transfer. Area 1 represents an area 
with spatially homogeneous active 
layer thickness increase and Area 2 
represents spatially heterogeneous 
permafrost thawing driven by 
differences in soil ice content. 
A� er Van Huissteden and Dolman 
(2013). Terms defi ned in Box 3.1.
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large lakes, while the number of smaller lakes and ponds is 
growing rapidly (Jones et al. 2011). In other areas there are also 
indications of rapidly increasing numbers of smaller lakes and 
ponds (Jorgenson et al. 2006). In western Siberia, a relationship 
was established between lake size and lake water carbon dioxide 
and methane concentration, with the smaller lakes showing the 
highest gas concentrations (Shirakova et al. 2013). �is pattern 
indicates that small features below the resolution of current lake 
and wetland databases may be important controls on carbon 
transfers from permafrost soils to the atmosphere.

3.6  Estimates of future methane emissions 
from natural terrestrial sources

A variety of simple empirical as well as advanced ecosystem process 
models have been used to estimate methane emissions from 
tundra into the future, including: (1) empirically-based regressions 
of net methane fluxes (Moore and Roulet 1993; Frolking and Crill 
1994; Christensen et al. 1996; Bellisario et al. 1999; Kaplan, 2002); 
(2) daily flux estimates based on either predicted or observed 
water chemistry, temperature, and respiration (Potter and Klooster 
1997); (3) site, regional, and global scale approaches that include 
vertical structure, aqueous and gaseous transport, competition 
between processes affecting methane concentrations, and simple 
representations of water chemistry (Cao et al. 1996; Walter et al. 
2001; Zhang et al. 2002; Zhuang et al. 2004; Petrescu et al. 2010; 
Tian et al. 2010; Wania et al. 2010b; Riley et al. 2011); and (4) 
models of all the above types that also include details of microbial 
population dynamics, aqueous chemistry, and soil horizontal 
heterogeneity (Grant 1998, 1999; Segers and Leffelaar 2001a,b. 
LPJ-GUESS WHyMe is the updated version of LPJ-GUESS (�e 
Lund-Potsdam-Jena General Ecosystem Simulator, Smith et al. 
2001), customized for upland and wetland ecosystems for the 
northern high latitudes. For upland ecosystems, Arctic-specific 
plant functional types have been adopted to encompass deciduous 
and evergreen shrubs and four open-ground tundra species (Wolf 
et al. 2008). For wetland ecosystems, the model has incorporated 
recent developments to LPJ-DGVM by Wania and co-workers 
(LPJ WHyMe v1.3.1 – Wania et al. 2010b) that include soil freezing 
processes, peatland hydrology, peatland plant functional types 
(PFTs), and methane dynamics. 

McGuire et al. (2012) showed that LPJ GUESS WHyMe agreed 
with observations, inverse modelling, and three other process-
based ecosystem models in predicting that the Arctic land area 
was a stronger carbon dioxide sink in 2000–2006 than in 1990–
1999 and, based on observations as mentioned earlier, there were 
indications of an increasing source to the atmosphere of methane. 

Global wetlands are estimated to emit ~140–280 Tg CH4/y 
(Kirschke et al. 2013) from a total area of ~5 million km2, half 
of which lies north of 50°N (Matthews and Fung 1987). To 
assess the sensitivity of northern emissions to wetland area, 
Petrescu et al. (2010) applied a single methane-wetland model 
to five different wetland distributions. Areas varied by a factor 
of two (2.2–4.4 million km2) and reported emissions varied by 
a factor of four (38–157 Tg CH4/y). 

Since these form major sources of uncertainties annual tundra 
emissions have been calculated based on: (1) estimated spatial 
area of wetland tundra, i.e. the lower end of the areal range 
above for all northern wetlands (2.2 million km2); (2) high and 
low estimated per square meter emissions as compiled from 
observational studies by McGuire et al. (2012; Sect. 3.4); and (3) 
the direct output of the Zhang et al. (2013) study applied to the 
RECCAP areal domain (McGuire et al. 2012). Taken together, 
this method provides an envelope of methane emission estimates 
for the present and a range of scenarios into the future (Fig. 3.7). 

It is noted that the estimates by Zhang and co-workers (Fig. 3.7) 
are somewhat above what the atmospheric observations and 
associated inverse modelling currently suggest (see Ch. 7). �ese 
inverse atmospheric modeling estimates suggest a source of 
around 20 Tg/y during the first decade of the timeline projected in 
Fig. 3.7. At the same time, this may indicate that the observational 
evidence underestimates total emissions (Fig. 3.7). 

3.7  Natural terrestrial emissions for 
AMAP methane climate modeling

Based on the range of outputs shown in Sect. 3.6, the 
natural emission scenarios span changes between a modest 
10 Tg/y to more than 40 Tg/y for natural terrestrial methane 
emissions through the year 2080. �ese projections do not 
consider abrupt changes or accelerating trends, although 

Fig. 3.7 Annual tundra emission started at present day with high and low emission as synthesized from observations by McGuire et al. (2012). Also shown 
is the direct output from the model as reported by Zhang et al. (2013) as applied to RECCAP domain which covers a larger area.
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such changes are possible during this period. Given the 
potential for decomposition discussed in Sect. 3.5, changes in 
decomposition rate could be an important factor in the future. 
In addition to these aspects of uncertainty, it is also known that 
many processes are not well represented in current models; 
including hydrology, lake dynamics, permafrost, thermokarst 
and thermal erosion. �ese are all likely to impact future 
methane emissions. Therefore, for the combined climate 
scenarios developed in Ch. 8 simple estimates of low, medium 
and extreme natural terrestrial emissions are utilized rather 
than output from specific model runs such as the examples 
discussed in Sect. 3.6.

3.8 Conclusions

3.8.1 Key findings 

In relation to the guiding questions outlined at the start of this 
report, understanding of natural terrestrial methane sources has 
increased markedly over the past decades. �e estimated scale 
of current emissions varies between measurement and model 
estimates but in general falls within the range 10–30 Tg CH4/y. 
�is understanding combined with the large organic carbon 
reservoirs in the source ecosystems suggests significant 
potential for increasing emissions in a changing climate 
but the rate and scale of this potential increase is still very 
uncertain. �e major controls on natural methane emissions 
are all climatically controlled, either directly (temperature, 
precipitation/hydrology) or indirectly (vegetation change, 
permafrost collapse/erosion) and, hence, any change in climate 
should drive a change in emission from this large natural source. 
In this study, a range of climate change estimates (Ch. 8) have 
been applied based on projected scenarios over a 50-year time 
horizon which spans 25–50 Tg CH4/y all also including possible 
changes in the natural marine environments (see Ch. 4). A more 
extreme scenario for natural emission change of 100 Tg CH4/y 
has also been included, acknowledging the uncertainty and 
possible step-changes or accelerating trends that are not dealt 
with in current process models. 

3.8.2 Recommendations

Uncertainty associated with current estimates of natural terrestrial 
methane emissions may be reduced through several means:

 • Increased ground-based monitoring of natural methane 
sources. �e current capability for methane flux monitoring 
in the Arctic is very limited and needs increased areal 
coverage.

 • Expanded continuous flux monitoring networks with winter 
emission measurement capabilities. �e great constraint on 
these is the logistical infrastructure needed for operation 
at remote sites and in a harsh winter climate. Basic needs 
such as transport and power supply are restricted in most 
of the remote Arctic areas in winter. Improvements in site 
and field station infrastructures are pivotal.

 • More and better research site infrastructure and 
comparability of instrumentation in the Arctic.

 • Cross-disciplinary approaches to document source to sink 
emissions and transport issues that include terrestrial, 
freshwater and near-coastal environments.

 • Airborne observations are needed to enhance spatial 
coverage, and space-based monitoring should be developed 
to an operational standard for monitoring ground-based 
source variations.

 • Novel technology, using gas sensing technology as well as 
drones and satellite-based sensors should be further developed 
in order to enable improved high resolution understanding 
of point sources in space and time as well as to help provide 
better year-round coverage of ecosystem–atmosphere fluxes.
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4. Natural marine methane sources in the Arctic

L : F-J W. P, A S, A B, K K
C : G P

4.1 Introduction

The world’s oceans are traditionally viewed as a small 
contributor to the contemporary global methane budget (Ehhalt 
1974; Kirschke et al. 2013). However, the tremendous amount 
of methane thought to be stored in ocean sediments (Milkov 
2003; Hester and Brewer 2009) signifi es the vast potential of the 
marine environment to emit large amounts of this greenhouse 
gas. � e most important reservoir for methane is suggested 
to be in the form of gas hydrates, which are found at depth 
along the edge of the continental margin and may be present 
at shallower depths in subsea permafrost-associated areas. � e 
methane stored within these hydrates originates from deeper 
in the ocean sediment, from thermogenic or biogenic sources. 
Other methane sources within the ocean include geological 
seeps and production of methane in surface waters.

� is chapter focuses on the size, controlling processes and factors, 
and potential future changes in these methane sources within the 
context of the Arctic Ocean. For the purposes of this report, the 
area referred to as the Arctic Ocean includes continental shelf 
areas and its surrounding seas (see Fig. 4.1), unless specifi ed 
otherwise. � ese areas vary widely, from deep basins in the 
central Arctic Ocean to shallow continental shelf regions. Some 
of these shelf regions – such as the Laptev Sea – contain large 
areas of subsea permafrost, while others do not. Moreover, most 
marginal seas in the central Arctic basin are covered by sea ice 

either throughout the year, or for a large part of the year. Other 
seas experience large seasonal changes in sea ice cover, and have 
shown a dramatic decline in sea ice over recent decades. � is 
variety within the seas of the Arctic translates into a diversity of 
methane sources, and their vulnerability to climate change and 
accompanying sea-ice decline diff er accordingly. 

Methane hydrates in the sediments of the Arctic Ocean and 
its marginal seas are considered more vulnerable to climate 
change than elsewhere in the world, due to their presence at 
shallower depths within the Arctic. � ese hydrates form in ocean 
sediment under high pressures and low temperatures because 
these conditions allow for the formation of an ice-like structure 
that can trap methane within its crystal structure – commonly 
known as ‘gas hydrate’. Since climate warming is occurring 
rapidly in the Arctic – and this trend is expected to continue 
(see Ch. 1) – it has been hypothesized that destabilization of gas 
hydrates could occur in the Arctic. If the methane contained 
within hydrates were released to the atmosphere over a relatively 
short period of time, this would amplify global warming (Nisbet 
1989). Also, the Arctic Ocean contains large shelf regions with 
subsea permafrost, and it has been proposed that more methane 
will be released when these sediments thaw, either from gas 
hydrates or the decomposition of previously frozen organic 
matter. Underlining these concerns, recent expeditions have 
discovered hotspots of methane release from gas hydrates along 
the west coast of Spitsbergen (Westbrook et al. 2009; Bünz et al. 
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Fig. 4.1 The Arctic Ocean and adjacent seas. 
Although varying defi nitions exist of the exact 
boundary of the Arctic Ocean – depending on 
the intended purpose of the accompanying study 
– it is defi ned within this report as the central 
Arctic basin and the surrounding shelf regions, 
such as the Chukchi Sea and the Barents Sea, and 
extended to the other named seas, namely the 
Hudson Bay, the Labrador Sea, the Nordic Seas in 
between Greenland and Norway, and the Bering 
Sea. Note the large continental shelf region of 
the Arctic Ocean with relatively shallow depths, 
surrounding the deep central basin. 
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2012) and from the shallow waters along the East Siberian coast 
where subsea permafrost is thought to be broadly distributed 
(Shakhova et al. 2010). �is emphasizes the potential of the 
Arctic Ocean as a source of methane, and stresses the need for 
a thorough understanding of these sources.

Despite this potential, knowledge of the distribution, functioning 
and likely future change in these methane sources is much less 
developed than for methane sources in the terrestrial Arctic. 
While good progress has been made on determining the methane 
budget of the terrestrial Arctic (McGuire et al. 2012), the dearth 
of observations in the Arctic Ocean leaves many questions 
unanswered. This lack of understanding is not only due to 
the vast area involved, but also to the logistical challenges of 
taking measurements in an ocean that is largely covered by sea 
ice. Despite such complexities, a better understanding of these 
sources, and their expected future change, is paramount. �is 
chapter, therefore, aims to provide clarity, constrain uncertainties, 
and assess the vulnerability of methane deposits in the Arctic 
Ocean to climate change. Specifically, and in parallel with Ch. 3 
on natural terrestrial sources, this chapter seeks to address the 
following questions posed in Ch. 1 (Table 1.1):

What are the current methane emissions from Arctic 
marine sources?

What are the controlling processes and factors that strongly 
influence natural emissions?

How may these emissions from natural sources in the Arctic 
change in the future?

What are the uncertainties or limitations in these estimates?

4.2  Methane sources and reservoirs 
in the Arctic Ocean

4.2.1 Subsurface methane production

Methane production is common throughout the subsurface of 
the world’s oceans and occurs through microbial, thermogenic 
or abiogenic processes. �e three processes occur at varying 
depths within the sediment column and under differing 
conditions (see Box 4.1, Fig. 4.2). 

Microbial methane is produced by methanogenic archaea, 
microorganisms that form methane through carbon dioxide 
reduction or the conversion of acetate (Garcia et al. 2000) – 
similar to the terrestrial sources (see Sect. 3.2). Since the activity 
of methanogens depends on temperature, this process occurs 
within anoxic and sulfate-depleted zones in ocean sediments at 
various depths and timescales, with an optimum temperature of 
around 35–40°C and a maximum of 55–60°C (Judd 2004). Such 
temperatures are reached at depth due to an increase in temperature 
according to the local geothermal gradient. Depending on the 
thermal gradient and according to the temperature constraints, 
the zone of microbial methanogenesis is mainly limited to the top 
1 or 2 km of ocean sediments, in which about 10% of the total 
organic carbon is typically converted to methane (Judd 2004). 

Organic matter in deeper layers (such as coal beds) may 
be degraded when temperatures increase over 110°C with 
depth (Milkov 2005), resulting in a concomitant production 

Box 4.1 Areas of methane production, oxidation 
and migration

Deep within the sediment, temperatures are high enough 
(over ~100°C) for thermogenic formation of methane. 
Higher in the sediment, temperatures are lower (below 
~60°C) and suitable for microbial methane production. 
�e methane generated in these two zones can migrate 
upwards, and may be sequestered in gas hydrates. 
While migrating towards the seafloor, methane can be 
anaerobically oxidized in the sulfate-methane transition 
zone (orange), or aerobically oxidized in the oxic upper 
part of the sediment (separated by the dashed line). �e 
position of the oxic/anoxic sediment boundary can vary 
considerably depending on local conditions. Any methane 
that survives these oxidation zones may diffuse up into the 
ocean, but is still subject to further aerobic consumption 
within the water column (blue). Methane released through 
bubble plumes dissolves into the seawater, exposing it to 
aerobic consumption. In contrast, relatively small amounts 
of methane can be formed under certain specific conditions 
in the surface mixed layer. Finally, methane may be released 
into the atmosphere from surface waters. Note that the 
graphic is not drawn to scale and has an exaggerated 
proportion of near sea-floor processes. Abiogenic formation 
of methane is not shown. For a detailed description of these 
processes see Reeburgh (2007).

gas
migration

microbial methane
production (<~ 60°C)

thermogenic methane
production (> ~100°C)

anaerobic methane
oxidation (AOM)

concentration

geotherm
al gradient

~30 °C/km

methane

sulfate

gas hydrate

anoxic sediment

oxic-anoxic boundary
gas diffusion

water column

thermocline

surface mixed layer
sea level

flux into the
atmosphere

aerobic methane production

bubble
plume

aerobic methane
oxidation (MOx)

te
m

p
er

at
ur

e 
p

ro
fil

e

sulfate–methane
transition zone

d
ep

th

Fig. 4.2 Typical areas of methane production, oxidation and migration 
within the ocean and its sediments. 

28 AMAP Assessment 2015: Methane as an Arctic climate forcer



of thermogenic methane. Due to the higher temperature 
requirement, typical depths for thermogenic methane formation 
are deeper than the zone of microbial methanogenesis, and 
according to the prevailing geothermal conditions may extend 
down as far as 4 to 5 km (Judd 2004). � ermogenic methane 
is o� en associated with petroleum, coal and other forms of 
hydrocarbon compounds and fossils (Archer 2007), and may 
be released through gas seeps. Such seeps are geographically 
widespread across the sea fl oor (Judd 2004; Skarke et al. 2014) 
and are characterized by high methane effl  uxes to the water 
column (Niemann et al. 2013).

Abiogenic methane formation does not involve organic 
matter and is said to occur where methane is derived through 
metamorphic processes such as serpentinization, where the 
hydration of minerals leads to the formation of hydrogen. � e 
hydrogen produced in this process can react with carbon-
containing gases, leading to the formation of methane. Abiogenic 
processes are commonly associated with hydrothermal vents 
and faults in the oceanic crust, degassing of mafi c magmas and 
cooling of mafi c igneous rocks (Etiope and Sherwood Lollar 
2013). However, it is not yet clear how large the contribution 
of abiogenic methane formation is to the global carbon cycle 
(Proskurowski et al. 2008), or the Arctic in particular, because it 
is diffi  cult to distinguish between abiogenic and biotic sources 
once the methane from the two sources is mixed. Nonetheless, 
serpentinization is known to occur at mid-ocean ridges 
within the Arctic Ocean and the methane produced there can 
accumulate in gas hydrates (Rajan et al. 2012).

� e methane produced via the three pathways is buoyant and, 
due to pressure gradients, is advected toward the surface of 
the sea fl oor. � e gas may then be sequestered in gas hydrates, 
oxidized in the sediment, or released into the water column, 
as discussed in the following sections.

4.2.2 Gas hydrate formation and occurrence

Gas hydrates are solid crystalline compounds in which gas 
molecules are lodged within a clathrate crystal lattice (Fig. 4.3). 
Within this lattice, gas hydrates may hold hydrocarbons, carbon 

dioxide or hydrogen sulfi de, but methane is typically the main 
gas component (Buff ett 2000). Gas hydrates are, therefore, 
commonly referred to as methane hydrates. Methane contained 
within gas hydrates usually migrated from deeper sediment 
layers before it was captured (Reed et al. 1990). Isotopic analyses 
indicate that the majority of the hydrate deposits on Earth 
contain biogenic methane (Archer 2007), although hydrate 
formation may theoretically sequester methane of various 
origins (Rajan et al. 2013).

In areas of suffi  cient methane availability, methane hydrates 
form under low temperature and high pressure (Kvenvolden 
1988a). Due to these required conditions, natural methane 
hydrate deposits occur in those areas where cold bottom water 
is present, and the pressure of the overlying water and sediment 
column is suffi  cient. Commonly, such regions include the outer 
continental margins, slopes and rises (Kvenvolden 1993), but 
also areas of permafrost, both onshore and off shore (Kvenvolden 
1988a), as shown in Fig. 4.4. � e depth over which the required 

Fig. 4.3 Structure of a methane hydrate block found during a research 
cruise with the German research ship FS SONNE in the subduction zone 
off  Oregon (Pacifi c Northwest, USA) at a depth of about 1200 m in the 
upper meter of the sediment. Source: Wikimedia Commons.

Fig. 4.4 Gas hydrate distribution 
and methane migration pathways 
in the Arctic Ocean. In permafrost 
regions (left of  graphic), gas 
hydrates may occur at shallower 
depths, due to the lower sediment 
temperatures. In areas where 
subsea permafrost has degraded, 
gas may rise upwards. Outside 
permafrost regions, active gas 
hydrates typically occur at the edge 
of the continental margin, where 
rising bottom water temperatures 
may destabilize their upper edge. 
In the deep ocean, methane may 
originate from seeps, typically 
of geologic origin. Meanwhile, 
anaerobic oxidation of methane 
occurs at the top of the sediment 
(red line), while aerobic oxidation 
occurs within the water column. 
Redrawn from Ruppel et al. (2011).
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conditions prevail is known as the gas hydrate stability zone 
(GHSZ). Globally, the GHSZ starts at water depths exceeding 
300–500 m (Kvenvolden 1988a) up to a depth where sediment 
temperature increases beyond the stability threshold (Archer 
et al. 2009). In the Arctic, however, gas hydrates are found at 
the shallower end of the quoted depth range, since the average 
bottom water temperature is lower in polar regions, while 
permafrost-associated methane hydrates may occur at even 
shallower depths of ~200 m (Ruppel 2014). Even so, the thickness 
of the GHSZ in the Arctic region still varies, and depends on 
changes in heat flow (geothermal gradient), amount of higher-
order hydrocarbon gas (Rajan et al. 2013), ocean bottom 
temperature, and seawater salinity (Giustiniani et al. 2013). 

Many researchers have used information concerning areas 
where the required pressure and temperature conditions for 
methane production are known to occur, together with data 
obtained from drilling campaigns such as hydrate pore filling, to 
estimate the total global amount of methane contained within 
hydrates. Recent estimates range from 455 to ~2500 Pg C 
(Milkov 2003; Archer 2007; Burwicz et al. 2011; Denisov et al. 
2011; Wallmann et al. 2012), although much higher estimates 
of 10,000 Pg C or even 64,000 Pg C have previously been 
suggested (Klauda and Sandler 2005; Kvenvolden 1988a). 
Specific estimates for the Arctic Ocean have a large uncertainty, 
ranging from 116 to 900 Pg C (Kvenvolden 1988b; Biastoch 
et al. 2011; Kretschmer et al. 2015). Of these large potential 
deposits, the amount of permafrost-associated gas hydrates – 
both onshore and offshore – may represent only a very small 
fraction of about 1%, and a recent conservative estimate sets 
these deposits at ~20 Pg C (Ruppel 2014). 

4.2.3 Surface water sources of methane

Methane production in the ocean is not limited exclusively 
to the sediment, since production is also possible in surface 
waters (Grossart et al. 2011). �is helps to explain the long 
known fact that the oxygenated mixed layer at the ocean surface 
is oversaturated in methane compared to the atmosphere 
(Lamontagne et al. 1973; Rhee et al. 2009). �is phenomenon 
of methane production in oxic environments is also referred 
to as the ‘Ocean Methane Paradox’ (Kiene 1991), since oxic 
environments normally favor the consumption – not formation 
– of methane. Above geological seeps, oversaturation of the 
surface mixed layer could be due to a higher influx of methane 
rather than methane production (Solomon et al. 2009), but this 
would not explain oversaturation in other parts of the ocean. 

�ere are several mechanisms of methane production possible in 
oxygenated surface waters, and most involve microbes and non-
competitive substrates. Under phosphate limitation, for example, 
methane can be produced as a by-product of the decomposition 
of phosphonates (Karl et al. 2008; Carini et al. 2014). �ese organic 
compounds are characterized by a carbon-phosphorus (C-P) 
bond and act as a source of phosphate during aerobic growth, 
releasing methane in the process. When nitrate is limiting, it has 
been suggested that methane can be produced as a by-product of 
dimethylsulfoniopropionate (DMSP) degradation (Damm et al. 
2010). DMSP is produced by a variety of phytoplankton species 
(Stefels 2000) and utilized by bacteria as a source of energy and 
carbon (Kiene et al. 2000). Finally, methane can also be produced 
within the digestive tracts of herbivorous zooplankton (through 

conversion of trimethylamine, see De Angelis and Lee 1994), 
fish guts (e.g. Oremland 1979), and anoxic microenvironments 
in ocean particles, such as fecal pellets (Scranton and Brewer 
1977; Marty 1993). Due to the close proximity to the surface of 
many of these processes, a connection has been suggested with 
observed methane fluxes above the Arctic Ocean (Kort et al. 
2012). Although the relative contribution of these processes to 
the methane budget of the Arctic Ocean remains unclear, it is 
likely to be a small – but possibly significant – source.

4.3 Controls on methane sources

4.3.1  Anaerobic and aerobic consumption 
of methane

About 90% of all methane produced in marine sediments, of biotic 
and abiotic origin, is consumed by anaerobic oxidation (Reeburgh 
2007), which occurs in the upper sediments from millimeters to 
more than 200 m below the sea floor (Knittel and Boetius 2009) 
(see Fig. 4.2). Anaerobic oxidation of methane is mediated by a 
microbial consortium of archaea and sulfate-reducing bacteria 
(Knittel and Boetius 2009) and generates high concentrations of 
hydrogen sulfide, which supports chemosynthetic communities 
that gain energy from sulfide oxidation (Treude et al. 2003), as 
well as bicarbonate, which precipitates as authigenic carbonates 
(Boetius et al. 2000). �is process contributes to the dynamic 
biogeochemistry found at the very top of the sediment column, 
and its general reaction is as follows:

CH4 + SO4
2–  HCO3

– + HS– + H2O Eq. 4.1

Because this reaction requires both methane and sulfate, the 
process occurs where these overlap, and the highest anaerobic 
oxidation of methane and sulfate reduction rates are therefore 
found in this sulfate-methane transition zone (Iversen and 
Jørgensen 1985) (see Fig. 4.2). �e necessary sulfate for this 
reaction is transported from the overlying seawater, and the 
peak concentration of sulfate is usually found at the sediment-
water interface (D’Hondt et al. 2002). As both sulfate and 
methane are reduced in this area, due to microbial activity in the 
sediment and anaerobic methane oxidation, it is possible that 
methanogenesis can start to dominate once sulfate is depleted 
(Archer 2007). However, even when methane bypasses the 
anaerobic microbial filter, it can be subsequently oxidized by 
aerobic bacteria in aerated surface sediments (Boetius and 
Wenzhöfer 2013 and references therein) or, once it is released 
from the ocean sediment, in the oxic water column (Hanson 
and Hanson 1996; Murrell 2010) according to the following 
chemical reaction:

CH4 + 2O2  CO2 + 2H2O Eq. 4.2

Rates of methane oxidation are dependent on the microbial 
community and the amount of available methane (Murrell 
2010), indicating that aerobic methane oxidation is a dynamic 
process, and can change depending on the availability of 
methane or changes in hydrography (Valentine et al. 2001). 
Although aerobic methane oxidation lowers the potential of 
methane to reach the atmosphere, the process also leads to a 
diminished oxygen concentration, an enhanced partial pressure 
of carbon dioxide, and a lower pH (Biastoch et al. 2011).
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4.3.2 Fate of rising methane bubbles

While the oxidation processes described in the previous section 
act on dissolved methane, the solubility of methane in water 
is low. �is can, therefore, lead to the formation of bubbles 
in areas of high methane production, a�er which ebullition 
allows the gas to bypass oxidation layers and release from 
the seabed. Because bubble streams rise quickly through the 
water column, ebullition is an important transport pathway for 
methane. At the moment of escape from the seabed, methane 
bubbles have a high methane concentration, typically more 
than 90% (Leifer and Patro 2002). During the rise towards the 
surface, however, bubbles are subject to dissolution (McGinnis 
et al. 2006), which reduces the methane concentration inside 
the bubble, and allows for some – if not all – of the methane 
released through ebullition to be dissolved and subsequently 
oxidized in seawater. 

Methane bubble dissolution in the water column is due to 
many factors (Rehder et al. 2009). For example, the large 
difference between the high methane concentration inside 
the bubble and the low concentration of the outside seawater 
is a strong driver of dissolution. �e transfer of gas from 
the bubble is affected by gas solubility and diffusivity, 
which both depend on pressure and seawater temperature. 
Furthermore, seawater density and viscosity, bubble density, 
and the mobile or immobile surface of the bubble interface 
affect the flow field around the bubble. However, one of the 
most important factors affecting the behavior of bubbles 
following their release from the seabed is water depth. As 
bubbles rise higher in the water column, pressure drops, and 
bubbles may expand. Following the escape of methane into 
the seawater, however, the bubble shrinks and can dissolve. 
Although, bubbles that escape the seabed within the GHSZ 
shrink and dissolve much more slowly than those released 
above this zone. �is is related to the formation of a methane 
hydrate rim around the bubble, leading to a ‘frozen bubble’ 
(McGinnis et al. 2006), which depends on depth, temperature, 
the partial pressure of methane within the bubble and the 
methane concentration outside. Once formed, a hydrate rim 
surrounding a bubble may allow it to rise much further than 
otherwise expected.

The size of the bubble also strongly affects its behavior 
(Schneider von Deimling et al. 2011). For example, bubbles 
with an initial diameter ≤4 mm shrink and dissolve steadily 
before reaching the thermocline, while bubbles with an initial 
diameter >10 mm are expected to increase in size during their 
ascent towards the surface. Furthermore, upwelling flows and 
surfactants may reduce the dissolution of bubbles and allow 
them to survive for much longer (Solomon et al. 2009).

Nonetheless, even when a bubble has been able to reach the 
surface, dissolution is expected to have led to a significant 
lowering of the methane concentration within the bubble, such 
that most of the methane has been stripped from the bubble 
by that time. While examples are known of bubbles with an 
oily coating that survive transport to the surface from much 
greater depths (Solomon et al. 2009), most bubble plumes are 
not expected to reach the atmosphere in waters deeper than 
100 m (McGinnis et al. 2006). In the Arctic, this has been shown 
to be true for bubble plumes off the west coast of Spitsbergen, 
which failed to reach the surface from depths ranging from 

150 to 400 m (Westbrook et al. 2009; Berndt et al. 2014). In 
shallower waters of the marginal seas (for example tens of 
meters) methane bubbles have a better chance of surviving 
their ascent through the water column, and releasing methane 
to the atmosphere (Shakhova et al. 2014).

4.4 Emission to the atmosphere

4.4.1 Measurement techniques

Measurements of the amount of methane released from the 
Arctic Ocean into the atmosphere are essential to assess its 
contribution to the greenhouse-gas budget of the Arctic. 
Diffusive methane emissions from the ocean to the atmosphere 
are dependent on the difference in the partial pressure of 
methane within the ocean water and the atmosphere. Hence, 
accurate concentration measurements of both are required 
to achieve a reliable flux estimate. The concentration of 
methane in water is, in most cases, determined from headspace 
equilibration (e.g. Reeburgh 2007); bottles are filled and flushed 
with seawater, a�er which a headspace gas (typically nitrogen 
or helium) is injected in sufficient volume to allow most of 
the methane to equilibrate into it, while excess seawater is 
drained out. A�er vigorous shaking of the samples – to allow for 
sufficient equilibration – the concentration of methane within 
the headspace is measured with the use of a gas chromatograph, 
while the remaining methane within the seawater can be 
estimated with the use of known solubility values. �e methane 
concentration in the air above the sea surface can either be 
determined by gas chromatography on air samples, or with 
the use of a gas analyzer. Once the two concentrations are 
known, the diffusive flux to the atmosphere can be determined 
following Wanninkhof (1992) with the use of two equations:

Flux = k(Cw – Ceq) Eq. 4.3

Here, k is the gas transfer coefficient, Cw is the gas concentration 
in seawater, and Ceq is the expected methane concentration in 
seawater when in equilibrium with the measured atmospheric 
concentration above the sea surface (determined with a 
solubility coefficient). �e gas transfer coefficient, k, depends 
on the wind speed, and is o�en defined as:

k = 0.31u2 (Sc/660)–1/2 Eq. 4.4

where u is the average wind speed at a fixed height above the sea 
surface (typically 10 m), Sc is the Schmidt number, which depends 
on seawater temperature and salinity, and 0.31 and 660 are 
experimentally derived coefficients (for details see Wanninkhof 
1992). It is worth noting, however, that alternative methods for 
determining k have been proposed in recent years, by studying the 
gas exchange of lakes, which may work better in the case of low 
wind speeds (Cole and Caraco 1998; Crusius and Wanninkhof 
2003) or when a system is cooling or warming (MacIntyre et al. 
2010). In addition, the above-cited relationship to determine 
the sea-to-air flux has received a proposed update through the 
incorporation of progressing insight (Wanninkhof 2014). Despite 
these progressions, however, much of the understanding of sea-
to-air fluxes is developed in temperate areas, and may not be 
translatable directly to the Arctic due to the presence of sea ice, 
more frequent high winds, and low winter temperatures (Bourassa 
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et al. 2013). Keeping these uncertainties and complications in 
mind, such equations do retain usefulness because they allow 
for a simple first-order calculation of the sea–air flux while 
requiring only a few basic parameters such as wind speed and the 
concentrations of methane within seawater and the air above it. 
For a more thorough discussion on sea–air gas transfer equations 
than presented here, see Wanninkhof et al. (2009). 

A potentially large uncertainty in gas transfer equations, however, 
arises from the fact that bubbles are not captured – while this 
has been suggested to be a major part of the total emission to 
the atmosphere in certain areas (Shakhova et al. 2014). In recent 
years, therefore, other methods have been explored to derive 
more accurate flux estimates. Eddy covariance, for example, is a 
technique that is typically used for terrestrial flux measurements 
(see Ch. 3 for details), but can be used on ships as well, when 
adjusted for the motion of the vessel, and has been applied with 
varying success (e.g. Miller et al. 2010). Alternatively, methane 
fluxes can be measured from airborne platforms (Kort et al. 
2012) but direct flux measurements from moving platforms 
are not always straightforward, and the most commonly used 
method remains the use of gas transfer coefficients.

4.4.2 Arctic Ocean emission estimates

Even though understanding of sources and sinks has grown 
significantly in the past four decades, estimates of the oceanic 
contribution to the global atmospheric budget of methane 
have varied relatively little over that period (Ehhalt 1974; Rhee 
et al. 2009; Kirschke et al. 2013). One of the reasons for this low 
variation is that the open ocean – away from the continental 
shelves – has been shown to be a low emitter of methane, 
despite an oversaturation in methane and a vast surface area 
(Conrad and Seiler 1988; Bates et al. 1996; Rhee et al. 2009). 
As shown in Sect. 4.3, a large part of the methane released into 
the oceanic water column is ordinarily consumed before it 
reaches the surface, limiting the potential of methane to reach 
the atmosphere from the ocean floor. For example, the amount 
of methane that escapes into the atmosphere from bubble 
plumes emanating from slope hydrates along the west coast 
of Spitsbergen is probably limited (Marín-Moreno et al. 2013).

�e most likely area, therefore, from which methane released 
from the ocean floor could reach the atmosphere, is the 
continental shelf region. Here, the water column is shallower, 
for example of the order of tens of meters, and dissolution 
and oxidation thus lower. Since the earliest global estimates, 
such areas were expected to be responsible for the majority 
of marine methane emissions (Ehhalt 1974). �is underlines 
the role of the Arctic Ocean: continental shelves make up 
about half of the surface area of this region (Jakobsson 2002) 
– or about 20% of the world’s total shelf area. Extrapolating 
from global emission estimates for continental shelf areas, it 
is estimated that Arctic shelf regions emit 1–12 Tg CH4/y into 
the atmosphere (McGuire et al. 2009).

The notion of the Arctic Ocean’s continental shelves as an 
important source of methane has been supported in recent 
decades by observations from several expeditions in various 
parts of the Arctic, such as the largest and shallowest shelf region 
– the East Siberian Arctic Shelf (ESAS). Surface waters in this 
area, underlain by subsea permafrost, are heavily supersaturated 

toward the atmosphere and bubble plumes have been detected 
in numerous locations (Shakhova et al. 2010). Using data from 
subsequent expeditions in this area, the original flux estimate 
of 8 Tg CH4/y was raised to 17 Tg CH4/y a�er including a best-
guess estimate for bubble size and methane content of bubble 
plumes in the region (Shakhova et al. 2014). It should be noted, 
however, that this is the largest flux estimate in the literature for 
any region of the Arctic Ocean, and – within the constraints of 
the atmospheric budget as presented in Ch. 7 – there is little room 
for such a large source next to current estimates of tundra and 
freshwater emissions. �is stresses the high uncertainty involved 
with such flux estimates, and the challenges involved in providing 
accurate upscaling from bottom-up measurements. Exemplifying 
the poor understanding of the total size of methane emissions 
from shallow ocean waters, gas release from the seabed has also 
been observed in waters above other Arctic continental shelf 
regions, such as the Beaufort and Kara Seas (Paull et al. 2007b; 
Portnov et al. 2013). It is unclear how much of the methane 
from these sources reaches the atmosphere, but it suggests that 
methane release in shallow waters is relatively common.

Accordingly, bottom-up measurements remain inconclusive on 
how much methane escapes the Arctic Ocean as a whole due to 
the large variety of sources, each with their own uncertainties 
and spatial heterogeneity. Measurements of the concentration 
of methane and its carbon isotope ratio (δ13CCH4) in air samples 
taken within the Arctic may help to clarify whether a large source 
of methane is being released from the ocean. Hydrates and other 
sources, such as wetlands, have different δ13CCH4 values (Fisher 
et al. 2011), and this can be used as a tool to show which source 
is more dominant in the Arctic. Such measurements in the late 
summer of 2008 and 2009 at the Zeppelin monitoring station 
in Spitsbergen revealed δ13CCH4 values that were indicative of 
wetlands as the predominant natural source of methane within 
the Arctic, and not hydrates (Fisher et al. 2011; see also Ch. 6). 
�en again, considerable variation in the δ13CCH4 values of a 
particular source can exist and the presence of a significant 
marine source cannot be excluded, although it does indicate that 
it is unlikely that a large release of methane – for example more 
than tundra emissions – is currently coming from the Arctic 
Ocean. Further measurements like these, closer to hotspots 
such as the ESAS and in combination with inverse modeling, 
could help to constrain the size of methane emissions from the 
Arctic Ocean into the atmosphere, of which current estimates 
range from as low as 1 Tg CH4/y to as high as 17 Tg CH4/y. 
�is large range illustrates that estimates of the methane flux 
from the Arctic Ocean are highly uncertain.

4.5  Evidence of methane release in the 
geologic past

�e Arctic Ocean Region is believed to be a significant source of 
methane, albeit small in comparison to the global atmospheric 
budget (Kirschke et al. 2013). �e concern is, however, that 
large increases in the methane release from the Arctic Ocean, 
for example through the destabilization of gas hydrates stored 
in sediments along the continental margin and in areas of 
subsea permafrost, could occur due to global warming. To gauge 
this risk, warm periods in the geologic past can be considered 
as potential analogues for future releases of methane from 
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the Arctic Ocean. Due to its predominantly biogenic origin, 
methane released from hydrates has a low δ13C ratio, with 
typical δ13C values of -60‰ (Kvenvolden 1993). Carbon isotope 
excursions (CIE) in the geologic past – represented by large 
changes within paleo records of δ13C – are therefore of interest 
when clues are sought within the paleo record of methane 
release from gas hydrates.

Although several CIEs have been proposed to be due to massive 
releases of methane (Hesselbo et al. 2000; Krull and Retallack 
2000), one CIE of particular interest occurred ~56 million years 
ago during a period of intense global warming; a hyperthermal 
known as the Paleocene-Eocene thermal maximum (PETM). 
�is period is characterized by a massive global temperature 
rise of 5–8°C, over a relatively short period of a few thousand 
years (Kennett and Stott 1991; Zachos et al. 2001; Tripati and 
Elderfield 2005). �e large CIE associated with this period 
occurs as a shi� of more than 3‰ in marine and terrestrial 
records of δ13C, which implies that several thousand Pg of 
13C-depleted carbon entered the oceans and atmosphere (Zachos 
et al. 2005). As the size of this carbon pulse is comparable to 
what could be released – in the absence of mitigation activities 
– from anthropogenic sources (Dickens 1999), the PETM is 
o�en used as an analogue of what future climate change could 
bring. Nonetheless, there are significant differences between 
the PETM and current climatic conditions. For example, the 
prevailing climate prior to the PETM was warmer than present 
day, with no ice caps present at the poles. Consequently, an 
amplification of high latitude temperatures through an ice-
albedo feedback was absent, and the difference between polar 
and tropical temperatures was much smaller (Sluijs et al. 2006). 
�e response of the current climate to a similar carbon pulse 
would, therefore, differ on those fronts.

It has been suggested that the large input of 13C-depleted carbon 
into the ocean and atmosphere during the PETM was due to 
a pulse of ~1000 to ~2000 Pg of methane released from gas 
hydrates (Dickens et al. 1995); similar in size to what is thought 
to be stored in present-day ocean sediments (Milkov 2003). 
�is hypothesis has since been heavily debated (e.g. Archer 
2007; Dickens 2011). Alternatively, the CIE has been attributed 
to a range of other sources, such as wildfires, thermogenic 
methane, and carbon release from thawing permafrost on land 
(McInerney and Wing 2011). Of these, the latter has received 
the most interest, as it accounts for the size and timing of the 
PETM – and smaller hyperthermals that followed it – relative 
to changes in orbital forcing. �ese warm periods are thought 
to have led to permafrost thaw in the terrestrial Arctic and 
the deglaciated Antarctic region, causing massive amounts 
of carbon to be released into the atmosphere (DeConto et al. 
2012). �is hypothesis does not exclude a large contribution 
of methane from gas hydrate dissociation, and it is conceivable 
that both gas hydrates and permafrost thaw were responsible 
for the conditions of the PETM, resulting in the observed CIE.

While the PETM represents an extreme case of global warming, 
other strong negative shi�s in δ13C have been seen in paleo records 
of the last 60 thousand years (kyr), when the climate was much 
colder. During interstadials (relatively brief warm intervals in 
this period), large methane increases are evident in ice core 
records that have been attributed to gas release from hydrates 
(Kennett et al. 2000, 2003; Nisbet 2002). A possible trigger for 

such releases could be sediment disturbance from slope failures 
or pockmark explosions (Hovland and Judd 1988). �e ‘clathrate 
gun hypothesis’ suggests that a moderate warming of bottom 
waters by 2–3.5°C led to a vast destabilization of methane hydrates, 
signifying the possibility of a future positive feedback in response 
to global warming. Indeed, a single large event such as the 8.2 kyr 
Storegga landslide has been suggested to have released as much as 
1–5 Pg C into the ocean (Archer 2007), while pockmarks provide 
more evidence of sudden past releases of methane from the seabed 
(Hovland and Judd 1988). If these methane pulses were sufficient 
to break through the filtering capacity of the water column, an 
emission to the atmosphere may have occurred.

However, methane hydrates carry a distinct deuterium/
hydrogen (D/H) isotope ratio and a release from such deposits 
via the ocean into the atmosphere would show an increase in 
this ratio in the ice core records. However, analyses from ice 
core data reveal that the D/H ratio was either stable or decreased 
(Sowers 2006), suggesting dominance of a non-oceanic source. 
In the case of the Storegga slide, this may be explained by the 
suggestion that much less methane than previously assumed 
was present in the sediment before the slide occurred (Paull 
et al. 2007a), reducing the possibility of a massive emission. But 
even if other large abrupt releases of methane did take place, 
the D/H isotope ratio indicates that not much of it le� the 
ocean. Consequently, methane increases during interstadials 
and the warming at the end of the last glacial period were 
probably related to freshwater sources, such as wetlands and 
lakes (Chappellaz et al. 1993b; MacDonald et al. 2006; Walter 
et al. 2007), rather than marine sources such as gas hydrates. 

Since the release of methane from destabilized gas hydrates is 
more likely to have played a role in the extreme warm conditions 
of the PETM, rather than during the brief – and much less warm 
– interstadials of the predominantly cool Quaternary, it is implied 
that quite extreme global warming is required for a quick release 
of methane from gas hydrates into the atmosphere. �is does 
not mean, however, that no methane has been released from 
gas hydrates. A continuous sedimentary record from 23.5 kyr 
to the Holocene in the Vastnesa Ridge contains δ13C anomalies 
interpreted to represent methane emission events (Panieri et al. 
2014). Instead of isolated pulse emissions, other recent evidence 
shows that methane has been released from gas hydrates off the 
coast of West Spitsbergen for thousands of years (Berndt et al. 
2014). �is fits within the narrative of gas hydrates in general 
feeding carbon slowly, rather than abruptly, into the ocean system 
over the duration of millennia (Archer et al. 2009).

4.6 Hydrate modeling

4.6.1 Modeling rationale

While direct measurements and paleoclimatological research 
are both valuable tools to provide insight into present-day 
emissions and past source variability, modeling can identify 
locations of possible gas hydrate deposits, explore future climate 
change scenarios, and assess the vulnerability of deposits to 
projected global warming. �e models can be applied from the 
local (�atcher et al. 2013) to the pan-Arctic scale (Biastoch et al. 
2011). Local-scale models can be used to assess the development 
in time of known deposits, while pan-Arctic models can give 
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additional information such as the expected size of deposits, 
and in which areas most warming is expected to occur. Models 
are, therefore, a useful tool to assess the risk of gas hydrate 
destabilization following temperature rise, and may help to 
reduce the uncertainty surrounding possible future scenarios.

As such, Sect. 4.6 provides an evaluation of model projections 
at the pan-Arctic scale, the locations where gas hydrates are 
expected to occur, and their vulnerability to warming associated 
with a rise in atmospheric carbon dioxide concentration within 
the 21st century. 

�e modeling approach presented here (Kretschmer et al. 2015) 
is a continuation of previous modeling work, as demonstrated 
by Biastoch et al. (2011), which described the processes 
involved with a release of methane into the Arctic Ocean from 
dissociating gas hydrates. Notably, the model does not explicitly 
represent gas hydrates found in subsea permafrost. However, 
those deposits are located further down from the seabed than 
the slope gas hydrates modeled here, and may be considered less 
vulnerable to rising bottom water temperatures in comparison 
(see Sect. 4.7.2). Furthermore, due to the vast uncertainties 
involving methane consumption and production in the water 
column, the model results are not a prediction of how much this 
release would contribute to higher atmospheric concentrations. 
Rather, the results help to constrain the outer bounds of 
estimates of future methane release from gas hydrates along 
the continental margin. If the expected amount of methane 
entering the ocean from gas hydrate dissociation is considered 
to be small compared to emissions from high-latitude terrestrial 
ecosystems, for example, it is likely that the future impact of gas 
hydrates on the atmosphere will be small in comparison, too.

4.6.2 Model setup

�e general approach described here, although differing in 
details of the calculation, was previously performed to quantify 
the impact of global warming on the fate of methane hydrates 
for a regional study of the Arctic Ocean (Biastoch et al. 2011). 
�e model combines data from an ocean general circulation 
model (OGCM) under present-day conditions, an ensemble 
of atmosphere/ocean model experiments under increasing 
carbon dioxide concentrations, and a geophysical model to 
estimate the hydrate inventory. �e OGCM configuration, as 
specified in Box 4.2, has been applied in a range of scientific 
analyses and has been demonstrated to provide a realistic state 
of the global oceanic circulation and its interannual to decadal 
variability (Behrens et al. 2013; Fischer et al. 2013; Rühs et al. 
2013). To apply this model setup to the future development of gas 
hydrate deposits, an atmosphere/ocean coupled climate model is 
necessary to prescribe future atmospheric forcings, and here the 
Kiel Climate Model (KCM) is used (Park et al. 2010). KCM is a 
combination of the atmosphere model ECHAM (Roeckner 2003) 
and an ocean configuration similar to the one described above, 
but with lower horizontal (2°) and vertical (31 levels) resolutions. 

Two global warming experiments were used here: a control 
experiment under present-day climate conditions and a series 
of twenty-two 100-year-long global warming simulations. First, 
the control simulation was forced with constant greenhouse gas 
concentrations representative of late 20th century conditions 
(CO2 = 348 ppm) and integrated over 1100 years in total. �is 

simulation was subsequently used as the basis for the global 
warming experiments. �e experiments were started at different 
points in time of the control simulation with an increase in carbon 
dioxide concentration of 1% per year, until a doubling was reached 
in about 70 years, a�er which concentrations were stabilized for 
another 30 years at the doubled level of just under 700 ppm. �is 
transient climate response is different from a classical doubling 
of carbon dioxide levels since ocean heat uptake delays warming 
(Flato et al. 2013), although the higher initial concentration 
(348 ppm rather than the pre-industrial level of 280 ppm) does 
result in a more extreme warming scenario eventually.

�e resulting future climate scenarios were used together with 
hindcast data for 1948–2007 (see Box 4.1) in a geophysical 
model to calculate the current and future gas hydrate inventory 
(see Box 4.3). Changes in the gas hydrate inventory due to 
global warming were defined as the differences between the 
individual members of the global warming ensemble and 
the corresponding periods in the control experiment. Finally, 
the results were three-dimensionally interpolated onto the 
ocean model grid to benefit from its higher resolution. A�er 
performing the same procedure as for the present-day fields, 
ensemble averages of methane and carbon flux changes were 
built from the resulting inventories. 

4.6.3  Hydrate abundance and vulnerability 
to warming

While the modeling approach described in Sect. 4.6.2 is similar 
in many ways to that of Biastoch et al. (2011), there are some 
notable differences which can help explain deviations from 
previously attained results. �e differences include a higher 
model resolution (1/4° vs. 1/2°), more ensemble members 
(i.e. 22 instead of 8), and a linear rise in atmospheric carbon 
dioxide and associated temperature increase instead of an 
instantaneous warming of the sediments through a step-
function. However, the most significant difference is the 

Box 4.2 Ocean general circulation model configurations

�e configuration of the ocean general circulation model 
used here is based on the ‘Nucleus for European Modelling 
of the Ocean’ – or NEMO (Madec 2008) – and consists 
of an ocean/sea-ice model at 1/4° nominal resolution 
(Barnier et al. 2006). Bottom slopes and the resulting 
ocean circulation are adequately represented through 46 
geopotential levels in the vertical (ranging from 10 m at the 
surface to 250 m at deepest levels), and a partial bottom cell 
formulation (Barnier et al. 2006). �e model is initialized 
with temperatures and salinities from the World Ocean 
Database (Levitus et al. 1998) for mid- and low latitudes and 
from the Polar Science Center Hydrographic Climatology 
(PHC 2.1) for high latitudes (Steele et al. 2001). Spin-up 
occurs over a period of 30 years (using atmospheric forcing 
of the years 1978–2007), and this is then integrated over a 
60-year long hindcast period (1948–2007). Atmospheric 
forcing at the sea surface is provided at 6-hourly (wind 
speed, temperature, humidity), daily (short and long wave 
radiation) to monthly (precipitation) resolutions (Large 
and Yeager 2008) and implemented through bulk formulae 
according to the CORE-II protocol (Griffies et al. 2009).
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implementation of the transfer function of Wallmann et al. 
(2012) to estimate the gas hydrate inventory instead of using a 
constant of mean hydrate pore fi lling. In reality, typical values 
of gas hydrate pore fi lling can vary by an order of magnitude 
(Archer et al. 2009).

� e new approach has led to a regionally estimated gas hydrate 
inventory north of 60°N of about 116 Pg C. � is is a much 
lower estimate than that derived using the previous version 
of this model (Biastoch et al. 2011) and the diff erence can 
be explained by the use of dynamically calculated, rather 
than constant, hydrate pore fi lling. � e global estimate of 
the gas hydrate inventory based on this revised approach – 
1146 Pg C – sits comfortably within the range of other global 
estimates (see Sect. 4.2.2). � e lower gas hydrate inventory 
estimate, compared to the previous study, translates into a 
lower potential for a large release of methane. Figure 4.5 
shows where and how much gas hydrate is likely to destabilize 
following a doubling of carbon dioxide in the atmosphere to 
~700 ppm, once steady-state conditions have been reached. 
� e decreases in the gas hydrate inventory are in the same 
general regions as found by Biastoch et al. (2011). Although 
steady-state conditions can be useful to indicate where 
deposits are most vulnerable, this situation is not reached 

Box 4.3 Calculation of the gas hydrate inventory

� e present-day methane hydrate inventory was estimated 
using the following procedure. Global water temperatures 
and salinities, averaged over the last 20 years (1988–2007), 
were extracted from the OGCM hindcast (see Box 4.1). 
By combining these data with global fields for sediment 
thickness (Laske and Masters 1997; Divins 2003) and heat 
fl ow (Hamza et al. 2007), and applying a modifi ed Pitzer 
approach (Tishchenko et al. 2005), the current GHSZ was 
determined. The GHSZ was defined as that part of the 
sediment column where the hydrostatic pressure of pore 
fl uids exceeds the dissociation pressure of methane hydrates 
(for calculation details see Burwicz et al. 2011). � e methane 
hydrate inventory within the GHSZ was estimated following 
the transfer function of Wallmann et al. (2012), using global 
particulate organic carbon concentrations (Seiter et al. 2004; 
Romankevich et al. 2009) because this is one of the controls 
on gas hydrate formation (Wallmann et al. 2012). In the 
future scenarios, only the eff ects of changing temperature and 
salinity were considered, as it was assumed that in the coming 
100 years sea level rise, and associated pressure changes, will 
not signifi cantly infl uence the stability of gas hydrates.
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Fig. 4.5 Amount of methane released from dissociating gas hydrate up until steady-state conditions are reached, following a doubling of carbon dioxide 
in the atmosphere. Due to the slow penetration of heat into ocean sediments, however, this release will take place over many centuries. To illustrate this 
point, the inset shows the transient reduction in methane inventory, which represents the cumulative amount of methane released from gas hydrates 
over time, as well as the percentage of the total gas hydrate inventory this represents. � e largest reductions are seen north of Novaya Zemlya, and along 
the coasts of West Greenland and the Canadian archipelago. Note that gas hydrate deposits in subsea permafrost are not modeled, due to the greater 
unknowns, and therefore methane release from these regions is not displayed.
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within the next 100 years due to the slow transfer of heat 
into ocean sediments. �erefore, as is clear from the inset in 
Fig. 4.5, the total amount of methane released this century 
is much lower. For the region north of 60°N, the ensemble 
mean of the model results indicates that in total ~0.1% of the 
gas hydrate inventory will dissociate over the next 100 years, 
which would amount to an additional 0.19 Pg of methane 
released into the ocean. On average, this equates to a release 
of 1.9 Tg CH4/y from the seabed into the ocean over the next 
100 years, on top of present-day emissions. �is flux is two 
orders of magnitude lower than the result obtained with the 
previous version of the model (Biastoch et al. 2011), mainly 
due to the much lower estimate used in this study for the 
inventory of gas hydrates.

As current estimates of the release of methane from various 
sources in the Arctic Ocean to the atmosphere range from 1 to 
17 Tg CH4/y (see Sect. 4.4.2), an increase of 1.9 Tg CH4/y into 
the ocean seems small in comparison. An important source 
of uncertainty in that number, however, lies in the estimated 
size of the underlying gas hydrate inventory, since previously 
published estimates have been known to differ by orders of 
magnitude (Hester and Brewer 2009). But even when the gas 
hydrate inventory is underestimated by as much as an order of 
magnitude, this does not mean that the flux of methane to the 
atmosphere changes by a similar amount. Methane released 
into the ocean from dissociating gas hydrate is still subject to 
dissolution and oxidation processes within the water column, 
and so only a proportion will enter the atmosphere.

It is important to note that the modeling work presented 
here has some deliberate omissions. It does not include 
the role of submarine landslides or pockmarks, nor does 
it represent potential changes to methane production in 
the surface mixed layer, and it does not include emissions 
from subsea permafrost areas in the Arctic. Although there 
may be potential for changes in these sources, considerable 
uncertainty about the nature of these emissions exists (see 
next section), and inclusion in models is therefore – at present 
– problematic. Furthermore, the amount of gas hydrate 
associated with subsea permafrost may be much lower than in 
the rest of the Arctic Ocean (Ruppel 2014), and less susceptible 
to modern climate change (Dmitrenko et al. 2011). While large 
uncertainties on the future development of the Arctic Ocean 
as a methane source remain, the risk of large contributions 
from gas hydrates along the continental margin appears to be 
low based on model calculations presented here.

4.7  Estimates of future Arctic Ocean 
emissions

4.7.1 Deep water gas hydrate deposits

One of the best-studied gas hydrate reservoirs in the Arctic 
is located along the edge of the continental margin off the 
coast of West Spitsbergen, where methane is presently being 
released into the ocean (Westbrook et al. 2009). Bottom water 
temperatures in this region have shown an upward tendency 
over the past thirty years, and this has led to concern that this 
has intensified or initiated gas hydrate release by lowering 

the top of the GHSZ (Westbrook et al. 2009). Modeling work 
on these hydrates has indicated, however, that even under an 
extreme warming scenario (RCP8.5), this region would show 
a limited gas release into the Arctic Ocean of 0.03 Tg CH4/y 
(Marín-Moreno et al. 2013). Although hydrates in the rest of 
the Arctic Ocean may respond differently to climate change, 
a simple extrapolation of these results along the continental 
margin suggests that methane release from gas hydrates into 
the ocean may increase by as little as ~6.1–33 Tg CH4/y over the 
next three centuries (Marín-Moreno et al. 2013). Surprisingly, 
despite the basic upscaling from a single region, this range – 
at least at the lower end – is close to that of the model results 
presented in Sect. 4.6.3 (1.9 Tg CH4/y released into the ocean), 
adding confidence to the numbers obtained there.

It is important to remember that the numbers quoted above 
represent a methane flux into the Arctic Ocean, not the 
atmosphere. Most of the gas hydrates discussed here are located 
hundreds of meters below the sea surface, allowing for significant 
dissolution and oxidation of methane while it migrates through 
the water column to the sea surface (McGinnis et al. 2006). 
Methane emissions from the surface of the Arctic Ocean are, 
therefore, expected to be significantly lower than from the seabed, 
underscoring the relatively small impact on the atmosphere from 
gas hydrates located along the continental margin. 

�e model results do not include sudden methane release 
from catastrophic events such as submarine landslides or 
pockmark explosions, even though it has been suggested that 
such occurrences can release large amounts of methane in a 
single event. However, there is no indication from ice-core 
records of any large contribution from such incidents in at 
least the past 20 kyr, despite a huge event such as the Storegga 
slide (see Sect. 4.5) and the knowledge that submarine slides 
are common (Hampton et al. 1996). Moreover, many slides 
occur outside the GHSZ and are o�en triggered by earthquakes, 
which does not imply an increase due to climate change (Talling 
et al. 2014). Barring extremely rare events, a large increase in 
methane emissions from submarine landslides does not appear 
likely, but significant uncertainty remains. However, submarine 
slides do present a much more acute and clear danger when 
they trigger deadly tsunamis (Talling et al. 2014).

4.7.2 Subsea permafrost

�e shallow parts of the continental margin have received 
significant interest in recent years, particularly those parts 
that are underlain by subsea permafrost – such as the East 
Siberian Arctic Shelf (Romanovskii et al. 2005; Shakhova 
et al. 2010; Dmitrenko et al. 2011). �e subsea permafrost 
located in the ESAS – as in the Beaufort Sea and Kara Sea – 
is a remnant from the last glacial period, when this area was 
exposed to the cold atmosphere due to the much lower sea 
level and the absence of a large ice cap in the region. �e area 
flooded some 8000 years ago, following sea level rise, and this 
raised temperatures at the top of the sediment by 12–17 °C 
to near-zero temperatures (Shakhova et al. 2010; Dmitrenko 
et al. 2011). �e permafrost has since slowly degraded under 
these raised temperatures to its present day condition, and 
this is suggested to have led to a perforation of the permafrost 
‘lid’ (Shakhova et al. 2010). 
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Indeed, gas release from the sediment has been recorded in 
this area and others with subsea permafrost (Paull et al. 2007b; 
Shakhova et al. 2010; Portnov et al. 2013), although it is not 
yet clear whether the gas originates from dissociating gas 
hydrates rather than other processes of methane formation or 
migration (Ruppel 2011). For example, thermogenic methane 
originating from deep within the earth has been associated 
with releases along faults and regions of terrestrial permafrost 
thaw (Walter Anthony et al. 2012). Since geological seeps are 
common in the ocean (Judd 2004), a process analogue to this 
terrestrial example may also occur in the marine environment. 
Alternatively, pingo-like features, or small mounds on the ocean 
floor, are widespread in areas of subsea permafrost and have 
been hypothesized to act as conduits for methane to bypass the 
impermeable frozen sediment altogether (Paull et al. 2007b; 
Portnov et al. 2013). Modeling studies have suggested that open 
taliks, formed over millennia below paleo-river channels or 
submerged thaw lakes, may also allow methane to reach the 
surface (Nicolsky et al. 2012; Frederick and Buffett 2014) – 
although this needs to be validated by field studies. Finally, the 
decomposition of organic matter in the sediment of these areas 
may represent another source of methane.

Regardless of the origin of the methane emanating from the 
seabed, the penetration of heat into the permafrost is a very 
slow process, and contemporary climate change is, therefore, 
not expected to affect the stability of subsea permafrost for 
centuries (Dmitrenko et al. 2011). Consequently, it seems 
unlikely that a sudden and large release of methane will occur 
in the near future, and that the development of these emissions 
will be much more gradual (Notz et al. 2013; Parmentier and 
Christensen 2013). Nonetheless, large uncertainties surround 
emissions from this region: knowledge of the thermal state 
of the subsea permafrost is poor, and the quantity – or 
depth – of hydrate deposits is uncertain (Ruppel 2014). 
Furthermore, measurements suggest that subsea permafrost 
areas are a significant source of methane when placed in an 
Arctic context. Continued monitoring of these regions and 
increased efforts to understand the processes associated with 
the release and consumption of methane in these waters is, 
therefore, advisable to reduce uncertainties and better assess 
potential risks.

4.7.3 Ocean surface

While net emissions from the ocean floor to the atmosphere 
may not change radically, a major change has already taken 
place in recent decades at the ocean surface. During this period, 
a rapid decline in sea-ice extent has occurred, resulting in a 
wide range of consequences for the Arctic Ocean and beyond 
(Parmentier et al. 2013; Bhatt et al. 2014). Sea ice acts as a barrier 
for emissions from the ocean to the atmosphere, and previously 
it was hypothesized that the seasonal release of methane from 
the ocean may be related to the presence of ice, since much 
higher methane concentrations were measured under sea ice 
than in open water (Kvenvolden et al. 1993). Recent airborne 
observations also show a connection to sea ice, with fluxes 
observed over leads – large open fractures within the ice (Kort 
et al. 2012). �e source of the methane, however, is not certain, 
although formation of methane in oxic surface waters has been 
suggested to play a role (Damm et al. 2010).

At the moment it is still unclear how sea ice-related processes 
may influence the methane flux from the Arctic Ocean to the 
atmosphere, but a change following sea ice decline is conceivable. 
For example, more open water, and for longer periods of the 
year, allows methane that would previously have been trapped 
under the sea ice – and perhaps oxidized – to be readily released 
to the atmosphere. More open water might also allow storms to 
ventilate surface waters (Shakhova et al. 2014), although much 
uncertainty about trends in the size and frequency of storms 
large enough to ventilate the surface mixed layer remains. 
Finally, recent evidence points towards processes within the 
sea ice as significant controls on the atmospheric flux (Crabeck 
et al. 2014; Zhou et al. 2014), adding to the likelihood that the 
declining sea ice cover will affect methane emissions, although 
the magnitude and direction of this change are unclear due to 
the many and large unknowns.

4.8 Conclusions

4.8.1 Key findings

Current estimates of the size of methane emissions from 
marine sources vary widely, from 1 to 17 Tg CH4/y. Due to the 
difficulty of measuring fluxes from the Arctic Ocean, these 
numbers are accompanied by high uncertainty – much more 
so than for the terrestrial domain. Notably, the highest estimate 
of 17 Tg CH4/y is difficult to reconcile with the atmospheric 
budget, because it does not leave much room for tundra and 
freshwater emissions (see Ch. 7), which indicates that this range 
more than adequately represents the probable size of present-
day Arctic Ocean methane emissions.

�e factors influencing methane emissions from the Arctic 
Ocean are many and diverse. Methane is produced throughout 
ocean sediments from biogenic, thermogenic and abiogenic 
sources. While migrating upwards, methane can be stored in 
gas hydrates, or released from the ocean floor. Before reaching 
the ocean, however, methane can be oxidized anaerobically in 
the sulfate-reduction zone, and aerobically in the water column. 
If the water column is deep enough, these oxidation processes 
can severely reduce the atmospheric impact of oceanic methane 
sources. However, processes have been suggested that provide 
possibilities for methane production in aerobic surface waters 
as well, complicating the picture further.

Emissions from marine sources may change in the future, as 
large alterations in the Arctic Ocean – such as sea-ice decline 
– are already occurring. �eir precise impact on methane 
emissions is uncertain, however, due to the limited number of 
observations and current limitations in models. Excluding areas 
with shallow subsea permafrost, due to model limitations, this 
report projects that any future increase in methane emissions 
from gas hydrates to the ocean is likely to be relatively small. 
But the possibility of submarine landslides to release large 
pulses of methane from the ocean floor, and the ability of 
such releases to reach the atmosphere, cannot be discounted. 
Translating a methane flux from the seabed into the ocean 
to a flux from the ocean into the atmosphere remains very 
difficult because significant methane consumption occurs 
within the water column. Therefore, methane reaches the 
atmosphere more readily from shallow areas, possibly with 
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subsea permafrost, where water column consumption is lower. 
However, the impact of contemporary climate change in these 
areas will probably be damped by the slow penetration of heat 
into the sediment (Dmitrenko et al. 2011). �is reduces the 
likelihood that gas hydrate deposits in subsea permafrost will 
be strongly affected in the near future, and it is still uncertain 
whether dissociating gas hydrates contribute to the release 
of methane in these areas at all, whether other sources are in 
play, or a combination of the two. Methane sources in areas 
with subsea permafrost are poorly understood and associated 
with significant uncertainty, as is also the case for methane 
production in the surface mixed layer, and the effects of sea-
ice decline on methane fluxes to the atmosphere. In a global 
context, however, current expectations are that the Arctic Ocean 
is, and will remain, a relatively small source (Kirschke et al. 
2013). To explore further the potential future climate impact of 
an increase in methane emissions from the Arctic, Ch. 8 assesses 
a range of scenarios featuring conceivable responses from the 
marine and terrestrial environments combined.

4.8.2 Recommendations

Continued monitoring of Arctic marine methane sources 
remains of high importance, due to the large uncertainties 
involved. Although gas hydrates located in deep waters appear 
to be at low risk to release large amounts of methane into 
the atmosphere, there is still low confidence surrounding 
estimates of the size of the gas hydrate reservoir, which vary 
by orders of magnitude. Gas hydrates, therefore, remain an 
important area of interest, and a better assessment of how 
much is present, and their vulnerability, would help greatly 
to constrain emission estimates. Furthermore, the potential 
for emissions and the role of gas hydrates within the climate 
system would be more easily identified with an improved 
knowledge of past methane emissions through the evaluation 
of high-resolution records (e.g. from ice cores, marine 
sediment cores, or carbonate crusts). 

Moreover, the amount and condition of permafrost-associated 
gas hydrates is still largely unknown, and deserves more 
thorough understanding. �is includes an improved mapping 
of the thermal state of subsea permafrost as well as more and 
improved measurements of the emission to the atmosphere 
from this region. Such measurements could benefit from 
the development and implementation of new techniques 
to determine the sea-to-air flux of methane. To understand 
this flux, an enhanced understanding is also needed on the 
production of methane within the surface mixed layer, where the 
various contributions to the observed methane supersaturation 
require improved comprehension.

In addition to improved characterization and quantification 
of methane sources, expanding knowledge of the processes 
that control consumption of methane within the sediment and 
the water column would help to improve flux estimates. �e 
latter, for example, involves many unknowns, as knowledge of 
the microorganisms involved, and the processes controlling 
their activity, is o�en lacking. While bubble plumes from the 
deep seabed are unlikely to reach the atmosphere, considerable 
uncertainty remains on how much of the methane dissolved 
in the water column bypasses oxidation and reaches the 
atmosphere, and what happens to larger outbursts of methane, 

such as from submarine landslides. Additionally, the impact of 
sea-ice decline on the oceanic methane budget is still poorly 
understood, as are the physical and biological processes in 
sea ice itself. How this affects methane emissions needs to be 
investigated further. 

Because most of the processes mentioned here are currently 
poorly represented within models, any newly obtained 
knowledge following from these recommendations will need 
to be incorporated into models and validated, to expand 
capability to predict the future development of the Arctic 
Ocean as a methane source. Although current knowledge 
may seem to indicate that large changes within the oceanic 
methane budget are not expected to occur in the near future, 
the huge uncertainties and unknowns, combined with the large 
quantities of methane stored and generated within the seabed, 
warrants ongoing study and regular monitoring of emissions 
and processes to better assess the present and future impact of 
marine sources on the Arctic methane budget.
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5. Anthropogenic methane sources, emissions and future projections

A: L H-I, A T, K K, S R, G J-M

5.1 Introduction

Many human activities result in methane emissions to the 
atmosphere. �e origin of these emissions is either biological 
or fossil. Biological anthropogenic sources include anaerobic 
decomposition of organic waste material and incomplete 
combustion of biomass. Methane of fossil origin is released 
during extraction, transmission and processing of coal, oil and 
natural gas or during incomplete combustion of fossil fuels. 
�is chapter reviews existing inventories and projections of 
future anthropogenic methane emissions at a global level 
as well as for the Arctic nations in order to address the 
following questions. 

What are current global anthropogenic methane emissions, and 
those of Arctic nations? 

How will the magnitude of emissions change in the future under 
different policy assumptions? 

What percentage of global methane mitigation potential is 
controlled by Arctic Council nations? 

What are the principal sources of uncertainty in these estimates 
of current and future anthropogenic emissions? 

Anthropogenic methane emissions can be inferred from inverse 
modelling (see Ch. 7); however, because methane mixes rapidly 
in the atmosphere, identifying the contribution from individual 
sources with inverse models can be challenging. Separating 
sources is useful for mitigation planning purposes, for example, 
in evaluating which human activities to target with mitigation 
effort. Emission inventories were developed to generate bottom-
up estimates of sector-specific emissions by compiling data on 
human activity levels and combining them with the associated 
emission factors. 

While the focus of natural methane sources in Ch. 3 
(terrestrial) and 4 (marine) is on emissions released in the 
Arctic region, this chapter addresses anthropogenic emissions 
and abatement potential globally as well as for the eight Arctic 
nations, and all within the timeframe to 2050. Since methane is 
well mixed in the global atmosphere, it is important to assess 
the potential to reduce warming in the Arctic region through 
reductions in methane emissions globally as well as by the 
Arctic nations themselves. It is estimated that more than half 
of the anthropogenic methane emissions from Arctic nations 
come from the fossil fuel sector and that these contribute about 
a third of global methane emissions from fossil fuel sources. 
Managing future methane emissions from these activities is 
therefore of particular importance in Arctic nations. Methane 
emissions from fossil fuel sources have thus received special 
attention in this chapter. 

In preparing this chapter, the authors had full access to recent 
emission scenarios from the Greenhouse gas and Air pollutant 
Interactions and Synergies (GAINS) model developed by the 
International Institute for Applied Systems Analysis (IIASA 

2013). �e model results were therefore used to assess sector 
emissions and future reduction potentials in the individual 
Arctic nations. Future emissions scenarios from the GAINS 
model also served as input for the climate impact analyses 
presented in Ch. 8. In addition, the GAINS model was used 
to analyze the impacts of black carbon on Arctic climate in an 
earlier AMAP assessment (AMAP 2011b) and in an assessment 
by the AMAP Expert Group on Black Carbon and Ozone to be 
published later in 2015 (see Ch. 1 for details).

5.2  Global anthropogenic methane 
emissions in past years

5.2.1 Emission inventory approach 

Detailed knowledge about sector-specific contributions to 
global anthropogenic methane emissions in past years rests 
primarily on the results of emission inventories. �ese are 
compiled bottom-up from regional estimates of sector-specific 
emissions. Emissions are usually estimated as the product 
of an activity level and an appropriate emission factor with 
adjustments made for effects of regulations implemented to 
control emissions (e.g. IPCC 2006; Amann et al. 2011), such 
that, global emissions in year t are estimated as: 

Et = 
is
  [Aits × efis × controlits] Eq. 5.1

where Aits is the activity level in sector s in country/region 
i and year t, efis is the unabated emission factor, that is, the 
average amount of emissions released per unit of activity 
from sector s in country/region i when no measures are 
adopted to control emissions, and controlits is a factor between 
0 and 1 adjusting for the effects on emissions from emission 
control measures in place in sector s in country/region i and 
year t. Hence, emissions estimation requires the compilation 
of source-specific activity levels, emission rates and related 
emission control factors. When this information is not 
readily available, the data are derived by applying consistent 
methodological approaches which make use of the available 
relevant information. 

5.2.2  Sources of uncertainty in methane 
emissions estimates

Generating a bottom-up inventory of global anthropogenic 
methane emissions involves three main steps: identifying the 
sources of emissions, collecting the activity data and associated 
emission factors, and estimating emissions. Table 5.1 lists some 
of the influential sources of uncertainty in estimates of current 
and future emissions of anthropogenic methane. 

Information about activity levels is frequently available 
from statistical databases. Although the general quality of 
internationally recognized statistical databases is high, the 
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underlying collection of data will vary in quality, particularly 
when the coverage is global. Inventory developers need to 
apply a consistent strategy for handling missing activity data. 
Although uncertainty in activity data may be high in some 
sectors and regions, finding the appropriate emission factors 
is likely to be a more important source of uncertainty. At best, 
direct on-site emission measurements are available and have 
been collected in a way which makes them representative for 
a larger geographical area, such as a country or a province of 
a country. �is is rarely the case, however. Instead, to extend 
emission assessments to global coverage, country/region and 
sector-specific emission factors must o�en be derived from 
available information about how emissions are affected by 
different country and sector-specific factors for which data are 
available. For example, on-site or atmospheric measurements 
of fugitive methane emissions from oil and gas extraction 
are only available from a limited number of fields typically 
situated in Canada and the USA (see Sect. 5.2.4). Without direct 
measurements from the rest of the world, it is necessary to 
derive country-specific estimates of emission factors based on 
available country-specific information (for example, the type 
of hydrocarbons extracted and the amounts of associated gas 
generated, recovered and flared). 

The Intergovernmental Panel on Climate Change (IPCC 
2006) provides recommended methodological approaches to 
derive emission factors under different levels of information 
availability. �ese range from the use of global or world region 
default factors (Tier 1) to extensive use of country-specific 

information in the derivation of emission factors (Tier 2), and 
to making use of site-specific measurements and information 
(Tier 3). Although the IPCC emission reporting guidelines are 
usually followed closely, there are still a range of choices in the 
methodological approach which means that some uncertainty 
remains and will affect the consistency in emission estimates 
between inventories. 

To a varying extent, emission inventories also make use of 
implied emission factors reported by Annex-1 countries 
(countries obliged to submit annual emission inventories 
in the common reporting format) to the United Nations 
Framework Convention on Climate Change (UNFCCC 2013). 
Implied emission factors are derived by dividing the reported 
sector-specific emissions by the reported activity data. In their 
reporting, countries are required to follow the IPCC guidelines; 
however, here also, the level of sophistication in the chosen 
methodological approach can vary. 

5.2.3  Recent inventories of global 
anthropogenic methane emissions

Independent bottom-up inventories have been produced by the 
United States Environmental Protection Agency (USEPA 2006, 
2012), the IIASA GAINS model (UNEP 2011a; ECLIPSE 2012, 
2014; Höglund-Isaksson 2012) and the Emissions Database for 
Global Atmospheric Research (EDGAR 2010, 2013), which is 
an inventory compiled by the European Commission Joint 
Research Centre (EC-JRC) and Netherland’s Environmental 

Parameter Emission inventories of past emissions Projections of future emissions

Activity data • Factors in identification of emission source sectors

• Factors in activity data reported to statistical databases

• Handling of missing activity data and strategies chosen 
to bridge information gaps

• Factors in the geospatial allocation of activities and 
emissions to grids

• Factors in the representativeness of the proxy used 
for gridding

• Factors in the expected future development of key activity 
drivers, for example, affected by future economic growth, 
technological progress and structural changes in energy 
systems 

• Factors in the spatial movement of point sources

• Factors in the change of spatial pattern of the proxy data used

 

Emission factors • Factors affecting the representativeness of a limited 
number of on-site emission measurements to emission 
characteristics for whole countries/regions

• Choice of methodology to derive emission factors based 
on information availability (i.e. Tier 1 to Tier 3 in IPCC’s 
terminology, see Sect. 5.2.2)

• Lack of information about country-specific factors 
affecting emissions

• Strategies chosen to bridge information gaps

• Use of default emission factors

• Uncertainty inherent in implied emission factors 
reported by countries to the UNFCCC

• All sources of uncertainty present in the derivation of 
historical emission factors will also be present in emission 
projections

Emission control • Factors in identification and effectiveness of existing 
control technology

• Representation of the effects on emissions of the 
implementation of existing emission regulations, 
determined, for example, by assumptions about removal 
efficiencies and applicability of technologies

• Factors in the future development of control technology

• Factors in the future penetration (uptake) of control 
technology

• Factors in the adoption and stringency of future climate policies

• Factors in the effectiveness of future policies in stimulating 
adoption of mitigation technology and strategies

Table 5.1 Potential sources of uncertainty in global methane inventories of past anthropogenic emissions and emission projections.
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Assessment Agency (PBL). A comparison is also made with 
the global emission inventory used as starting point for 
the future emission scenarios generated by the family of 
Integrated Assessment Models (IAMs) that contributed to 
the Representative Concentration Pathways (RCPs) feeding 
into scenarios used for the IPCC Fi�h Assessment Report 
(Lamarque et al. 2010; IPCC 2014). These models are the 
Global Change Assessment Model (GCAM) of the Joint 
Global Change Research Institute, the Model of Energy Supply 
Systems and the General Environmental Impacts (MESSAGE) 
of IIASA, the Asia-Pacific Integrated Model (AIM), and the PBL 
Integrated Model to Assess the Greenhouse Effect (IMAGE), 
herea�er referred to as the ‘RCP models’. �e RCP models were 
calibrated to global anthropogenic methane emissions in base 
year 2000 based on Lamarque et al. (2010), who combined the 
EDGAR v4.1 (2010) inventory with that of the UNFCCC and 
other sources for a comprehensive consistent global data set 
(van Vuuren et al. 2011a). 

Table 5.2 provides an overview of the referenced inventories 
with indications of their level of aggregation, specification of 
source sectors and geographical regions, and their base year and 
timeframe. All inventories cover the major methane emission 
sources: fossil fuel production, transmission and distribution; 
livestock (enteric fermentation and manure management); 
rice cultivation; solid waste and wastewater. �e USEPA and 
EDGAR inventories provide country-specific estimates of 
methane emissions for all countries of the world. �e GAINS 
model produces country-specific estimates for Europe, North 
America, Asia, Australia and New Zealand, provincial estimates 
for 32 Chinese and 23 Indian provinces, and estimates for Latin 
America and Africa each aggregated to four regions. �e RCP 
data archive (IIASA 2009) contains methane emissions with the 
world split by nine major regions, although the resolution of 
the individual RCP models is higher (see Table 5.2). Methane 
emissions are reported for 13 source sectors by the USEPA and 
25 source sectors by EDGAR. �e GAINS estimates of methane 
emissions can be aggregated to about 80 different sources for 
which emission factors are identified separately. (It should be 

noted that the sector aggregation level for the reporting of 
emissions is different from the level of aggregation used in the 
estimation of emissions. For example, when counting the total 
number of individual source sectors identified and used in 
common for the estimation of emissions of a large number of 
air- and waterborne substances, the number of source sectors 
amount to over 4000 in the EDGAR inventory and over 2000 
in the GAINS model. Only a subset of these source sectors has 
direct relevance for methane, and in the reporting of emissions 
they are further aggregated.) GCAM covers 54 separate source 
sectors for methane. 

For past years, the USEPA (2012) adopts the emissions reported 
by countries to the UNFCCC. �e GAINS model and the 
EDGAR inventory recognize that countries have used different 
methodological approaches to derive reported emissions. 
Instead of adopting reported emissions as they are, GAINS 
and EDGAR produce independent estimates of historical 
emissions using a consistent approach for all countries (for 
example, when deriving country-specific emission factors). 
Usually, this means making extensive use of country-specific 
information, and adopting IPCC default factors or implied 
emission factors reported to UNFCCC when sufficient country-
specific information is unavailable (Höglund-Isaksson 2012; 
Olivier et al. 2012). �e USEPA, the GAINS model and the 
EDGAR inventory all take into account the effects on past 
emissions of abatement technology adopted in response to 
already implemented emission control policies. 

Figure 5.1 shows global anthropogenic methane emissions in 
years 2000, 2005 and 2010 as estimated by the USEPA (2012), 
the GAINS model (ECLIPSE 2014), and EDGAR (2013). For 
the year 2000, there is close agreement between inventories that 
about 300 Tg CH4 was released globally from anthropogenic 
sources. Between years 2000 and 2010 total emissions are 
estimated to have increased by 13% and 14% in the USEPA 
and GAINS inventories, respectively, and by 21% in the EDGAR 
inventory. �e largest increases in emissions are estimated from 
coal mining and oil and natural gas systems. In the EDGAR 

Table 5.2 Inventory databases and models of global anthropogenic methane emissions.

Source Approach No. of methane 
source sectors

No. of geographical 
regions

Period covered Home institute References to methane 
data and assessments

USEPA Integrated 
emission model

13 (in reporting 
format)

200 2000–2030 
(10-yr interval)

USEPA, USA USEPA 2006, 2012; 
UNEP 2011a

GAINS Integrated 
emission model

~80 with direct 
relevance for 

methane

162 1990–2050 
(5-yr interval)

IIASA, Austria ECLIPSE 2012, 2014; 
Höglund-Isaksson 2012; 
Shindell et al. 2012

EDGAR v4.1 Emission 
inventory

25 (in reporting 
format)

234 1970–2005 
(annual)

JRC, EC; PBL EDGAR 2010

EDGAR 
v4.2FT2010

Emission 
inventory

25 (in reporting 
format)

234 2000–2010 
(annual)

JRC, EC; PBL EDGAR 2013; Olivier 
et al. 2012

MESSAGE 
(RCP8.5)

Integrated 
assessment model

9 11 1990–2100 
(10-yr interval)

IIASA, Austria IIASA 2009; Riahi et 
al. 2011

GCAM 
(RCP4.5)

Integrated 
assessment model

54 14 1990–2100 
(15-yr interval)

Pacific Northwest National 
Laboratory and the University 

of Maryland, USA

IIASA 2009; Thomson 
et al. 2011; Smith and 
Mizrahi 2013

AIM 
(RCP6.0)

Integrated 
assessment model

21 24 1990–2100 
(10-yr interval)

National Institute for 
Environmental Studies, Japan

IIASA 2009; Masui 
et al. 2011

IMAGE 
(RCP2.6)

Integrated 
assessment model

n.a. 26 1990–2100 
(10-yr interval)

PBL, Netherlands IIASA 2009; van 
Vuuren et al. 2011b
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inventory, emissions from these sources increase more rapidly 
than in the other two inventories. As statistics on fossil fuel 
production and consumption are relatively good and not likely 
to differ much between inventories, the differences can probably 
be attributed to variations in region-specific emission factors. 

Despite relatively good agreement between the inventories on 
total emissions from year 2000 onwards, differences remain 
at the sector level. �is points at high uncertainty in emission 
inventory estimates, as also discussed by the IPCC (2014). 

To better understand the sector differences, Table 5.3 presents 
a detailed sector comparison of global anthropogenic methane 
emissions estimated in 2005, which is a common year for 
which several recently published inventories have detailed, 
sector-specific data available. �e most recent estimates for 
year 2005 by the USEPA (2012), GAINS (ECLIPSE 2014) and 
EDGAR (2013) range from 321 to 349 Tg CH4 emitted globally 
from anthropogenic sources. Agricultural emissions from 
livestock and rice cultivation account for about 40% of global 
emissions in all inventories, with the exception of the 2006 
version from the USEPA (USEPA 2006), where it accounts for 
56%. Fossil fuel production and use account for between 24% 
and 31% of emissions in the older estimates by the USEPA 
(2006) and the RCP models (IIASA 2009), while the more 
recent assessments from the USEPA (2012), GAINS (ECLIPSE 
2014) and EDGAR (2013) suggest these sources to contribute 
between 34% and 43%. �e upward revision of fossil fuel 
emissions appears to be the result of more measurements 
becoming available, in particular for fugitive emissions from 
oil and gas extraction. �is is discussed in more detail in Sect. 
5.2.4. Waste and wastewater sectors account for about 20% of 
global methane emissions in all reviewed inventories, while 
the contribution from incomplete combustion of biomass 
varies between 3% and 13%. �e latter difference appears to 
derive from variations in sector inclusion. While the GAINS 
model (UNEP 2011a; ECLIPSE 2012, 2014; Höglund-Isaksson 
2012) only accounts for methane from open burning of 
agricultural field residues, USEPA (2012), EDGAR (2013) 

and GCAM (2009) also include emissions from large-scale 
biomass burning (forest, savannah, grassland and peat fires). 
�e reason for the exclusion of these sources in the GAINS 
model is the difficulty of distinguishing the origin of forest 
and grassland fires as anthropogenic or natural (Höglund-
Isaksson 2012). 

Kirschke et al. (2013) published a review of estimates of global 
methane emissions in the period 1980 to 2009 (see also Sect. 2.2) 
using results from both top-down inverse models and bottom-
up emission inventories. �e results shown for the estimates 
of anthropogenic emissions, indicate that global estimates of 
bottom-up inventories tend to be lower than the estimates 
following from top-down inverse model results based on direct 
measurements of methane concentration in the atmosphere. 
�is is particularly true for the period 1980-2000, when top-
down estimates of global anethropogenic methane emissions 
are 13% to 19% higher than bottom-up estimates. Agreement 
between top-down and bottom-up estimates improves for the 
years a�er 2000, which is displayed in the far right columns 
of Table 5.3. �e inventories referenced by Kirschke et al. 
(2013) are a dra� inventory by USEPA (2011) and EDGAR 
version 4.2 (EDGAR 2012). �ese versions are very similar to 
the inventories for 2005 presented in the final version of the 
inventory by the USEPA (USEPA 2012) and in the updated 
EDGAR version 4.2FT2010 (EDGAR 2013). �e estimates of 
global anthropogenic methane emissions from 2012 or later by 
the USEPA, GAINS and EDGAR, fall within the ranges given 
by Kirschke et al. (2013), however, the mean contribution of 
96 Tg CH4 or 29% from the fossil fuel sector presented for 
2000 to 2009 by Kirschke et al. (2013) appears on the low side 
compared to the range of 34% to 43% estimated for year 2005 
in the more recent inventories. 

In a recent article by Nisbet et al. (2014), the trend in year-to-
year variation for methane concentration in the atmosphere 
shows a relatively steep increase from about 1630 ppb in 
1985 to about 1775 ppb in 2000, then remaining relatively 
constant at around 1775 ppb until 2008, when the methane 
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Fig. 5.1 Estimates of global anthropogenic methane emissions 2000 to 2010. Sources: USEPA (2012), GAINS (ECLIPSE 2014), EDGAR (2013).
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Table 5.3 Inventories of global anthropogenic methane emissions estimated for year 2005. Data in Tg CH4 in year 2005.

Sector USEPA 
(2006)

USEPA 
(2012)

GAINS 
(UNEP 
2011a)

GAINS 
(Höglund-
Isaksson 

2012; 
ECLIPSE 

v.4A – 
ECLIPSE 

2012)

GAINS 
(ECLIPSE 

v.5 – 
ECLIPSE 

2014)

EDGAR 
v4.1 

(EDGAR 
2010)

EDGAR 
v4.2 

FT2010 
(EDGAR 

2013)

GCAM 
RCP4.5 
(2009)

GCAM 
(Smith 

and 
Mizrahi 
2013)

IMAGE 
(IIASA 
2009)

AIM 
(IIASA 
2009)

MESSAGE 
(IIASA 
2009)

Kirschke et 
al. (2013) 

Review 
top-down 
2000–2009

Kirschke 
et al. 

(2013) 
Review 

bottom-
up 2000–

2009

Livestock 114 101 96 96 96 108 108 89 94

Not available in more detail

Rice 
cultivation 61 24 27 27 27 34 34 37 42

Solid waste 36 39 41 44 35 28 28
63

25

Wastewater 27 23 9 13 13 30 30 40

Coal mining 18 25 40 31 31 42 46 23 35

Natural gas 
production

52

73

72

10 10 19 19 27 29

Gas trans. 
& dist. 17 18 28 28 9 8

Oil 
production 
& refinery

3 72 77 26 17 10 11

Combustion 
fossil fuels 0 11 2 3

13 13

4

19
Combustion 
biofuels 0 9 0 8 9 13

Agricultural 
waste 
burning

0

20

3 3 3 1 1 2

25
Forest & 
grassland 
burning

0 0 0 0 19 22 25

Industrial 
processes 0 0 0 0 0 0 0 1 0

Agriculture 174 124 123 123 123 142 143 126 136 133 136 134
209 

(180–241)
200 

(187–224)Waste & 
wastewater

62 61 50 57 48 58 58 63 65 55 62 73

Fossil fuels 74 109 112 131 138 128 122 73 102 92 87 104 96 
(77–123)

96 
(85–105)

Biomass 
burning 
(including 
biofuels)

0 30 3 11 12 20 24 40 25 27 27 26 30 
(24–45)

35 
(32–39)

Other 0 0 0 0 0 0 0 1 0 2 1 1 0 0

Total 310 325 288 323 321 349 347 301 330 309 314 339
335 

(273–409)
331 

(304–368)

concentration again increases reaching almost 1825 ppb in 
2013. �is variation in atmospheric methane concentration 
over the past few decades is not explained by inverse model 
results using existing inventories of anthropogenic and 
natural methane emissions. Nisbet et al. (2014) concluded 
that more data and measurements are needed to improve 
existing emission inventories in order to resolve the current 
divergence between top-down and bottom-up estimates of 
global methane emissions. 

5.2.4  Global methane emissions from oil and 
natural gas systems

Methane emissions from oil and natural gas systems include 
fugitive emissions released during extraction at the well, 
leakage from gas transmission pipelines, storage facilities and 
gas distribution networks, and from incomplete combustion of 
gas flares. Together these sources are important contributors 
to global methane emissions and, in relative terms, more 
important sources for Arctic nations. Oil and natural gas 
systems are also emission sources with a particularly large 
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spread in estimated magnitudes between different global 
inventories (see Table 5.3). Table 5.4 presents estimates by 
the different global emission inventories of methane emissions 
from oil and natural gas systems in year 2005 in as much 
detail as allowed by available data. Note that in 2005, shale 
gas extraction through hydraulic fracturing was less than it is 
currently, and emissions estimated from gas production refer 
almost exclusively to extraction of conventional natural gas. As 
shown in Table 5.4, the default ranges suggested in the IPCC 
guidelines (2006: vol.2, Ch.4, Tables 4.2.4 and 4.2.5) are wide 
and would, if applied globally, correspond to between 14 and 
202 Tg CH4 released from oil and natural gas systems in 2005. 
In the existing global emission inventories, the corresponding 
global estimate ranges between 46 and 98 Tg CH4. The 
inventories use similar sources and magnitudes of activity 
data, and accordingly the differences in emission estimates 
derive primarily from differences in the methodology used 
to derive the emission factors. 

Here, discussion is focused on uncertainty in the estimates 
of fugitive emissions released at the level of the well during 
extraction of oil and gas, as this is one of the larger sources 
in oil and natural gas systems emissions. Emissions from gas 
transmission and distribution are also substantial contributors 
to global methane emissions (e.g. Lelieveld et al. 2005). �ere 
are several reasons for the relatively high uncertainties in 
the estimates of fugitive methane emissions from oil and 
gas extraction. There are a limited number of published 
direct emission measurements, and those that do exist are 
o�en specific to certain fields in the USA or Canada (e.g. 
Kirchgessner et al. 1997; Harrison et al. 2011; Howarth et al. 
2011; Johnson and Coderre 2011; Pétron et al. 2012; Allen et 
al. 2013; Karion et al. 2013). Methane is released from different 
stages of the extraction process and affected by the rate of 
recovery of ‘associated gas’ (the term for waste gas released 
from the oil well during extraction, which can be recovered 
and utilized as natural gas, reinjected to enhance the pressure 
of the well, or flared or vented to the atmosphere), the fraction 
of unrecovered associated gas being flared or vented, how well 
unintended leakage from equipment and wells is controlled, 
whether production is on- or off-shore, the type or nature 
of the hydrocarbons being extracted, and the extraction 
method – for example unconventional or conventional sources 

(IPCC 2006: vol.2, Ch.4; Howarth et al. 2011; Johnson and 
Coderre 2011). As these parameters are typically country- or 
even site-specific, without more systematic measurements 
their magnitudes remain largely unknown for most major 
oil and gas producing countries. Another challenge is that 
some atmospheric field measurements have been made over 
combined oil and gas fields, which makes source attribution 
difficult as both oil and gas production release methane 
(Brandt et al. 2014).

Table 5.5 provides an overview of the magnitudes of implied 
methane emission factors for oil and gas production in 
2005 published from direct measurements in the USA and 
Canada and in comparison to implied emission factors used 
in various national or global emission inventories. Note 
that unless indicated, the emission factors do not account 
for gas losses during refining, transmission or distribution 
and do not account for emissions from shale gas extraction 
through hydraulic fracturing. As shown, there is a wide 
spread in implied emission factors, which illustrates the 
high uncertainty in the emission estimates and identifies a 
need for more direct measurements. Despite the wide range 
and with the exception of the very low emission factors 
reported by Denmark and Norway, the emission factors in 
Table 5.5 fall within the default ranges specified in the IPCC 
(2006) guidelines. 

Further investigation into the discrepancies shown in Table 5.5 
between implied emission factors used to estimate emissions 
from oil extraction, show that EDGAR (2013) and the USEPA 
(2012) apply emission factors, which, when derived from 
global estimates of emissions, would correspond to about the 
amount of methane released per barrel of oil produced in the 
USA and Canada (e.g. Kirchgessner et al. 1997; Johnson and 
Coderre 2011). �e GAINS model used a different approach, 
which is described in detail by Höglund-Isaksson (2012: 
supplement). �e USA and Canadian measurements are used 
as starting points for the derivation of emission factors taking 
into account information about country-specific amounts of 
associated gas generated, recovered, flared or vented (PFC 
Energy 2007; EIA 2011a; Johnson and Coderre 2011). It is 
recognized that associated gas generated during oil extraction 
must be either recovered (to be reinjected or utilized as an 
energy source) or not recovered and then flared or vented 

Table 5.4 Global estimates of methane emissions from oil and natural gas systems at a sub-sector level in 2005. Data in Tg CH4 in year 2005.

Activity 
(production)

Emission source Using IPCC (2006) 
default emission factors

GAINS (Höglund-
Isaksson 2012)

USEPA 
(2006)

USEPA 
(2012)

EDGAR v4.2 FT2010 
(EDGAR 2013)

GCAM 
(2009)

Crude oil Vented associated gas 9.4–65.6 55.9

3.1

73.5

16.3 9.8Flared associated gas 0.02–0.16 1.9

Unintended leakage 0–19 13.4

Oil refinery 0.10–0.25 0.2 0.6 0.2

Natural gas Vented associated gas n.a. 1.8

52.4

19.2 27.2Flared associated gas 0.0005–0.005 0.055

Unintended leakage 1.1–70.8 8.1

Gas transmission and storage 0.4–14.0 7.7 17.4
8.6

Gas distribution networks 2.6–32.5 9.2 10.2

Total  14–202 98 56 74 64 46
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to the atmosphere for safety reasons. While recovery rates 
exceeding 90% of the associated gas generated are typical 
for the USA, Canada and Europe (EIA 2011a), rates are o�en 
lower in other parts of the world. �is is particularly the case 
for oil fields that are far from exhaustion and so do not recover 
extensive amounts of associated gas for reinjection to enhance 
well pressure, or when there is a lack of gas infrastructure 
near the oil fields to facilitate the utilization of recovered 
gas (Hulbak Røland 2010; Johnson and Coderre 2012; Ite 
and Ibok 2013).

In comparison to the use of emission factors, which at a global 
scale are comparable to emission factors measured for the 
USA and Canada, Höglund-Isaksson (2012) found that by 
adjusting for country-specific rates of generation and recovery 
of associated gas, global amounts of unrecovered associated 
gas from oil production become about four times higher. �e 
derived weighted average global recovery rate of associated 
gas from oil production is then about 70%, which means 
that about 30% of associated gas generated globally would 
remain unrecovered and must be flared or vented. Hence, the 
amount of associated gas not recovered is three to six times 
higher under this assumption than if it is assumed that 5–10% 
remain unrecovered as would be the case if recovery rates 
of 90–95% were assumed globally – see Höglund-Isaksson 
(2012: table 7 in the supplementary material) for details. 
Once country-specific amounts of unrecovered associated 
gas have been derived, the problem is then to establish how 
much of this gas is being vented as opposed to flared. �ere 
is an almost complete lack of published measurements on 
this and Höglund-Isaksson (2012) resorted to using the 
only measurements available, which were published by 
Johnson and Coderre (2011) and representative for oil and 

gas wells active in the Canadian province of Alberta in 2008. 
�e measurements show that the fraction of unrecovered 
associated gas vented (instead of flared) is 29% for conventional 
oil wells and 88% for heavy oil wells (and not including 
measurements from shale oil extraction). �e considerable 
share of unrecovered associated gas vented as opposed to 
flared from heavy oil wells is explained by CAPP (2002) by 
heavy oil wells being relatively shallow and characterized 
by a low reservoir pressure. To achieve a reasonable flow of 
oil from the well, the gas pressure must be controlled which 
is o�en done through a gas vent with gas typically vented 
directly to the atmosphere. Note that despite a higher venting 
to flaring fraction for heavy oil wells, the overall amount of 
unrecovered associated gas generated is usually lower than for 
conventional oil wells. �e amount of associated gas vented 
per unit of oil produced may therefore still be comparable 
to conventional oil wells (Johnson and Coderre 2011). By 
applying the Canadian fractions for venting as opposed 
to flaring to the country-specific amounts of unrecovered 
associated gas, Höglund-Isaksson (2012) derived country-
specific amounts of associated gas vented from conventional 
and heavy oil wells, respectively. Simultaneously, country-
specific amounts of unrecovered gas flared were derived, 
which can be verified against country-specific estimates of 
gas flared measured from satellite images (NOAA 2010). At 
a global level, the match is found to be close, although there 
remain unexplained discrepancies at the country level. �e 
result of this difference in the methodological approach is 
visible in Tables 5.4 and 5.5 as the estimate of global methane 
emissions from oil production in GAINS (ECLIPSE 2012, 
2014; Höglund-Isaksson 2012a) being a few times higher 
than for the EDGAR (2013) and USEPA (2012) assessments. 

a Refers only to intended venting of associated gas and does not include fugitive emissions from unintended leakage; b includes emissions from transmission 
and distribution losses; c implied global emission factors when assuming global production in 2005 is 27 million barrels of oil and 2800 billion cubic 
meters of dry natural gas (EIA 2013).

Country/ 
Region

Reference Geographic area and year Oil production, 
g CH4/ barrel crude oil

Gas production, 
g CH4/ m

3 dry gas

Canada National inventory to UNFCCC 2013 Whole country 2005 1250 2.9

Johnson and Coderre 2011 Alberta province, Canada in 
2008, direct measurements

390a (conventional); 
820a (heavy oil)

0.11a

USA National inventory to UNFCCC 2013 Whole country 2005 720 8.4

Brandt et al. 2014 Review of 20 years of published 
direct US measurements

Concludes that measured emissions suggest national 
emissions from oil and gas production ~1.5 times 

national inventory (but source attribution is uncertain)

Russia National inventory to UNFCCC 2013 Whole country 2005 510 3.9

Denmark National inventory to UNFCCC 2013 Whole country 2005 29 0.0096

Norway National inventory to UNFCCC 2013 Whole country 2005 17 0.0067

Globalc EDGAR 2013 Global in 2005 685 3.2

USEPA 2006 Global in 2005 120 19b

USEPA 2012 Global in 2005 Not attributed to oil or gas. Total oil and gas systems 
1.3 times the estimate of USEPA (2006)

GCAM 2009 Global in 2005 360 9.8

GAINS (Höglund-Isaksson 2012) Global in 2005 2600 3.6

IPCC (2006) default range Global in 2005 360–3100 0.39–25

Table 5.5 Implied emission factors for methane emissions from oil and gas extraction as estimated from direct USA and Canadian measurements and 
in comparison with emission factors used in national and global emission inventories.
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For natural gas extraction, the uncertainty in emissions is also 
high and the upper bound value for the range of IPCC (2006) 
default factors is more than 60 times the lower bound value 
(see Table 5.4). In the GAINS model, Höglund-Isaksson (2012) 
found lower global estimates for methane emissions from 
conventional natural gas production in 2005 than reported 
by EDGAR (2013) and the USEPA (2012). �e measurements 
presented by Johnson and Coderre (2011) for Canada and by 
PFC Energy (2007) for Russia and used in the global assessment 
by Höglund-Isaksson (2012), indicate very small amounts 
of associated gas vented from conventional gas production 
compared with oil production. Primarily, emissions from gas 
production appear to derive from unintended leakage, which 
tends to vary from site to site. Brandt et al. (2014) found in a 
survey of natural gas emission measurements published for 
the USA over the past 20 years, that the national inventory 
compiled by the USEPA probably underestimates methane 
emissions from oil and natural gas systems, with actual 
emissions being about 1.5 times higher. �ey also found that 
when adding up site-specific measurements, total emissions 
are o�en dominated by a few ‘super-emitters’. Another finding 
was that source attribution to oil or natural gas production 
is highly uncertain. 

Advancements a�er 2005 in hydraulic fracturing technology 
have instigated a rapid increase in shale gas production in the 
USA to the extent that in 2009 the USA overtook Russia as 
the world’s largest gas producer (EIA 2013). Explorations for 
potential future extraction using this technology are underway 
in other parts of the world (EIA 2011b). �ere is a small but 
growing body of emission measurements from extraction of 
unconventional gas sources, which apart from shale gas (gas 
from shale deposits) also include extraction of limited amounts 
of coal bed methane (gas extracted from coal beds) and tight gas 
(gas trapped underground in impermeable rock formations). In 
general, these emission measurements suggest higher methane 
emission factors for unconventional than for conventional gas 
extraction (Howarth et al. 2011; Pétron et al. 2012; Allen et al. 
2013; Karion et al. 2013; Caulton et al. 2014), but the uncertainty 
range is wide with measurements ranging from 0.4% of gas 
produced found from selected on-site measurements (Allen 
et al. 2013) to 6–12% from atmospheric measurements over 
specific gas fields (Karion et al. 2013).

In the most recent ECLIPSE scenario (ECLIPSE 2014), the 
GAINS model adopts an emission factor for unconventional 
gas extraction of 4.3% of gas produced with current 
technology, and assumes that it is technically possible with 
existing technology to control leakage to 0.3% of gas extracted 
– a level comparable to carefully managed conventional gas 
wells (Cathles et al. 2012).

Hence, to reduce the high uncertainty in global estimates 
of fugitive methane emissions from oil and gas extraction, 
more published studies based on direct measurements are 
needed. �e measurements should preferably be derived in 
a systematic manner to provide source attributed emission 
factors that are representative for extraction of different 
types of hydrocarbons (including unconventional sources) 
in different world regions.

5.3  Global projections of future 
anthropogenic methane emissions

5.3.1  Use of integrated assessment models 
in climate policy 

Integrated Assessment Models (IAMs) are used in 
climate policy to evaluate potential strategies and costs 
for transformation in the energy and land sectors of the 
economy under different socio-economic, technological 
and policy futures. Scenarios of future anthropogenic 
greenhouse gas emissions are driven by internally consistent 
sets of assumptions about future development in socio-
economic factors, such as population and economic growth, 
technological factors such as availability and cost of energy 
technologies, and different ambition levels of a future climate 
policy (e.g. Kelly and Kolstad 1999). �e global warming effect 
of the resulting future emission scenarios is evaluated in IAMs 
using climate response models. One application of IAMs with 
specific relevance for this assessment is to analyze possible 
future pathways to pre-determined targets for emissions 
(or radiative forcing). Examples of this type of policy target 
include the commitment of the G8 countries to keep the global 
average temperature in 2050 within 2°C of pre-industrial 
levels (G8 2009). �is approach to emission target-setting can 
be informed by current scientific understanding of the risks 
and consequences of climate change, as assessed, for example, 
by the IPCC (2013b, 2014). �e IAMs that produced the RCPs 
project future emissions and land-use change, with (RCP2.6, 
RCP4.5 and RCP6.0) or without (RCP8.5) additional climate 
policies, in order to meet pre-determined radiative forcing 
targets in 2100 (IPCC 2014). Closely related and sometimes 
referred to as IAMs, but here referred to as integrated emission 
models, are the USEPA (2012) and IIASA’s GAINS models. 
�ese do not contain the full suite of estimations contained 
in the IAMs, but produce emission scenarios for the next 
few decades starting from detailed source-specific emission 
inventories and with a high resolution in sources, technical 
abatement potentials, and costs. �eir primary purpose is to 
provide information to policymakers on concrete ways to 
meet a near-term emission reduction target through adoption 
of existing technology. Examples of adopted policy targets 
based on projections by integrated emission models are the 
commitments by the European Union to reduce greenhouse 
gas emissions by 20% in 2020 and by 40% in 2030 below the 
1990 emission level (EC 2014). �ese targets were set a�er 
analyses of future emissions and reduction potentials for 
carbon dioxide (CO2) using the PRIMES model and for non-
CO2 greenhouse gases, including methane, using the GAINS 
model (Höglund-Isaksson et al. 2012; Capros et al. 2013). 

Uncertainty in future emissions is closely linked to the sources 
of uncertainty in the emission inventory used as the starting 
point and in the future development of the parameters listed 
in Table 5.1.
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5.3.2  Global baseline and mitigation scenarios 
for anthropogenic methane emissions

An overview of recent projections of global anthropogenic 
methane emissions by the USEPA, GAINS and the family of 
RCP models is provided in Table 5.6. 

�e USEPA (2012, 2014) adopts externally produced global 
energy scenarios from the International Energy Agency and the 
US Energy Information Administration (EIA 2009; IEA 2009). 
�ey present a baseline and a mitigation scenario defined for the 
timeframe 2000–2030 with 2010 as base year for projections and 

a Linear interpolation between 2020 and 2035; b carbon price starts rising only a�er 2050, that is, scenario could be regarded as Baseline in the 2000–2050 
timeframe.

Model Scenario; 
completion date

Scenario 
period (base 

year for 
projections)

Energy drivers Agricultural 
drivers

Baseline/ 
mitigation 
scenario

Implied carbon price, 
EUR/tonne CO2eq

References 
to data or 
scenario 
applicationsIn 2030 In 2050

USEPA Baseline; 2012 2000–2030 
(2010)

EIA (2009); IEA (2009) FAPRI 2010

Baseline 0 0 USEPA 2012

Mitigation; 2014 2010–2030 
(2010) Mitigation -37 to >200 USEPA 2014

GAINS CLE; 2011 2005–2030 
(2005) IEA-WEO2009 (IEA 

2009) FAO 2003

Baseline 0 0 UNEP 2011a; 
Shindell et al. 
2012MFR; 2011 2005–2030 

(2005) Mitigation -200 to >200

CLE; 2012i 2005–2030 
(2005) IEA-WEO2009 (IEA 

2009) FAO 2003

Baseline 0 0
Höglund-
Isaksson 2012 

MFR; 2012i 2005–2030 
(2005) Mitigation -200 to >200

CLE; 2012ii 2005–2050 
(2010)

IEA-WEO2011 (IEA 
2011a) until 2035; 

POLES model (Russ et 
al. 2009) for 2040–2050

Alexandratos 
and Bruinsma 

2012

Baseline 0 0

ECLIPSE 2012

MFR; 2012ii 2005–2050 
(2010) Mitigation -200 to >200

CLE; 2014 1990–2050 
(2010)

IEA-ETP (IEA 2012) 
with split of conventional 
and unconventional gas 

extraction from IEA 
(2011b)

Alexandratos 
and Bruinsma 

2012

Baseline 0 0

ECLIPSE 2014

MFR; 2014 1990–2050 
(2010) Mitigation -200 to >200

GCAM Reference; 2009 2000–2100 
(2000)

In the RCP models, activity drivers 
are developed within each model in 
consistency with certain population 

and income growth assumptions 
and not exceeding predetermined 
pathways of radiative forcing until 
2100 of 2.6, 4.5, 6.0 or 8.5 W/m2 

(Moss et al. 2008, 2010).

Baseline 0 0

IIASA 2009; 
Thomson et al. 
2011

GCAM 6.0; 2009 2000–2100 
(2000) Mitigation 1.1a 2.8

RCP4.5; 2009 2000–2100 
(2000) Mitigation 7.1a 17.8

GCAM2.6; 2009 2000–2100 
(2000) Mitigation 30.9a 77.7

GCAM 
Counterfactual; 
2013

2005–2030 
(2000) Baseline 0 0

Smith and 
Mizrahi 2013

GCAM 
Reference; 2013

2005–2030 
(2000) Baseline 0 0

MESSAGE RCP8.5; 2009 2000–2100 
(2000)

Baseline 0 0

IIASA 2009; 
Riahi et al. 

2011

MESSAGE 6.0; 
2009

2000–2100 
(2000) Mitigation 11.5 30.6

MESSAGE 4.5; 
2009

2000–2100 
(2000) Mitigation 28.4 75.5

MESSAGE 2.6; 
2009

2000–2100 
(2000) Mitigation 232 615

AIM
RCP6.0; 2009

2000–2100 
(2000)

Mitigationb

0b 0b
IIASA 2009; 
Masui et al. 

2011

IMAGE
RCP2.6; 2009

2000–2100 
(2000) Mitigation 65 130

IIASA 2009; 
van Vuuren et 

al. 2011b

Table 5.6 Overview of recent projections of future global anthropogenic methane emissions.
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assuming in the baseline that no further climate policy is being 
implemented in the future. In a similar manner, the GAINS 
model adopts externally produced global energy scenarios from 
the International Energy Agency (IEA 2009, 2011a, 2012) as 
drivers for baseline and mitigation scenarios. Global methane 
emission scenarios have been defined for 2005 to 2030 with 
2005 as base year for projections (UNEP 2011a; Höglund-
Isaksson 2012; Shindell et al. 2012) as well as to 2050 with 
2010 as base year for projections (ECLIPSE 2012, 2014). �e 
GAINS model identifies a technically possible range for future 
emissions between a baseline scenario under current legislation 
(CLE) and a maximum technically feasible reduction (MFR) 
scenario (see Box 5.1 for further details).

The RCP models GCAM, MESSAGE, AIM and IMAGE 
produce their own scenarios of energy system change in 
response to projections of future population, income and 
climate mitigation strategies (van Vuuren et al. 2011a). �e 
four RCP pathways are defined for the entire century 2000 
to 2100 and each pathway represents a specific final climate 
target defined as the radiative forcing from all gas species in 
the year 2100. �e RCP2.6 forcing pathway assumes a peak and 
decline in radiative forcing in response to stringent climate 
mitigation policy, with year 2100 forcing at 2.6 W/m2. �e 
RCP4.5 and RCP6.0 forcing pathways stabilize radiative 
forcing in 2100 at 4.5 or 6.0 W/m2, respectively, in response 
to climate policy, while the RCP8.5 forcing pathway represents 
a high population growth scenario with no further climate 
policy introduced and with radiative forcing rising to 
8.5 W/m2 in 2100 (and continuing to rise beyond that). With 
the exception of RCP8.5, which is a baseline scenario with a 
global carbon price of zero, the other RCP scenarios reflect 
different levels of future global carbon prices and herewith 
associated mitigation targets (see Table 5.6). Although the 
RCP scenarios are defined in terms of single radiative forcing 
pathways, the model groups producing the RCPs can, for the 

assumed levels of economic and population growth, estimate 
alternative future emission scenarios for the full range of 
forcing targets (i.e. from 2.6 to 8.5 W/m2 in 2100). As shown 
in Table 5.6, for this review the chapter authors had access to 
the full range of baseline and mitigation scenarios produced 
by the MESSAGE (2009) and GCAM (2009) models, but not 
for the AIM and IMAGE models for which data availability 
was limited to the information stored in the RCP database 
version 2.0 (IIASA 2009).

Figure 5.2 displays the expected future growth in global 
methane emissions as projected in the baseline and mitigation 
scenarios listed in Table 5.6. All models start from a global 
methane release of about 300 Tg in year 2000. �e baseline 
scenarios project emissions assuming no further policies are 
introduced to mitigate climate change. �e high population 
growth scenario by MESSAGE ‘RCP8.5; 2009’ projects a strong 
increase in emissions to almost 700 Tg CH4 in 2050. �e 
GCAM ‘Reference; 2009’ scenario projects a more moderate 
increase to 430 Tg CH4 in 2050. �e two revised GCAM 
baseline scenarios to 2030 presented by Smith and Mizrahi 
(2013) represent a ‘Counterfactual; 2013’ baseline, where no 
additional mitigation is adopted a�er 2005 and a ‘Reference; 
2013’ baseline, where additional emission reductions happen 
at no additional cost because of an uptake of options assumed 
to be profitable because they involve potentials to recover 
and utilize gas. �e recently produced projections ‘Baseline; 
2012’ by the USEPA (2012) and ‘CLE; 2012ii’ (ECLIPSE 2012) 
and ‘CLE; 2014’ (ECLIPSE 2014) by the GAINS model are 
based on reported statistics until year 2010 and reflect future 
emission reductions only to the extent prescribed in current 
legislation. By definition it should be expected that the GAINS 
CLE scenario falls somewhere in between the Counterfactual 
and Reference scenarios defined by Smith and Mizrahi (2013) 
to 2030. While the Counterfactual scenario assumes fixed 
emission factors and future emissions driven only by changes 

Box 5.1 The technical possibility range for future emissions in the GAINS model

�e GAINS model identifies a technical possibility range 
for future emissions between a baseline scenario, assuming 
no further climate policy implemented beyond that already 
prescribed in current legislation (CLE), and a maximum 
technically feasible reduction (MFR) scenario, which assumes 
maximum adoption of existing abatement technologies from 
2020 onwards and without consideration of costs or further 
advances in technological development. Note that the technical 
possibility range between CLE and MFR refers strictly to 
technical solutions to reduce emissions, while at least in a 
longer time-frame, there are also non-technical possibilities to 
reduce emissions (see Box 5.2). Once the technical possibility 
range for future emissions has been estimated, a marginal cost 
curve is developed to describe the additional cost of each 
emission unit reduced when moving from the CLE to the MFR 
emission level (see Sect. 5.3.5 for further discussion on costs).

To determine the extent of control implementation that can 
be deemed ‘feasible’, technical applicability rates are identified 
for each technology and region (usually a country) based on 
region-specific circumstances. For example, the adoption of 
feed changes to reduce methane emissions from ruminant 
cattle is only assumed feasible for the fraction of animals in 

intensive systems and when animals are fed indoor. Another 
example is the installation of ventilation air methane (VAM) 
oxidizers on coal mine shafts, which is assumed feasible 
only for the fraction of coal mined underground in regions 
where the average VAM concentration rate is high enough to 
keep up a self-sustained oxidation process. �e assumption 
of no future technological development in methane control 
technology in the MFR scenario is deliberately conservative. 
It recognizes that without further policy incentives to reduce 
emissions, and unless there is a strong increase in the future 
price of (recovered) gas, there are few endogenous drivers for 
the adoption of methane control technology, which in turn is 
the principal driver for technological development. Note that 
this is in contrast to what can be expected for technological 
development in carbon dioxide control technologies that 
enhance energy efficiency. Development to reduce costs and 
improve the efficiency of this type of technology will primarily 
be driven by incentives to cut energy costs, with carbon dioxide 
reductions as co-benefits. �e role of climate policy is then to 
speed up rather than, as is o�en the case for methane control 
technology, to be the sole instigator of technology adoption 
and technological development. 
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in activity data, the GAINS CLE scenario in addition reflects 
effects on implied emission factors from continuous uptake 
of control technology to the extent prescribed by current 
legislation. �e Reference scenario reflects effects on emissions 
from all control options that are estimated as available at a net 
profit, which with the cost assumptions made by Smith and 
Mizrahi (2013), seems to include more options than those 
adopted in direct response to current legislation and reflected 
in GAINS CLE. 

�e reviewed baseline scenarios agree closely on the emission 
pathway to 2030, rising to 414 Tg CH4 in the USEPA scenario 
and 423 Tg CH4 in the GAINS CLE scenarios. �e GAINS 
model presents two different projections between 2035 
and 2050, where the ‘CLE; 2012ii’ combines a global energy 
scenario to 2030 from IEA-WEO (IEA 2011a) with a global 
energy scenario to 2050 from the POLES model (Russ et al. 
2009). �e ‘CLE; 2014’ scenario uses an energy scenario to 
2050 from the IEA-ETP group (IEA 2012) and distinguishes 
between production of conventional and unconventional gas by 
attributing shares of the types of gas produced using country-
specific trends from IEA (2011a). Global methane emissions 
increase more rapidly in the latter scenario due to a stronger 
increase in global gas consumption, to a large extent driven by 
higher future extraction of shale gas, and the introduction in 
GAINS of higher emission factors for unconventional than for 
conventional gas extraction. 

The mitigation scenarios displayed in Fig. 5.2 show the 
development of global methane emissions in the mitigation 
scenarios listed in Table 5.6. All the scenarios assume 
implementation of climate policy which has effects on future 
methane emissions. Except for the scenarios projected by 
the MESSAGE model, where emissions are driven by high 
population growth, all models project mitigation scenarios 
with less than 400 Tg CH4 released in 2050. In the timeframe 

to 2050, the MFR scenario defined in the GAINS model is close 
to the most optimistic (2.6 W/m2 in 2100) mitigation scenarios 
generated by the IMAGE and GCAM models. �is means 
that the emission possibility range defined in the GAINS 
model between the CLE and MFR scenarios, corresponds well 
to the range of possible future methane emission scenarios 
defined by the RCPs until 2050 (IIASA 2009). �e mitigation 
scenario from USEPA (2014) estimates a technical reduction 
potential in global methane emissions of 35% below baseline 
in 2030, which is less optimistic than the 48% estimated by the 
GAINS model and the most stringent RCP scenario (RCP2.6) 
from the IMAGE model. �e reasons for the differences are 
discussed in Sect. 5.3.3. 

5.3.3  Global technical abatement potential 
for methane by technology

�e global maximum feasible reduction for methane in 2030 as 
estimated by the GAINS model (ECLIPSE 2014) is specified by 
sector and control technology in Table 5.7. It is estimated that 
global methane emissions can be reduced by 201 Tg CH4, which 
is 48% below CLE emissions in 2030. �e largest abatement 
potentials are found from reduced venting of associated 
gas released during oil production; reduced leakage from 
natural gas production, transmission and distribution; source 
separation and treatment of biodegradable waste to replace 
landfill disposal; and control of coal mine methane emissions 
through extended pre-mining degasification and installation of 
ventilation air oxidizers during mining. �e technical abatement 
potential in the agricultural sector is found to be relatively 
limited. Options include changes in management practices 
to control methane emissions from continuously flooded rice 
fields and some limited reduction potentials from control of 
methane from enteric fermentation through changes in animal 
diets for ruminant livestock and anaerobic digestion of manure 

Fig. 5.2 Scenarios of future global anthropogenic methane emissions by different integrated assessment models (IAMs). Baseline scenarios with no further 
policy incentives implemented to reduce emissions (le�) and mitigation type scenarios with policy-driven emission reductions (right).
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(Hristov et al. 2013). More extensive emission reductions in the 
agricultural sector would involve non-technical options, such 
as broader structural changes in production and consumption 
systems (see Box 5.2). �e two far right columns of Table 5.7 
compare the most recent global methane abatement potential 
in 2030 from the GAINS model with that of other comparable 
estimates available for 2030. �e GAINS model was used for 
an analysis of the global methane reduction potential in 2030 
presented in a report for UNEP (2011a) and further analyzed 
by Shindell et al. (2012) on the benefits of near-term reductions 
in methane and black carbon emissions. �e more limited 
global reduction potential of 38% below CLE emissions in 2030 
used in these analyses is due to a selection of measures which 
for the UNEP report were identified as relatively inexpensive. 
Expensive options such as replacement of grey cast iron pipes 
for gas distribution were excluded. In addition, there is also 
an effect from later GAINS scenarios accounting for higher 
emissions and reduction potentials from shale gas compared to 
conventional natural gas extraction. �e more limited technical 
reduction potential of 35% for global methane emissions in 
2030 estimated by the USEPA (2014) in comparison to the 

48% in the GAINS model, is primarily the result of a higher 
baseline and reduction potential from oil and gas production in 
the GAINS model and a larger reduction potential from solid 
waste in GAINS due to differences in the choice of abatement 
approach for this sector. �e GAINS model assumes methane 
emissions from landfills can most effectively be removed by 
preventing the biodegradable waste being landfilled in the 
first place (through the use of waste separation, recycling and 
treatment), while the USEPA approach is primarily based on 
removing methane from landfills through landfill gas recovery 
and incineration of mixed waste.

5.3.4  Future emissions and technical 
reduction potentials by world region

Estimates of methane emissions in 2030 by world region from 
the GAINS ‘CLE; 2014’ and ‘MFR; 2014’ scenarios (ECLIPSE 
2014) are shown in Fig. 5.3. �ere are large variations between 
world regions in the contribution from different sectors to total 
methane emissions and reduction potentials. Both emissions 
and reduction potentials tend to be greater in regions with 

Table 5.7 Global anthropogenic baseline (CLE) methane emissions and maximum technically feasible reduction potentials (MFR) by sector as estimated 
in the GAINS model (ECLIPSE 2014). See Höglund-Isaksson (2012) for a further description of measures.

Sector Control measure GAINS model (ECLIPSE 2014) UNEP 2011a USEPA 2014

2005 2030 CLE 2030 MFR 2030 MFR 2030 MFR 2030 MFR 2030 MFR

Tg CH4 Tg CH4 Tg CH4 Change in 
Tg CH4 

Percentage change in CLE in 2030

Livestock Enteric fermentation: diet changes

96.3 113.2 109.3 -3.9 -3 -4 -9 Manure management: anaerobic 
digestion

Rice cultivation Mixed: aeration, alternative 
hybrids, sulfate amendments 26.8 29.1 20.0 -9.1 -31 -31 -26

Agricultural waste 
burning

Ban 3.1 3.7 1.7 -2.0 -53 0 0

Solid waste Maximum separation and 
treatment, no landfill of 
biodegradable waste

34.7 44.7 7.4 -37.3 -83 -84 -61

Wastewater Extended treatment with gas 
recovery and utilization 13.2 17.9 9.1 -8.8 -49 -53 -35

Coal mining Pre-mining degasification

30.8 56.4 24.7 -31.7 -56 -56 -60 Ventilation air oxidizer with 
improved ventilation systems

Conventional 
natural gas 
production

Recovery and utilization of vented 
associated gas

9.9 13.6 6.8 -6.8 -50 -75 

-58 
(all oil and 

gas sources)

Good practice: reduced 
unintended leakage

Unconventional gas 
production

Good practice: reduced 
unintended leakage 0 22.1 3.8 -18.3 -83 0

Long-distance gas 
transmission

Leakage control 8.1 7.8 3.7 -4.1 -53 -60

Gas distribution 
networks

Leakage control and replacement of 
grey cast iron networks 9.8 12.7 1.4 -11.3 -89 0

Oil production and 
refinery

Recovery and utilization of vented 
associated gas

76.6 90.9 22.0 -68.9 -76 -75
Good practice: reduced 
unintended leakage

Other sources No control options identified 11.4 10.9 10.9 0 0 0 0

Total 321 423 221 -202 -48 -38 -35
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Box 5.2 Methane abatement potentials from technical vs non-technical options

�e MFR abatement potential considered in the GAINS model 
(see Box 5.1) refers strictly to technical abatement options, 
implicitly assuming no major changes in production and 
consumption structures; that is, no changes in consumer 
preferences, institutional patterns or land use. Such changes 
are typically slow and difficult to implement in isolation from 
other structural changes in society. �e focus of the GAINS 
model is on abatement potentials in the next few decades and 
in this timeframe it is not considered feasible to expect large 
emission reductions from non-technical measures that involve 
major structural changes.

At a global level the technical reduction potential of methane 
emissions from agricultural sources is limited. In particular, 
controlling enteric fermentation emissions from ruminant 
livestock – the largest agricultural methane source – is difficult 
without changing current production and consumption 
structures for food (Hristov et al. 2013). For example, in 
developing countries where production systems are o�en 
extensive with large animal herds grazing outdoor, there are 
practical limits to the applicability of controlled changes in 
the feed of cattle or the installation of anaerobic digesters 
to treat manure. Intensified production can curb emissions 
by reducing animal stocks while preserving output levels; 
however, it requires major transformations of current 
production structures including increased demand for land 

to grow animal feed (FAO 2006). �is risks interfering with 
the use of land for other purposes including food production 
(FAO 2006; Garnett 2009; Hristov et al. 2013). Another 
complication is that many smallholder farmers keep large 
livestock herds not primarily for production of milk or meat, 
but as a way of storing assets in the absence of functioning 
credit institutions (Udo et al. 2011). As more productive breeds 
are o�en less robust than indigenous breeds, intensification 
of production may not be in the interest of the farmers unless 
institutions for long-term asset storage are put in place. An 
option that is expected to be effective in controlling methane, 
as well as other greenhouse gases, from livestock rearing, is a 
change in consumer preference towards lower consumption of 
meat and milk products (Hedenus et al. 2014). Major changes 
in consumption patterns in response to targeted policies 
are typically slow. 

Hence, in the timeframe to 2050 the global abatement potential 
for methane is likely to rely primarily on technical solutions 
that are readily available. In sectors other than agriculture, 
technical abatement options exist with extensive reduction 
potentials, in particular in fossil fuel production and waste 
and wastewater sectors. With functioning infrastructure for 
utilization of recovered gas or separation and recycling of 
waste, methane abatement in these sectors o�en comes at a 
relatively low cost or even at a profit (Höglund-Isaksson 2012).

Fig. 5.3 Estimates of methane emissions in 2030 by world region from the GAINS model (ECLIPSE 2014): current control legislation (‘CLE; 2014’; upper) 
and maximum technically feasible reduction of methane emissions in 2030 (‘MFR; 2014’) relative the CLE emissions in 2030 (lower).
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extensive extraction of fossil fuels. For comparison, Fig. 5.3 also 
shows the collective contribution to global methane emissions 
from the eight Arctic nations. When considered as a single world 
region, the Arctic nations’ contribution to global anthropogenic 
methane emissions and their reduction potential is substantial 
in comparison to other major world regions.

5.3.5  Cost of future reductions in global 
anthropogenic methane emissions

As explained in Box 5.1, the MFR scenario in the GAINS model 
refers to a global emission level of anthropogenic methane 
when existing technology is implemented to the greatest 
technically feasible extent. �at a technology is considered 
technically feasible to implement, however, does not always 
mean that it is socially feasible to implement, because the latter 
will also take into consideration the cost of implementing the 
technology. �erefore, abatement cost information is of interest 
to policymakers. �e USEPA (2014) and the GAINS model 
(Höglund-Isaksson 2012) provide estimates of the marginal 
abatement cost curve (MACC) for reducing emissions from 
the baseline emission level to the MFR emission level in year 
2030. �ese cost curves are illustrated in Fig. 5.4 and reflect 
the direct marginal cost of purchasing, implementing and 
operating the identified methane abatement measures at the 
global scale. Note that the indirect cost to society caused by 
methane’s contribution to climate change is not part of the 
marginal abatement cost curve. Such effects would be part of 
a marginal damage curve, which would move in the opposite 
direction to the marginal abatement cost curve, that is, 
the marginal damage curve would decline as the marginal 
abatement cost curve increases with reduced emissions. As 
shown by the marginal abatement cost curves in Fig. 5.4, apart 
from being more limited in its maximum technical reduction 
potential in 2030 (as discussed in Table 5.7), the USEPA MACC 
curve falls within the range of the low and high MACCs defined 

by the GAINS model. It should be noted that although the 
global MACC curves defined for methane abatement in 2030 
by the USEPA and GAINS are of similar magnitudes in total, 
differences exist at the sector level between the estimates of 
the two models.

�e purpose of defining a range for the GAINS MACC is to 
indicate how different developments in the future gas price 
and investor perspectives could be expected to affect the 
future cost of methane abatement. Many methane abatement 
options involve reduced leakage or the opportunity to utilize 
recovered natural gas or biogas as sources of energy. Depending 
on the increase in the future gas price, some of the options 
are likely to become profitable in 2030. �is is illustrated in 
the MACC curves in Fig. 5.4 as options falling below the zero 
cost line. �e GAINS low MACC reflects the assumptions that 
the average global gas price increases to 20 EUR/GJ in 2030 
and that investors consider the entire lifetime of equipment 
in investment decisions. �is means that about two-thirds of 
the entire technical reduction potential in 2030 falls below 
the zero cost line and would be adopted without additional 
costs or the need for additional policy incentives to be put in 
place. �e GAINS high MACC reflects the assumption of an 
average global gas price remaining at a low level of 5 EUR/GJ 
in 2030 and that investors have the perspective of a maximum 
ten years irrespective of whether the lifetime of the equipment 
is longer. �is means that only 13% of the entire technical 
reduction potential in 2030 is expected to be realized at a net 
profit to investors and without additional policy incentives. 
Hence, external factors, in particular the development of the 
future price of gas, have significant effects on the future cost of 
reducing methane emissions and the need for further policies 
to stimulate such reductions. 

Fig. 5.4 Marginal abatement cost 
curves (MACC) for the technical 
abatement of global anthropogenic 
methane emissions in year 2030 
as estimated by the USEPA (2014) 
and the GAINS model (Höglund-
Isaksson 2012). The GAINS low 
MACC assumes a global average 
gas price of 20 EUR/GJ in 2030 and 
the GAINS high MACC assumes a 
global average gas price of 5 EUR/
GJ in 2030 and a time-perspective 
for the investors limited to a 
maximum of ten years.
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5.4  Anthropogenic methane emissions 
in Arctic nations

5.4.1  Contribution of Arctic nations to current 
and future anthropogenic methane 
emissions

�e ‘Baseline; 2012’ scenario by the USEPA (USEPA 2012) and 
the ‘CLE; 2014’ and ‘MFR; 2014’ scenarios by the GAINS model 
(ECLIPSE 2014) allow for separation of future emissions by 
sector for the eight Arctic nations. Estimates by both model 
groups agree well in that the Arctic nations release about a 
fi�h of global anthropogenic methane emissions (see Fig. 5.5). 
�e USA and Russia contribute over 90% of these emissions, 
Canada about 6%, and the five Nordic countries less than 
2%. �e growth in future anthropogenic methane emissions 
is expected to be slightly more pronounced in non-Arctic 
than Arctic nations, driven largely by an expected strong 
increase in emissions from coal and gas extraction in non-
Arctic nations. 

5.4.2  Sources and abatement potentials for 
anthropogenic methane emissions in 
Arctic nations

Emission estimates for anthropogenic methane reported by 
the Arctic nations to the UNFCCC (UNFCCC 2013) for year 
2005 are displayed in total and by sector in Fig. 5.6. �e Arctic 
nations report releases of 56 Tg CH4 in 2005 of which 55% 
was from fossil fuel production, transmission and distribution, 
23% from agriculture and 19% from waste and wastewater 
sectors. �is is slightly less than the 59 Tg CH4 estimated by the 
USEPA (2012) for the same countries and year and clearly less 
than the 67 Tg CH4 estimated by the GAINS model (ECLIPSE 
2014). Figure 5.6 shows that in 2030 the USEPA estimates that 
baseline emissions from the Arctic nations will amount to 
72 Tg CH4, while the corresponding estimate in the GAINS 
CLE scenario is 82 Tg CH4 in 2030 and 103 Tg CH4 in 2050. 
�e reason for the higher emission estimate throughout the 
analyzed period in the GAINS model can be referred to the 
higher estimates of venting of unrecovered associated gas from 
oil production following from the methodological differences 
explained in Sect. 5.2.3. �e GAINS MFR scenario is displayed 
as a red dashed line in Fig. 5.6a and shows that with existing 
technology implemented to a maximum technically feasible 
extent, Arctic nations could reduce anthropogenic methane 
emissions to 31 Tg in 2030 and keep emissions at a low level 
throughout 2050 despite increasing levels of activity. �e 
two-step reduction in the MFR curve in 2020 and 2030 is a 
feature of the model structure and reflects different assumed 
time-lags in the decomposition of biodegradable waste in 
landfills. �e effect of diverting this type of waste away from 
landfills is reflected as emission reductions that are delayed 
10 or 20 years depending on how fast different types of waste 
decompose (Höglund-Isaksson 2012). 

Table 5.8 lists estimated methane emissions and abatement 
potentials in Arctic nations in 2005 and 2030 by sector and 
control measure. Emissions and abatement potentials are 
displayed both in absolute amounts and as fractions of global 

Fig. 5.6 Anthropogenic methane emissions in the Arctic nations as estimated 
by the USEPA (2012) for 2000–2030, by the GAINS model (ECLIPSE 2014) 
for 2000–2050 and as reported by countries to the UNFCCC (2013) for 
years 2000–2010 (upper). Anthropogenic methane emissions in the Arctic 
nations by sector in 2005 and 2030 as estimated by the respective inventories 
(lower). �e GAINS MFR reduction potential in 2030 is relative to the CLE 
emission level in 2030.
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emissions and abatement potentials. �e overall technical 
abatement potential of methane in Arctic nations is estimated 
at 51 Tg CH4 in 2030 or 63% below CLE emissions (ECLIPSE 
2014). �is makes up a quarter of the entire global technical 
reduction potential estimated for anthropogenic methane in 
2030. �e greatest technical abatement potentials are found 
from reduced venting of associated gas and better control of 
unintended leakage during oil and gas production.

5.4.3  Sources and abatement potentials for 
anthropogenic methane emissions 
by country

A number of policies which directly or indirectly affect 
methane emissions have already been adopted in the eight 
Arctic nations. �ese include both legally binding regulations 
and voluntary agreements and are listed in Table 5.9. With 
current policies, both the baseline scenario by the USEPA 
(2012) and the GAINS CLE scenario (ECLIPSE 2014) estimate 

a 23% increase in emissions between 2005 and 2030. Figure 5.7 
shows this expected increase in emissions between 2005 and 
2030 by country and sector. Baseline emissions are expected to 
increase in the USA and Canada, primarily due to continued 
expansion of shale gas production, and in Russia, due to an 
increase in the production of conventional natural gas. Methane 
emissions from solid waste disposal are expected to increase in 
Canada and Russia, driven by increased generation of waste as 
a result of economic growth and continued extensive reliance 
on landfill disposal of biodegradable waste with only limited 
recovery of landfill gas.

�e bar to the far right in the country graphs in Fig. 5.7 (denoted 
‘MFRred 2030’) illustrates the maximum technically feasible 
abatement potential in 2030 by sector and country as estimated 
by the GAINS model (ECLIPSE 2014). �e technical abatement 
potential in 2030 is estimated at 4 Tg CH4 for Canada and 
20 Tg CH4 for the USA, which is 46% below baseline emissions 
in both countries. �e technical abatement potential for Russia 
is estimated at 27 Tg CH4 or 70% below baseline emissions 

Table 5.8 Baseline (CLE) methane emissions and maximum technically feasible reduction potentials (MFR) in Arctic Council nations by sector as 
estimated in the GAINS model (ECLIPSE 2014). See Höglund-Isaksson (2012a) for a further description of measures.

Sector Control measure 2005 2030 CLE 2030 MFR 2030 MFR 
reduction

2005 2030 CLE 2030 MFR 
reduction

Tg CH4 Tg CH4 Tg CH4 Change in 
Tg CH4

Percentage of global

Livestock Enteric fermentation: diet changes

11.8 11.6 10.4 -1.2 12 10 30Manure management: anaerobic 
digestion

Rice cultivation Mixed: aeration, alternative hybrids, 
sulfate amendments 0.4 0.4 0.2 -0.1 1 1 1

Agricultural waste 
burning Ban 0.3 0.3 0.2 -0.2 10 9 8

Solid waste Max separation and treatment, no 
landfill of biodegradable waste 11.4 11.0 2.1 -9.0 33 25 24

Wastewater Extended treatment with gas 
recovery and utilization 1.9 2.1 0.8 -1.3 15 12 14

Coal mining Pre-mining degasification

5.1 6.2 2.6 -3.6 16 11 11Ventilation air oxidizer with 
improved ventilation systems

Conventional natural 
gas production

Recovery and utilization of vented 
associated gas

5.1 5.3 2.5 -2.7 51 39 40
Good practice: reduced unintended 
leakage

Unconventional gas 
production

Good practice: reduced unintended 
leakage 0 14.5 1.9 -12.6 0 65 69

Long-distance gas 
transmission Leakage control 7.2 6.8 3.0 -3.8 90 87 91

Gas distribution 
networks

Leakage control and replacement of 
grey cast iron networks 4.7 5.4 0.8 -4.6 48 43 40

Oil production and 
refinery

Recovery and utilization of vented 
associated gas

17.9 17.7 5.4 -12.3 23 19 18
Good practice: reduced unintended 
leakage

Other sources 
(including combustion) No control options identified 0.9 0.7 0.7 0.0 7 6 n.a.

Total 67 82 31 -51 21 19 25

Relative abatement potential    -63%    
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Fig. 5.7 Anthropogenic methane emissions by Arctic nations in 2005 and 2030 as reported to UNFCCC (2013) and as estimated by the USEPA (2012) 
and the GAINS model (ECLIPSE 2014), the latter including emission reduction in MFR in 2030. Note the large differences in scale along the Y-axes 
between countries. �e GAINS MFR reduction potential in 2030 is relative to the CLE emission level in 2030.

Other (including combustion)

Wastewater

Rice cultivation

Oil & gas systems

Gas transportation

Unconventional gas production

Conventional gas production

Oil production & refinery

Livestock

Solid waste

Coal mining

-30

-20

-10

0

10

20

30

40

United States

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2030

USEPA
2005

UNFCCC
2005

Sweden

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2030

USEPA
2005

UNFCCC
2005

-0.05

0

0.05

0.10

0.15

0.20

0.25

0.30

-30

-20

-10

0

10

20

30

40

Russia

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2030

USEPA
2005

UNFCCC
2005

-0.05

0

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Norway

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2030

USEPA
2005

UNFCCC
2005

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2030

USEPA
2005

UNFCCC
2005

-0.010

-0.005

0

0.005

0.010

0.015

0.020

0.025

0.030

Iceland

USEPA
2030

-0.05

0

0.05

0.10

0.15

0.20

0.25

Finland

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2005

UNFCCC
2005

Denmark

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2030

USEPA
2005

UNFCCC
2005

-0.10

-0.05

0

0.05

0.10

0.15

0.20

0.25

0.30

CanadaTg CH4 Tg CH4 Tg CH4

Tg CH4 Tg CH4 Tg CH4

Tg CH4 Tg CH4

-4

-2

0

2

4

6

8

GAINS
MFRred

2030

GAINS
CLE

2030

GAINS
2005

USEPA
2030

USEPA
2005

UNFCCC
2005

in 2030. For the five Nordic countries the entire technical 
abatement potential in 2030 is estimated at 0.17 Tg CH4, or 
13% to 23% below baseline emissions in the respective country.

�e largest abatement potentials for Canada and the USA 
are found by controlling emissions from unconventional gas 
extraction and by diverting biodegradable solid waste away 
from landfills by extending existing separation, recycling 
and treatment schemes. �e greatest potentials for methane 
abatement in Russia are expected from extended recovery 
and utilization of associated gas from oil production and 
reduced leakage from gas pipelines and networks. Both the 
USA and Russia are estimated to have potentials to reduce 
methane emissions from coal mines through extended pre-

mining degasification and implementation of ventilation air 
oxidizers on sha�s from underground mines. �e technical 
abatement potentials from livestock rearing are expected to 
be limited with existing technology in all countries. Enteric 
fermentation emissions from cattle can be controlled through 
changing the animal diets, but this is typically restricted to 
regions and periods when animals are fed concentrates while 
indoor. Manure management emissions can be reduced 
through the use of well managed anaerobic digesters, which 
also generate valuable biogas. With expected increases in future 
energy prices (IEA 2012), the GAINS model estimates that 
farm-scale anaerobic digestion for treatment of pig manure 
from large pig farms would become profitable in the USA, 
Canada and Western Europe (Höglund-Isaksson 2012). Further 
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Table 5.9 Existing policies and voluntary initiatives affecting methane emissions in Arctic nations.

Country Sector Policy or voluntary initiative Source

Canada Oil and gas 
systems

Requirements for oil and gas producers in the provinces of Alberta, British 
Columbia, and Newfoundland to limit flaring and venting resulting in, for 
example, a 40% reduction in venting and a 60% reduction in flaring of 
solution gas in Alberta. Recently implemented requirements in Saskatchewan 
and New Brunswick are expected to achieve similar reductions.

Alberta Energy Regulator (2013, 2014); BC Oil 
and Gas Commission (2013); Canadian Minister 
of Justice (2009); Saskatchewan Ministry for 
Energy and Resources (2011); New Brunswick 
Department of Energy and Mines (2013)

Solid waste Provincial regulations in British Columbia, Manitoba, Ontario, Quebec and 
Prince Edward Island require the collection and utilization and/or flaring 
of landfill gas (although requirements may depend upon facility size, age, 
etc.). Under the Provincial regulations in Alberta, facilities can reduce their 
emissions physically, use offsets or contribute to the Climate Change and 
Emissions Management Fund.

BC Ministry of Environment (2008); 
Manitoba Ministry of Conservation and 
Water Stewardship (2009); Ontario Ministry 
of Environment (2007); Québec MDDELCC 
(2011); PEI Ministry of Environment, 
Labour and Justice (2009); Alberta Energy 
Regulator (1998); Ontario Ministry of 
Energy (2009)Province of Ontario has feed-in tariff in support of landfill gas electricity 

generation.

 Livestock Voluntary provincial greenhouse gas offset protocols in Alberta and Quebec 
address methane emissions from the anaerobic decomposition of agricultural 
materials (Alberta) and covered manure storage facilities (Quebec).

Alberta Environment (2007); Québec 
MDDELCC (2009)

Denmark Oil and gas 
systems

EU Fuel Quality Directive: Reduce life-cycle greenhouse gas emissions of 
fossil fuels by 10% between 2010 and 2020 including reductions of flaring 
and venting at production sites.

EU Directive 2009/30/EC

Gas flaring only allowed with specific permission of the government and 
venting only permitted in the case of emergency.

GMI and EC (2013)

Solid waste EU Landfill Directive: Until 2016 reduce landfill disposal of biodegradable 
waste by 65% from the 1995 level and implement compulsory recovery of 
landfill gas from 2009.

EU Directive 1999/31/EC

EU Waste Management Framework Directive: The waste hierarchy must be 
respected, that is, recycling and composting preferred to incineration/energy 
recovery, which in turn is preferred to landfill disposal.

EU Directive 2008/98/EC

National ban on landfill of untreated biodegradable waste in effect since 1997. BEK nr. 1473 af 21/12/2009

Wastewater EU Urban Wastewater treatment Directive: “Appropriate treatment” of 
wastewater from urban households and food industry must be in place by 
2005 and receiving waters must meet quality objectives.

EU Directive 1991/271/EEC

Livestock National law on the promotion of renewable energy, which includes subsidy 
on biogas generated, for example, from manure.

Lov 1392, 2008

Finland Solid waste EU Landfill Directive: Until 2016 reduce landfill disposal of biodegradable 
waste by 65% from the 1995 level and implement compulsory recovery of 
landfill gas from 2009.

EU Directive 1999/31/EC

EU Waste Management Framework Directive: The waste hierarchy must be 
respected, that is, recycling and composting preferred to incineration/energy 
recovery, which in turn is preferred to landfill disposal.

EU Directive 2008/98/EC

Wastewater EU Urban Wastewater treatment Directive: “Appropriate treatment” of 
wastewater from urban households and food industry must be in place by 
2005 and receiving waters must meet quality objectives.

EU Directive 1991/271/EEC

Iceland All sources No policies specifically addressing methane. Emissions probably small 
because of small population and cold climate.

Jonsson (2014)

Norway Oil and gas 
systems

Gas flaring only allowed with specific permission of the government and 
venting only permitted in the case of emergency.

GMI and EC (2013)

Solid waste National ban on deposition of biodegradable waste in covered landfills 
from 2004.

FOR-2004-06-01-930

Russia Oil and gas 
systems

In the April 2007 State of the Union address, president Putin announced an 
intent to make better utilization of associated gas a national priority. 

Carbon Limits (2013)

“Estimation of fines for release of polluting compounds from gas flares and 
venting of associated gas from oil production.” (Translation from Russian by 
A. Kiselev, 2014).

Decree No.1148, Nov 8, 2012 of the Russian 
Federal Government

As of 2012, all flared associated gas must be metered or the methane fine 
increases by a factor of 120.

Evans and Roshchanka (2014)

Other 
sources

“About greenhouse gases emission reduction.” General policy addressing 
greenhouse gases, but unclear how methane is specifically addressed. 

Decree No.75, Sep 30, 2013 of the Russian 
Federal Government

Sweden Solid waste EU Landfill Directive: Until 2016 reduce landfill disposal of biodegradable 
waste by 65% from the 1995 level and implement compulsory recovery of 
landfill gas from 2009.

EU Directive 1999/31/EC

EU Waste Management Framework Directive: The waste hierarchy must be 
respected, that is, recycling and composting preferred to incineration/energy 
recovery, which in turn is preferred to landfill disposal.

EU Directive 2008/98/EC
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Fig. 5.8 Implied methane emission factors for oil and gas production reported to UNFCCC (2013) (le�) and energy content of flared gas as fraction of 
crude oil produced based on data from satellite images (NOAA 2010) (right).
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Country Sector Policy or voluntary initiative Source

Sweden Solid waste National ban on landfill of untreated biodegradable waste from 2001. SFS 2001:512

Wastewater EU Urban Wastewater treatment Directive: “Appropriate treatment” of 
wastewater from urban households and food industry must be in place by 
2005 and receiving waters must meet quality objectives.

EU Directive 1991/271/EEC

United 
States

Oil and gas 
systems

EPA’s Natural Gas STAR Program: voluntary partnership that encourages oil 
and natural gas companies to adopt cost-effective technologies and practices 
that improve operational efficiency and reduce emissions of methane.

USEPA (2014)

Coal 
mining

EPA’s Coalbed Methane Outreach Program: voluntary program whose goal 
is to reduce methane emissions from coal mining activities.

USEPA (2014)

Solid waste EPA’s Landfill Methane Outreach Program: voluntary assistance program 
that helps to reduce methane emissions from landfills by encouraging the 
recovery and beneficial use of landfill gas as an energy resource.

USEPA (2014)

Livestock EPA’s AgSTAR Program: voluntary outreach and educational program that 
promotes the recovery and use of methane from animal manure.

USEPA (2014)

methane emission reduction potentials in the solid waste sector 
are limited in the Nordic countries, because bans on landfill 
disposal of untreated biodegradable waste have already been 
fully or close to fully implemented in Denmark, Finland, 
Norway and Sweden (see Table 5.9). 

5.4.4  Uncertainty in oil and gas systems 
emissions in Arctic nations

A major source of uncertainty in the estimates of anthropogenic 
methane emissions and reduction potentials in the Arctic nations 
relates to emissions from oil and gas production, transmission 
and distribution. Five Arctic nations – Canada, Denmark, 
Norway, Russia and the USA – currently produce about a quarter 
of the oil and about half of the natural gas in the world (IEA 
2012). �e five countries reported to the UNFCCC (2013) to 
have emitted 10 Tg CH4 from oil and gas production (excluding 
pipeline transmission, refining and distribution) in 2005. �e 
corresponding estimate in the GAINS model (ECLIPSE 2014) 
is 23 Tg CH4 in 2005, of which 18 Tg was from oil and gas 

production in Russia. �e reported emission factors for oil and 
gas production presented in Table 5.5 and reproduced in Fig. 5.8, 
show a wide range in magnitude between countries. It is notable 
that Canada, which has recent systematic on-site measurements 
(Johnson and Coderre 2011), reported 72% higher emissions 
per energy unit of oil produced than the USA, 167% higher 
than Russia, and a few thousand percent higher than what was 
reported for Norway and Denmark. Comparisons to Denmark 
and Norway are difficult because all oil and gas production 
takes place offshore, which means that any unintended leakage 
of methane from equipment at the seabed is likely to oxidize 
before it reaches the sea surface (see Ch. 4). With respect to the 
magnitude of methane emissions released intentionally through 
flaring and venting of associated gas during oil production, 
results from satellite images of gas flares from NOAA (2010) 
presented in Fig. 5.8 suggest that the energy content of gas 
flared, expressed as percent of PJ oil produced, are indeed low 
in Norway and Denmark, but still close to or of about the same 
magnitude (between 0.2% and 2% of the energy content of oil 
produced) as in Canada and the USA. Russian flaring rates are 

57Chapter 5 · Anthropogenic methane sources, emissions and future projections



considerably higher at about 12% per PJ oil produced until 2005, 
however falling rapidly to about 7% per PJ oil produced in 2010. 
If the Canadian measurements of Johnson and Coderre (2011) 
are taken as evidence that whenever flaring takes place, there 
is also likely to be some venting, then venting per unit of oil 
produced would be expected to be of about the same magnitude 
for Denmark as for the USA, with Norway at about half that, and 
with considerably higher magnitudes for Russia. However, this 
is not what is seen in the implied emission factors reported to 
the UNFCCC (2013) (see also Fig. 5.8a). �is large and mainly 
unexplained discrepancy in reported emission factors points to 
the high uncertainty in reported emissions and indicates a need 
for more systematic measurements.

5.5  Use of anthropogenic methane 
emission scenarios in climate models

Chapter 8 presents the results of two climate modeling 
experiments to assess the effects on surface air temperature 
of the maximum technically feasible implementation of 
existing methane control technology, either globally or in 
the eight Arctic nations only. For these exercises, the GAINS 
scenario ECLIPSE v4a (ECLIPSE 2012) was used. �e scenario 
ECLIPSE v5 (ECLIPSE 2014) only became available in April 
2014, which was too late for it to be included in the climate 
modelling experiments for the present assessment. For 
comparison, the results of both scenarios are displayed in 
Fig. 5.9. �e ECLIPSE (2012) scenario combines a global 
energy scenario to 2030 from IEA World Energy Outlook 
2011 (IEA 2011a) with a global energy scenario to 2050 from 
the POLES model (Russ et al. 2009). �e ECLIPSE (2014) 
scenario uses a consistent energy scenario to 2050 from IEA 

Energy Strategies Perspectives 2012 (IEA 2012) and attributes 
shares of gas produced to conventional or unconventional 
gas using country-specific trends from the IEA (2011b). 
Global methane emissions increase more rapidly in the 
ECLIPSE (2014) scenario than the ECLIPSE (2012) scenario 
due to a stronger increase in global gas consumption (partly 
driven by increased extraction of shale gas in the USA and 
Canada), and the introduction in the GAINS model of higher 
emission factors for unconventional than for conventional gas 
extraction. �e MFR scenarios (ECLIPSE 2012, 2014) assume 
uptake of technical control options, which almost exclusively 
address methane emissions, without affecting emissions of 
other species contributing to radiative forcing. The only 
option included which affects emissions of other species, 
is a ban on the burning of agricultural waste residuals. �is 
source contributes, however, to less than 1% of global methane 
emissions in the CLE scenarios (ECLIPSE 2012, 2014). 

5.6 Conclusions

5.6.1 Key findings

�is chapter reviews recent global assessments of anthropogenic 
methane emissions, their expected future development and 
estimated reduction potentials. Because methane is a gas which 
mixes rapidly in the global atmosphere, it is of interest to review 
emissions at the global scale as well as for the area covered 
by the eight Arctic nations. �e following key findings have 
been identified: 

 • Bottom-up emission inventories agree fairly well in terms 
of the overall magnitude of global anthropogenic methane 
emissions in recent years, that is, about 300 Tg CH4 in 2000 
and between 320 and 346 Tg CH4 in 2005. However, the 
relative contributions from the different source sectors differ 
markedly between inventories, which can be taken as an 
indication of high uncertainty within existing emission 
inventories despite the relatively close agreement between 
them in terms of total emissions. 

 • Without further implementation of control policies addressing 
methane than currently adopted, global anthropogenic 
methane emissions are estimated to increase to between 400 
and 500 Tg CH4 in 2030 and between 430 and 680 Tg CH4 
in 2050. Primary drivers for the expected emission increase 
are increased coal production in China and extended shale 
gas extraction in the USA and Canada, activities which are 
known to release fugitive methane emissions. 

 • With maximum technically feasible implementation of 
existing control technology, the estimated reduction potential 
for global anthropogenic methane emissions amounts 
to about 200 Tg CH4 in 2030, which is almost 50% below 
baseline emissions. �e control technologies assessed to have 
the greatest reduction potentials are extended recovery of 
associated gas from oil production, control of fugitive leakages 
from gas production, transmission and distribution, extended 
separation, recycling and treatment of biodegradable waste 
instead of landfill disposal, extended pre-mining degasification 
of coal mines, and the implementation of ventilation air 
oxidizers on sha�s from underground coal mines. 

Fig. 5.9 Scenarios for global anthropogenic methane emissions from the 
GAINS model (ECLIPSE 2012, 2014). �e three ECLIPSE (2012) scenarios 
were used in the model experiments presented in Ch. 8.
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 • External factors, in particular the development of the future 
price of gas, could have significant effects on the future cost 
of reducing methane emissions and on the need for further 
policies to stimulate such reductions. �e reason is that many 
measures to reduce methane emissions involve gas recovery 
or reduced gas leakage, which means potential opportunities 
to utilize the recovered gas as a source of energy. 

 • With current policies addressing methane emissions, the 
eight Arctic nations are estimated to contribute about a fi�h 
of global anthropogenic methane emissions. 

 • As a single world region, the eight Arctic nations emit 
more anthropogenic methane and have a larger technical 
abatement potential than any other major world region (e.g. 
Latin America, Middle East, Africa or China).

 • The maximum technically feasible reduction of 
anthropogenic methane in Arctic nations in 2030 is estimated 
at 63% below baseline emissions or about a quarter of the 
entire global reduction potential. Within this reduction 
potential, measures related to fugitive methane emissions 
from shale gas extraction in the USA and Canada, reduced 
venting of associated gas from oil production in Russia, 
and reduced leakage from gas pipelines and distribution 
networks in all three countries, have the greatest potential to 
contribute to reduced methane emissions in Arctic nations. 

5.6.2 Recommendations

As a major contributor to global anthropogenic methane 
emissions and with a considerable potential to reduce methane 
emissions by employing existing technology, the eight Arctic 
nations are in a good position to contribute significantly to 
emission reductions in global methane emissions. For the 
same reason, the Arctic nations could also make important 
contributions towards reducing uncertainty in emission 
estimates and abatement potentials by supporting improvements 
in existing methane measurement networks.

 • Increase the number and type of systematic on-site 
measurements and make results publically available 
to help reduce the large uncertainty in global methane 
emission estimates. �is would be particularly important for 
the potentially substantial fugitive methane emissions from 
oil and gas systems for which very few direct measurements 
exist that are source attributed and representative for 
different types of hydrocarbons in different world regions.

 • Support a continuous dialogue between developers of 
top-down and bottom-up emission estimates in order 
to resolve the current unexplained divergence in global 
methane estimates. Currently, the observed year-to-year 
variation in methane concentration in the atmosphere 
over the past few decades cannot be explained by global 
anthropogenic (and natural) emission inventories. �is is 
a problem because historical emission inventories are the 
basis for future projections. 
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6. Long-term monitoring of atmospheric methane

L : D W, C T, E D, E C, E G. N, T L 
C : R E. F, J F, D L, A K, J M, C S, J W.C. W

6.1 Introduction

Long-term, systematic measurements of atmospheric methane 
abundance from a well-calibrated network of air sampling sites are 
essential to support an assessment of long-term trends, as well as 
changes in shorter term variability. Measurements are made using 
sampling strategies that provide information about atmospheric 
levels over different temporal and spatial scales. Low frequency 
(i.e. weekly) air samples collected in flasks at remote background 
sites sample well-mixed air that yields large-scale information 
about the Arctic region. Continuous measurements are also made 
at some sites, with the data subsequently averaged to generate 
a high-frequency (e.g. hourly) time series. Such measurements 
provide information about the variability in atmospheric 
methane concentrations, from which information about processes 
affecting levels at local to regional scales can be determined. 
When combined with models of atmospheric chemistry and 
transport, measurements of atmospheric abundance can provide 
information about methane emissions at larger spatial scales than 
flux measurements with micrometeorological techniques (see 
Ch. 3 and 7). Atmospheric methane data provide an important, 
large-scale perspective to understanding global and regional 
carbon sources and sinks. As a result of atmospheric transport 
and mixing, the observed changes in atmospheric concentration 
reflect large-scale balance or imbalance between emissions and 
losses (or sinks). Given this relationship, and with sufficient 
measurement precision and surface coverage (e.g. measurement 
sites), source region signatures can be inferred. 

Further information about emission source type can be 
obtained from measurements of stable isotopic composition, 
because methane originating from different sources can have 
different isotopic signatures.

This chapter summarizes the most recent observations of 
atmospheric methane from Arctic and sub-Arctic monitoring 
sites. �e objectives of this chapter are to present analysis of 
available ambient methane observations from a suite of Arctic 
locations and to highlight how long-term observational data can 
be used to gain an improved understanding of regional-scale 
processes and sources affecting methane.

�e objectives are targeted in order to answer the science 
questions posed to the Methane Expert Group, including:

What are the trends and variability in Arctic methane 
concentrations and what are the primary drivers of this 
variability?

How much of a trend in atmospheric methane abundance can 
be detected with the current monitoring network?

Is there evidence of increasing Arctic methane emissions in the 
atmospheric observations? 

�is chapter focuses on the long-term systematic measurements 
of atmospheric methane, and does not address short-term 

field campaign measurements targeted towards improved 
understanding of atmospheric processes, nor does it include 
an analysis of column measurements that provide information 
on the vertical distribution of methane. 

6.2  Surface observations of 
atmospheric methane

Atmospheric methane monitoring in the Arctic began in the 
mid-1980s. Analytical instruments used to measure atmospheric 
methane are calibrated against a common standard scale – the 
World Meteorological Organization’s Global Atmosphere Watch 
(WMO GAW) methane mole fraction scale – and measurements 
are reported as dry air mole fractions. Atmospheric methane 

is measured in nanomoles (billionths of a mole) per mole 
of dry air and reported as parts per billion (109; ppb). (For 
simplicity, throughout this chapter – and consistent with the 
rest of this report – methane mole fractions are referred to as 
methane concentrations or abundances.) Gas chromatography 
with flame ionization detection has typically been used for 
analysis of methane in weekly discrete air samples collected in 
flasks. In addition to gas chromatography, recent technological 
advances have allowed for higher resolution continuous 
(hourly) observations, primarily through the incorporation 
of new multi-species analyzers, including carbon dioxide 
(CO2), methane (CH4) and carbon monoxide (CO), using cavity 
enhanced absorption spectroscopy techniques such as Cavity 
Ring Spectroscopy (Crosson 2008) and Off-Axis Integrated 
Cavity Output Spectroscopy (O’Keefe et al. 1999). 

Data compatibility and accuracy are ensured primarily 
through participation in the WMO GAW program. �ree 
main factors contribute to the uncertainty of a single methane 
measurement: the reproducibility of the calibration values 
assigned on the standard gas cylinders used to determine 
the ambient methane mixing ratios; the time-dependent 
analytical uncertainty for each measurement; and the standard 
deviation of each hourly averaged or single flask air sample 
measurement. �ese uncertainties are generally quantified by 
independent laboratories (Andrews et al. 2013). However, the 
most relevant metrics to assess relative uncertainty among 
individual laboratories are results reported from ongoing 
standard gas and real air comparisons (Masarie et al. 2001). 
Inter-laboratory and methodological comparison exercises 
provide a mechanism to link many individual network data 
sets in order to provide a measure of network comparability, 
and to characterize measurement uncertainty (Masarie 
et al. 2001; Andrews et al. 2013). �e WMO has set a global 
network comparability target goal for methane of ±2 ppb 
(WMO 2005). Previously reported results of international 
laboratory intercomparison activities showed consistent 
average agreement between participating laboratories to be 
better than 2 ppb (Worthy et al. 2005). 
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While the number of sites monitoring atmospheric methane 
abundance has increased over the past fi ve years, particularly in 
the Arctic and sub-Arctic regions, the long-term observational 
network likely remains inadequate to quantitatively characterize 
polar methane fl uxes, given the importance and variety of the 
potential sources and the vast area of the Arctic. Figure 6.1 
shows the sites where multi-year, surface-based discrete (i.e. 
fl ask sampled) measurements, continuous measurements, or 
a combination of both are readily available. � e length and 
continuity of the data record varies from site to site (see Table 
6.1). Figure 6.1 and Table 6.1 do not represent the full list of 
observations potentially available for the Arctic, but rather 

those stations for which data were available, tied to a common 
standard and of known quality. Based on these data only, this 
assessment provides the most comprehensive overview of 
long-term Arctic atmospheric methane observations currently 
possible, given the limited number of observing stations in 
the Arctic. 

For the purposes of this study, monitoring sites were 
characterized as either remote background or regionally 
infl uenced. � is distinction is for comparative purposes only, 
and relates primarily to the location of the site relative to source 
regions. It is also normal that measurements taken at many of 

Station name (Country) Latitude / Longitude Height, m 
above sea level

Sampling History

Alert (Canada) 82.5°N / 62.5°W 210

Behchoko (Canada) 62.8°N / 116.1°W 179

Cambridge Bay (Canada) 69.1°N / 105.1°W 38

Churchill (Canada) 58.7°N / 93.8°W 29

Inuvik (Canada) 68.3°N / 133.5°W 100

Mould Bay (Canada) 76.3°N / 119.4°W 30

Pallas (Finland) 68°N / 24.1°E 560

Summit (Greenland) 72.6°N / 38.4°W 3238

Storhofdi (Iceland) 63.4°N / 20.3°W 118

Ny-Ålesund (Norway) 78.9°N / 11.9°E 474

Station M (Norway) 66°N / 2°E 0

Cherskii (Russia) 68.5°N / 161.5°E 30

Teriberka (Russia) 69.2°N / 35.1°E 40

Tiksi (Russia) 71.6°N / 128.9°E 8

Barrow (USA) 71.3°N / 156.6°W 11

CARVE Tower (USA) 65°N / 147.6°W 611

Cold Bay (USA) 55.2°N / 162.7°W 21

Shemya (USA) 52.7°N / 174.1°W 40

Table 6.1 Summary of available observations of methane in the Arctic.

Fig. 6.1 Long-term methane 
atmospheric monitoring sites in 
the Arctic and sub-Arctic region 
(Arctic Circle shown by gray 
dashed circle at 66.56°N). Remote 
background sites are shown by 
green circles; regionally infl uenced 
sites are shown by red circles. Air 
sampling for methane at Mould 
Bay and Station-M (shown in 
yellow) stopped in April 1997 and 
June 2009, respectively.
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the weekly flask sampling sites reflect background information, 
because sampling protocols dictate sampling to occur when 
winds originate from ‘clean air’ sectors.

Measurements in Arctic locations have been conducted for 
many decades at remote background sites. These sites are 
generally coastal, high elevation and relatively far removed 
from major source regions. An example of extended time series 
plots for the remote background baseline observatories at Alert 
(Canada), Cold Bay (USA), Summit (Greenland), Ny-Ålesund 
(Norway), Storhofdi (Iceland), Barrow (USA) and Shemya 
(USA) is shown in Fig. 6.2. �e smoothed seasonal cycles 
of methane were derived from the digital filter technique of 
Nakazawa et al. (1997), using weekly flask samples from NOAA’s 
Cooperative Global Air Sampling Network (Dlugokencky at 
al. 1994). �e near 30-year Arctic record shows an overall 
increase in methane abundance, consistent with evidence from 
Arctic and Antarctic ice cores that show a near 300% increase 
in atmospheric methane concentration since the late 1800s 
(Etheridge et al. 1992; Blunier et al. 1993). �e rate of increase 
in the atmosphere changed from around 14 ppb/y in the 1980s 
to near zero over the period from 1999 to 2007. From 2008 to 
2013, the observed abundance of methane in the atmosphere 
has increased annually at around 6 ppb/y (see Sect. 6.3). 

6.3  Large-scale trends in Arctic 
atmospheric methane

Methane emissions mix through the troposphere on time scales 
that are much shorter than the globally-averaged atmospheric 
lifetime for methane (9.1±0.9 y; Prather et al. 2012). So, to 
first order, trends in atmospheric concentration are about 
the same everywhere on Earth. It is only because of the high 
quality and inter-laboratory consistency of measurements 
made by national laboratories that subtle features in zonal 

averages from smaller regions such as the Arctic can be used 
to assess temporal changes in emissions. Zonally-averaged 
dry-air methane abundance at the Earth’s surface for the area 
60°–90°N determined from remote background sites in NOAA’s 
Cooperative Global Air Sampling Network is shown in Fig. 6.3. 
�e seasonality observed in the graphic has three components: 
seasonality in methane emissions at a regional scale, seasonality 
in photochemical methane destruction at the hemispheric scale, 
and seasonality in the height of the Arctic boundary layer. 
�e trend in methane abundance results from the imbalance 
between emissions and sinks.

Figure 6.3 also illustrates changes in the atmospheric growth 
rate over time, showing the instantaneous rate of methane 
increase, calculated as the time-derivative of the deseasonalized 
trend. From the start of measurements through to 2006, the 
atmospheric growth rate decreased from about 14 ppb/y in 1983 
to near-zero in 1999/2000, a�er which a period of interannual 
variability is evident, with no strong trend observed. 

Residuals from a function that approximates the long-term 
trend and seasonal cycle (2nd-order polynomial and 4 annual 
harmonics; �oning et al. 1989) fitted to the methane zonal 
averages in Fig. 6.3 are plotted in Fig. 6.4. �e residuals represent 
deviations (anomalies) from the long-term behavior. Carbon 
monoxide is included as it provides additional context on 
potential sources (i.e. biomass burning) that may affect the 
long-term trend in atmospheric methane. Changes in the sign 
of the trend of the residuals in 1992 and 2007 indicate changes 
in the global methane budget that have affected the trajectory 
of its future atmospheric burden. 

�e change observed in 1992 is most likely to have been related 
to a reduction in anthropogenic emissions from the former 
Soviet Union (Dlugokencky et al. 1994, 2011; Worthy et al. 
2009), and has implications for what may be said about the 
potential impacts of a warming Arctic on natural emissions. 
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Fig. 6.2 Historical time series of methane concentration at several remote 
background sites in the Arctic. Smoothed data curves were generated 
by passing monthly mean methane data through a smoothing function 
(Nakazawa et al. 1997) for sites starting prior to 1994, with weekly flask 
samples from NOAA’s Cooperative Global Air Sampling Network. For 
illustrative purposes, the trend, generated using the same smoothing 
function routine, is shown in black for Alert, Canada.

Fig. 6.3 Change in methane abundance at remote background sites within 
the Arctic. �e upper plot shows zonally-averaged (60°–90°N) atmospheric 
methane concentrations together with the deseasonalized trend, while the 
lower plot shows the instantaneous methane growth rate determined as the 
time-derivative of the trend in the upper plot. Zonal means are determined 
from weekly samples at background sites representing large volumes 
of well-mixed atmosphere collected as part of the NOAA Cooperative 
Global Air Sampling Network. Curve-fitting methods are as described by 
Dlugokencky et al. (2009).
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Superimposed on the long-term pattern of atmospheric 
methane abundance is interannual variability. �e main drivers 
of interannual variability are related to emissions from wetlands 
and biomass burning (Bousquet et al. 2006), which are affected 
by large-scale multi-year changes in weather patterns such as 
the El Niño-Southern Oscillation (ENSO) (Dlugokencky et al. 
2009). Specific drivers affecting Arctic methane emissions are 
surface air and soil temperatures, because the rate of methane 
production by methanogens is very temperature dependent, 
with emissions generally increasing with increasing temperature 
(see Ch. 3). Precipitation amounts can affect the areas and 
relative wetness of wetlands (wetter conditions generally result 
in greater emissions, all other parameters the same; see Ch. 3), 
but they also affect the rate of methane emission from biomass 
burning, as more burning tends to occur in dry years. �e molar 
ratio of CO to CH4 for biomass burning is in the range 10 to 
20 (Christian et al. 2003), so observations of carbon monoxide 
are very sensitive to biomass burning. Strong signals from 
biomass burning at high northern latitudes in 1998, 2002, and 
2003 are evident in the CO residuals and are consistent with 
bottom-up estimates of biomass burning emissions (van der 
Werf et al. 2006). �ere may also be contributions to methane 
anomalies from wetlands.

An anomaly in the Arctic methane time series occurred in 2007 
(Fig. 6.4). Atmospheric methane at polar northern latitudes 
(53°–90°N) increased 13.1±1.3 ppb in 2007, which is greater 
than the global average increase of 7.9±1.6 ppb (Dlugokencky 
et al. 2009). Since 2007, Arctic atmospheric methane has been 
increasing at about the global rate, ~6 ppb/y (2008–2013). �e 
higher annual increase in 2007 in the Arctic, in comparison to 
the global value, suggests a contribution from Arctic sources, 
but the magnitude of changes in emissions and attribution 
to the Arctic region must be understood in the context of 
atmospheric transport, using a chemical transport model. Arctic 
emissions mix into a much shallower atmospheric boundary 
layer than tropical emissions, for example, so relatively large 
annual increases in Arctic atmospheric methane abundance 
do not necessarily mean the presence of correspondingly large 

anomalies in Arctic source emissions (Bousquet et al. 2011). 
Bergamaschi et al. (2013) found that total methane emissions 
in the latitude zone 60°–90°N were ~2 Tg CH4/y greater in 2007 
than the average for 2000–2011, but slightly below the average 
for 2008–2011. Several other studies also found a small increase 
in Arctic emissions in 2007, consistent with the atmospheric 
observations (Bousquet et al. 2011; Bruhwiler et al. 2014b).

�e Arctic is warming at about twice the global mean rate (see 
Ch. 1). It is also known that methane emissions from boreal 
wetlands were a major driver of increased atmospheric methane 
concentrations in the past (Ch. 3). �erefore, the potential for 
increased methane emissions from natural sources in the Arctic 
is an important consideration in evaluating recent changes 
in methane abundance. Based on measurements of carbon 
monoxide in the same samples that were measured for methane 
(Fig. 6.4), the increase in 2007 is not likely to have resulted 
from biomass burning. Other evidence suggests that changes 
in the rate of methane loss by reaction with hydroxyl radical 
(OH) are also not the cause (Dlugokencky et al. 2009). �e 
most likely source contributing to the Arctic increase in 2007 is 
increased wetland emissions resulting from warmer and wetter 
than average conditions (Dlugokencky et al. 2009; see also 
Ch. 3). �is scenario is consistent with isotopic measurements 
(see Sect. 6.6), which show a decrease in 13CCH4 of methane 
consistent with wetland emissions. �e continued increase 
since 2007 is likely to have resulted from methane-enriched 
air transported from lower latitudes, rather than increasing 
emissions in the Arctic.

Further evidence from the atmospheric observations, which 
indicates that methane emissions are not detectably increasing 
at the Arctic scale, is shown in Fig. 6.5, which shows the 
differences in annual mean methane abundance between 
northern polar (53°–90°N) and southern polar (53°–90°S) 
latitudes. From 1984 to 1991, the difference was increasing at 
0.4±0.3 ppb/y. Beginning in 1992, a decrease in anthropogenic 
methane emissions from the former Soviet Union, estimated at 
10.6 Tg CH4/y (Dlugokencky et al. 2003), had a profound effect 

Fig. 6.4 Difference (residuals) between zonal means (53° to 90°N) and 
function fitted to them that captures mean quadratic trend and seasonal 
cycle for methane (CH4) and carbon monoxide (CO) measured in the 
same samples.
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Fig. 6.5 Differences between observed northern polar (53°–90°N) and 
southern polar (53°–90°S) annual mean methane (CH4) mole fractions 
as a function of time. Uncertainties on annual mean differences through 
2012 are estimated with a Monte Carlo technique. All uncertainties are 
68% confidence intervals.
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on the interpolar difference (IPD). Starting in 1992, the trend 
in IPD reversed sign and was -0.1±0.1 ppb CH4/y through to 
2013. While the IPD varies interannually, it has not returned to 
the values observed in the late 1980s. Changes in the IPD can 
potentially provide a sensitive indicator of changes in Arctic 
methane emissions such as those that may result from changing 
anthropogenic activity, thawing permafrost, and destabilization 
of shallow methane hydrates in the marine environment.

6.4  Continuous methane measurements 
at Arctic locations

This section focusses on data from continuous hourly 
atmospheric methane measurements at Arctic observation sites 
to characterize the daily, seasonal and interannual variability in 
methane concentration. All measurements are directly traceable 
to the WMO Global Atmosphere Watch X2004 international 
scale maintained by the Central Calibration Laboratory at 
NOAA/ESRL in Boulder, Colorado (Dlugokencky et al. 2005).

6.4.1 Diurnal and day-to-day variability

Hourly measurements of methane abundance for 2012 at Inuvik 
(Canada), Tiksi (Russia) and Cherskii (Russia) – three regionally 
influenced sites – were chosen to illustrate the observed short-
term variability at sites located in the proximity of extensive 
wetland regions (Fig. 6.6). Also plotted, for reference, are 
smoothed curves fitted to the methane weekly flask data from 
the remote background stations at Alert (Canada), Cold Bay 
(USA), Summit (Greenland) and Ny Ålesund (Norway). �e 
smoothed seasonal cycles were obtained by applying the curve-
fitting procedure of Nakazawa et al. (1997) and are included 
for qualitative comparison with the hourly measurements. 
Figure 6.6 also includes a magnified view for August 2012, 
further illustrating the large diurnal and day-to-day variability 
at regionally influenced sites. 

In winter, the observed variability is linked primarily to 
atmospheric transport from anthropogenic source regions at 
lower latitudes because natural wetland emissions are lower 
during winter. Even at sites such as Alert (Canada), located 
thousands of kilometers from major source regions, the 
methane time series is frequently highly correlated with other 
anthropogenic source indicators such as carbon monoxide 
and black carbon (Worthy et al. 1994). �is is particularly 
the case during well-defined winter episodes that last ~2 to 5 
days in duration, and that result from synoptic meteorology, 
weak vertical mixing and rapid airmass transport originating 
from Siberian and/or European source regions (Worthy et al. 
1994). �e episodic events for Inuvik, Tiksi and Cherskii are 
particularly pronounced relative to events observed at Alert 
(not shown) due to their closer proximity to anthropogenic 
source regions. �e magnitude of this variability is driven 
by regional emission strength, local vertical mixing and 
synoptic conditions. 

In summer, short-term variability is much more apparent 
(relative to winter) and is dominated by diurnal variations. 
For diurnal variability to occur two conditions must be met: 
a local flux in methane and physical mixing of the boundary 
layer that is diurnal. Under strong solar heating during the 

day, the near-surface mixed layer is unstable and generally well 
mixed throughout the boundary layer. At night, the radiation 
loss at ground level leads to a cooling of the atmosphere at 
the surface giving rise to a shallow, stable layer, also known 
as an inversion. �e increase in atmospheric methane during 
the night is a result of suppressed vertical mixing under this 
inversion. �e magnitude of the nocturnal increase is variable 
and depends on the depth of the nocturnal inversion and on the 
regional methane source strength. Owing to enhanced vertical 
mixing during the day, methane is diluted through the rise of 
the boundary layer height up to a hundreds of meters or more. 
In addition, there are also underlying large-scale influences 
including the regional transport of air masses carrying both 
anthropogenic and wetland emissions. For example, the hourly 
data record for Cherskii (Russia) in Fig. 6.6, shows atmospheric 
methane levels of around 1875 ppb for a three-day period 
(20–23 August), followed by concentrations greater than 1900 
ppb from 24–29 August. Variability of a similar magnitude is 
evident throughout the monthly time series.
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Fig. 6.6 Example of short-term variability in methane abundance at three 
regionally-influenced sites in the proximity of extensive wetland regions 
within the Arctic through 2012: Inuvik (Canada), Tiksi (Russia) and Cherski 
(Russia). Also shown are smooth curves fitted to the methane weekly flask 
data from four remote background sites: Alert (Canada), Cold Bay (USA), 
Summit (Greenland) and Ny-Ålesund (Norway). �e lower plot shows a 
magnified window of hourly abundance for August, 2012.
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Average diurnal variability throughout the year at Behchoko 
(Canada) on the northwest tip of Great Slave Lake (see 
Fig. 6.1) and approximately 80 km northwest of Yellowknife 
in Canada’s Northwest Territories, is shown in Fig. 6.7. � e 
region surrounding Behchoko comprises steep, wooded hills 
interspersed with numerous lakes and ponds. � e mean diurnal 
methane cycle is shown for two-month average intervals, 
determined from hourly average data from 2011 to 2013. 
� e average diurnal cycle at Behchoko is strongly seasonally 
dependent: hardly apparent during winter, beginning to develop 
in late spring (May/June), reaching a maximum in August when 
wetland emissions are expected to be elevated, and weakening 
again in autumn. In summer, methane abundance peaks at 
around 0600 to 0800 local standard time (LST), owing to 
methane build-up during the nighttime inversion and then 
decreases rapidly to reach a minimum at around 1600 to 1800 
LST as the boundary layer expands and mixes. As shown in 
Fig. 6.6, there can be substantial variability in the diurnal cycle 
from day-to-day. � e patterns observed at Behchoko (Canada) 
are very similar to the diurnal cycle observed at other regionally 
infl uenced sites (see Fig. 6.8). 

Figure 6.8 shows the amplitude of the diurnal cycle using 
all available hourly data between 2011 and 2013 for sites 
listed in Table 6.1, which includes remote background and 
regionally infl uenced sites. Also shown, for contrast, are the 
amplitudes of the diurnal cycle for two lower latitude Canadian 
sites (Fraserdale and East Trout Lake) located near major 
natural sources. Fraserdale (49°53’N, 81°34’W) is located on 
the southern perimeter of the Hudson Bay Lowland (HBL) 
region, and on the northern edge of the boreal forest. � e HBL 
comprises about 10% of the total area of northern wetlands, and 
recent studies have estimated the average methane release from 
the HBL to be ~2 Tg CH4/y (Pickett-Heaps et al. 2011; Miller 

et al. 2014). East Trout Lake (54.3°N, 105.0°W) is located in a 
boreal forest region in western Canada. � e terrain contains 
extensive areas of impeded drainage. Average methane release 
in summer from wetland regions in western and eastern Canada 
is similar in magnitude, with estimated fl uxes ranging from 20 
to 30 mg/m2/day in July and August (Miller et al. 2014). 

From November to April, there is very little diurnal variability 
observed at any site, although there is detectable daily variability 
(see winter periods in Fig. 6.6). As already noted, much of the 
daily variability in methane concentration in winter is likely to 
be due to transport to these sites from anthropogenic source 
regions at lower latitudes. Diurnal signals are not apparent at 
any time of the year at the remote background sites of Barrow 
(USA) and Alert (Canada), strongly indicating either a lack 
of nearby wetland sources or weak diurnal physical mixing 
of the boundary layer. In spring and probably soon a� er the 
snow melts, nighttime increases in atmospheric methane 
concentration increase noticeably due to the thawing of the 
surface soil layer and the subsequent start of wetland activity. 
Diurnal signals at the regionally infl uenced sites are greatest 
in July/August, owing to the probable maximum of wetland 
methane fl uxes at this time of year and the accumulation of 
methane into a shallower inversion layer at night. � e CARVE, 
Alaska site (64.99°N, 147.60°W) shows the smallest diurnal 
amplitude, at around 10 ppb. � is may be due to relatively low 
wetland emissions for this region in 2012, but only one year of 
atmospheric data is currently available. A complicating factor 
is that the CARVE tower is located on a ridge, several hundred 
meters higher than its surrounding, and as a result will be less 
sensitive to local-scale emissions and likely weaker diurnal 
physical mixing of the boundary layer. For the Arctic located 
sites, Pallas (Finland) and Behchoko (Canada) show the largest 
mean diurnal amplitudes, at around 30 ppb.
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Fig. 6.7 Average diurnal methane cycle at Behchoko (Canada; 62°48’N, 
116°93’W) for January/February (JF), March/April (MA), May/June (MJ), 
July/August (JA), September/October (SO) and November/December 
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Fig. 6.8 Mean monthly amplitude of the diurnal signal (daily hourly 
maximum minus same-day hourly minimum), determined from hourly 
averaged data from 2011 to 2013.

66 AMAP Assessment 2015: Methane as an Arctic climate forcer



�e diurnal signals start to decrease significantly in September/
October, which may be a result of decreased wetland activity, 
coupled in timing with declining air temperature and thus 
weaker diurnal physical mixing of the boundary layer and 
the freezing of the surface soil layer. In High Arctic areas this 
time of year has been shown, in some years, to coincide with 
an outburst of methane from wetlands (Mastepanov et al. 2008, 
2013), but this phenomenon has not been observed at lower 
latitudes. At the more southerly sites of Fraserdale and East 
Trout Lake (Canada), the diurnal signals extend further into 
autumn, possibly owing to a slightly longer influence from 
wetland sources (Kuhlmann et al. 1998). 

Generally, atmospheric methane measurements at the regionally 
influenced sites reflect a complex mix of air mass transport from 
natural and anthropogenic sources, as well as an interaction 
between the daily cycling of the wetland flux and the vertical 
mixing dynamics in the atmospheric boundary layer. �is 
is particularly evident during summer when atmospheric 
methane levels are highly influenced by local and regional 
wetland emissions and when diurnal cycles are strongest.

6.4.2 Seasonal and interannual variability

From the preceding discussion, it is clear that nighttime 
methane measurements at sites that observe diurnal signals 
are not representative of a large, well-mixed volume of the 
lower troposphere. As a result, nighttime measurements should 
not be included in the calculation of mean seasonal cycles 
and trends in methane concentration at regionally influenced 
sites. Excluding nighttime data is even more important when 
comparing the mean annual methane cycle at these sites 
with that at remote background sites. �us, at the regionally 
influenced sites, measurements made during the late a�ernoon 
(1600 to 1800 LST) – when convective mixing is well developed 
– are most representative of large spatial scales.

Figure 6.9 compares annual methane cycles at six remote 
background sites with annual methane cycles at six regionally 
influenced sites. �e characteristics observed during the two-year 
period are relatively consistent at each of the remote background 
sites, showing an annual methane cycle with an amplitude of 
about 55 ppb from the minimum observed in July/August to 
the maximum observed in February. �is is likely to have been 
driven by the seasonality of methane emissions and sinks in 
combination with a seasonally variable meridional atmospheric 
circulation pattern. �e high methane levels observed at the 
remote background sites in winter are due to a negligible OH 
sink and contributions from long-range transport of polluted 
air containing methane from anthropogenic emissions at lower 
latitudes. During spring, methane levels begin to fall due to an 
increasing OH sink and dilution of northern air masses with 
air from lower latitudes and alo� containing lower methane 

concentrations. During summer, the global tropospheric OH sink 
is strongest, resulting in a minimum in the annual methane cycle 
in July. By late mid-summer, methane levels begin to increase as 
the effectiveness of the OH sink decreases and air masses arrive 
from lower latitudes containing methane from both wetland and 
anthropogenic emissions. �e timing of the annual minimum at 
the remote background sites can vary from year to year by as much 
as six weeks, probably due to interannual variability in methane 
emissions from northern wetlands (Mastepanov et al. 2013).

�e annual methane cycle at the six regionally influenced sites 
also shows a maximum during winter, but slightly elevated 
(except for the CARVE site, Alaska) relative to the remote sites, 
probably due to their closer proximity to anthropogenic source 
regions. An additional feature in the annual methane cycle 
of the regionally influenced sites (except for the CARVE site, 
Alaska), is the presence of a distinct secondary peak in late 
summer. �e magnitude of this secondary peak at these sites 
relative to the suite of remote background sites varies from site 
to site and from year to year. Data from the more southerly site 
at Fraserdale (Ontario, Canada; Worthy et al. 1998) also show a 
similar secondary peak in summer. �is has been shown to be 
the result of advection of air with enhanced methane levels due 
to emissions from the extensive wetlands north of Fraserdale, in 
the Hudson Bay Lowland region, which is a well-documented 
source of methane (Roulet et al. 1994). It is reasonable to 
conclude, considering the timing of the summer divergence that 
the secondary peak observed in mid-summer is predominantly 
due to the regional influence of wetland emissions. Year-to-
year variability in the offset of the regionally influenced sites 
relative to the remote background sites is probably due to the 
seasonality in regional wetland methane emissions, atmospheric 
transport and boundary layer depth.

6.4.3 Trajectory cluster analysis

�e observed rise and fall of methane concentrations in the 
lower atmosphere reflects the transport of methane over long 
distances, resulting from winds and mixing that take place 
in the atmosphere. It is possible to infer the magnitude of 
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Fig. 6.9 Smoothed seasonal cycles of atmospheric methane concentration 
for six remote background sites (solid curves) and six regionally influenced 
sites (dashed curves) through 2011 and 2012. �e smoothed seasonal 
cycles were derived from the digital filter technique of Nakazawa et al. 
(1997) using weekly discrete air samples for the remote background sites 
and a�ernoon hourly-averaged data (1600, 1700 and 1800 LST) for the 
regionally influenced sites.
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sources from observed atmospheric concentrations using 
atmospheric transport models, if the monitoring network is 
sufficiently dense. With the increase in Arctic monitoring of 
methane over the past few years, it is possible to start to identify 
the regions which contribute most strongly to atmospheric 
concentrations observed at these sites. �e next step is to 
scale up this information to estimate source strength for a 
given spatial area, however, that requires a full atmospheric 
transport modelling approach and is explored in more detail 
in Ch. 7. �e analysis presented here provides the context for 
that investigation. 

Temporal variability in synoptic weather patterns leads 
to specific regional-scale transport pathways that can 
significantly affect concentrations over downwind locations. 
�e magnitude of this effect depends upon the magnitude of 
upwind emissions and the rate of transport of the air mass. 
Several techniques have been used to study how atmospheric 
concentrations differ with transport path, but the majority of 
approaches tend to utilize back-trajectories to characterize 
the transport. Overall, more meaningful conclusions can be 
drawn when atmospheric concentrations are examined in 
relation to ensembles or large groupings of trajectories, as 
opposed to individual trajectories. Here, a trajectory cluster 
analysis has been applied to nine Arctic monitoring sites with 
continuous hourly-averaged data, to determine which upwind 
areas tend to lead to higher and/or lower observed methane 
concentrations. �ese regions can then be examined for their 
correspondence to known natural or anthropogenic methane 
sources present in these regions.

�e type of trajectory cluster analysis used here has also been 
used in other studies to create ensembles of trajectories or 
‘trajectory clusters’ with common transport pathways (Dorling 
and Davies 1992; Dorling et al. 1992; Chan and Vet 2010). �e 
ensembles or clusters determined through this approach reflect 
typical meteorological patterns in the area around the receptor 
sites. Six different clusters were determined to be sufficient to 
differentiate the main transport patterns.

A detailed example of the trajectory cluster analysis for Inuvik 
(Canada), a regionally-influenced site in the proximity of 
extensive wetland regions, is shown in Fig. 6.10. �e annual 
methane cycles at Inuvik were examined according to the six 
main transport pathways (see upper le� plot of Figure 6.10). 
�e methane observations at Inuvik are linked with source 
regions covering air flow up to ten days back in time (the six 
upper right panels). Clear evidence of a secondary summer 
peak is observed from the western (WNW and WSW) clusters 
where transport over known wetland regions has occurred. In 
contrast, for the clusters originating from the Arctic Ocean to 
the north and north-east (NNW and ENE), secondary peaks 
in the annual methane cycle are much less obvious, clearly 
showing the impact of methane emissions from wetlands 
in the region. �e centre panel of Fig. 6.10 shows the four 
seasonal box-and-whisker methane plots for the Inuvik site. 
�is provides a measure of the variability observed by cluster 
and by season. 

Figure 6.11 shows the mean annual methane cycle according 
to transport pathways for the other eight sites included in 
the analysis. �e method used is to establish climatologically, 
the synoptic flow patterns associated with these sites. �e 

endpoint for the vectors shown represents the mean upwind 
distance ten days back in time. Shorter vectors thus indicate 
slower travel speed and possible stagnation along the path 
while longer vectors are related to stronger wind speeds. �e 
percentage of trajectories for a given cluster is shown on 
the endpoint of the mean vector. �e direction labelled with 
‘L’ represents a lighter (slower) transport speed relative to 
the other cluster from the same direction. Similar to Inuvik 
(Canada), the sites exhibit various magnitudes in the summer 
secondary peak, contingent on transport direction. Barrow 
(Alaska, USA) shows a small enhancement in summer 
methane concentration for air masses originating from the 
SSW and SSE sectors, relative to the ocean clusters to the 
north. At Behchoko (Canada), enhancements are found from 
the two western clusters while at Churchill (Canada) more 
obvious enhancements in summer methane concentration are 
associated when air masses originate from the WNW, WNW:L 
and WNW:L2 clusters. Slightly further south in central Alaska, 
the CARVE site shows some evidence of a summer peak from 
the WNW and WNW:L clusters, but these are not nearly as 
pronounced as those observed at the other high latitude North 
American sites (such as Churchill). 

On the other side of the Arctic landmass, the clustered annual 
methane concentrations at Tiksi and Cherskii (Russia) also show 
distinctly different annual cycles associated with the transport 
of air masses originating from land clusters relative to ocean 
clusters. �e amplitude of the summer peak for land clusters is 
more pronounced at these two sites than that observed at any of 
the North American sites, possibly suggesting a closer proximity 
to more extensive wetland emission sources. In contrast, sites 
located far from wetland sources (i.e. Alert, Canada) do not 
appear to show secondary summer peaks associated with any 
transport direction.

At Pallas (Finland), methane concentrations originating from 
the south are significantly enhanced throughout the year 
compared to other transport directions. �is is likely to be 
due to the transport of methane from both anthropogenic and 
wetland emission sources in the mid-latitudes. 

6.5  Methane measurements at Tiksi on 
the coast of the Laptev Sea

Observations of methane concentration at Tiksi (Russia) 
were initiated in July 2010 to aid in understanding terrestrial 
emissions from the Siberian tundra and marine emissions 
from the shallow Laptev and East Siberian Seas, which are 
known for methane hydrate deposits in the seabed and 
oversaturated seawater methane concentrations (Shakhova 
et al. 2010). �e Tiksi monitoring station is operated by the 
Yakutian hydrometeorological service, and measurements 
are conducted through co-operation between the Finnish 
Meteorological Institute, the US National Oceanic and 
Atmospheric Administration, the Arctic and Antarctic Research 
Institute and the Voeikov Main Geophysical Observatory (St. 
Petersburg). �e city of Tiksi (about 5000 inhabitants) is located 
on the coast of the Laptev Sea and within several hundred 
kilometers of both the Lena River and an extensive wetland 
area (~300,000 km2). �e city is approximately 5 km north of 
the measurement location. 
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Fig. 6.11 Trajectory cluster mean vectors at eight high-latitude sites with continuous methane measurements. Six trajectory clusters were sorted by the 
k-means clustering technique similar to that of Chan and Vet (2010) using Euclidean distance as the dissimilarity metric on 10-day air parcel backward 
trajectories from 2001 through 2013 for all sites.
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The annual cycle of atmospheric methane (see also Sect. 
6.4.2) reflects winter emissions from industrial sources in the 
western and southern parts of Siberia. In summer, the Laptev 
Sea is ice-free from early July to mid-October, indicating 
the potential presence of marine methane emissions. �is is 
roughly the same period as when the terrestrial surface active 
layer in the tundra has thawed and methane production takes 
place. Elevated methane concentrations during this period are 
apparent (Fig. 6.12). Methane increased during calm nights, 
indicative of local tundra emissions (and this was confirmed 
by the micrometeorological method – not shown). On average, 
ambient methane levels at Tiksi are higher than at other High 
Arctic sites because of extensive Siberian wetland emissions and 
o�en limited vertical mixing in the stable shallow atmospheric 
boundary layer. 

To evaluate the potential emission intensity around the Tiksi 
site, half-hourly average methane concentrations were plotted 
relative to wind direction during the main open water period 
for the Laptev Sea and the terrestrial active season (Fig. 6.13). 
Methane concentrations (when low wind speed cases are 
excluded) were between 1870 ppb (background level) and 
2050 ppb (the highest concentration). As a generalization, 
methane concentrations did not appear to reflect wind 
direction. �e lack of elevated concentrations when winds are 
from the south and southwest sectors may be because uplands 
and the Verhoyansk Mountains are in that direction. The 
highest concentrations observed when the wind direction was 
from the Laptev Sea sector were relatively modest, which does 
not indicate extensive emissions in that area. Concentrations 
were slightly elevated when winds were from the eastern sector, 
where widespread coastal wetlands occur. Trajectory analysis 
(see Sect. 6.4.3; Fig. 6.11) also confirms elevated concentrations 
when air masses originate from the east.

6.6 Isotopic measurements

Atmospheric monitoring of methane isotopes – primarily 
13CCH4 – in ambient air, coupled with trajectory analysis, 

can help distinguish the contribution of specific source 
types to atmospheric methane concentrations. For reference, 
background ambient air has a 13CCH4 value of around -47.3‰ 
in the northern hemisphere and -46.9‰ south of the Inter-
Tropical Convergence Zone. Deviations from the background 
level can be used to identify sources of methane present in Arctic 
air, which can be either enriched or depleted in 13C depending 
on the formation process. Different sources of carbon have 
different signatures of 13C, which are o�en referred to as isotopic 
fingerprints (Table 6.2). Biogenic sources are relatively depleted 
in 13C (also referred to as ‘light’), and thermogenic sources 
are relatively enriched in 13C (also referred to as ‘heavy’), in 
comparison to background air. For example, wetlands emit 
methane with 13CCH4 around -70±5‰, depending on location, 
meteorology and local species composition in the wetlands 
(e.g. dominance of Eriophorum cottongrass or Sphagnum 
mosses), while methane from gas exploration emits methane 
with 13CCH4 from -35±10‰ to -55±10‰ depending on the 
reservoir. Methane from biomass burning can also have a large 
impact as this source is quite ‘heavy’, 13CCH4 about -28‰, relative 
to other sources. 

6.6.1 Available data

Routine monitoring of  13CCH4 to high precision (around 0.04–
0.07‰) is taking place at Cold Bay (Alaska; 55.2°N, 162.7°W), 
Barrow (Alaska; 71.3°N, 156.6°W), Alert (Nunavut, Canada; 
82.4°N, 62.5°W), Ny Ålesund (Svalbard, Norway; 78.9°N, 
11.9°E), Pallas (Finland; 68.0°N, 24.1°E) and Kjolnes (Norway; 
70.5°N, 29.1°E). Measurements at these stations sample the 
marine boundary layer except for Pallas, where the samples are 
inland from central northern Scandinavia. Samples are collected 
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Fig. 6.12 Half-hourly averaged methane concentrations at the Tiksi 
monitoring station (Russia) on the Laptev Sea coast through 2012. Surface 
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weekly or twice weekly at Cold Bay, Barrow, Alert, Ny Ålesund 
and Pallas, and are analyzed at the University of Colorado by 
INSTAAR (Institute of Arctic and Alpine Research) for NOAA. 

Royal Holloway, University of London (RHUL) also analyzes 
samples from Ny Ålesund (daily Mon-Fri); Alert (weekly), Pallas 
(weekly) and Kjolnes (weekly). Results for Alert and Ny Ålesund 
(unpublished) analyzed by RHUL are closely comparable to the 
INSTAAR data and show the same amplitude of the seasonal 
cycle, which provides confidence that observations from 
different sites and laboratories can be combined to investigate 
pan-Arctic characteristics. 

In addition to the in situ data, aircra� data are also available. 
�e UK MAMM project (Methane and other greenhouse gases 
in the Arctic – measurements, process studies and modelling) 

supports flights from Sweden to Spitzbergen, collecting air at 
various altitudes along the flight path. In particular, the aircra� 
searches for air masses that have come from northern European 
Russia and northern Siberia, as well as occasionally sampling 
air that in part has come from the east Siberian Arctic shelf. 
Trajectory analysis is used prospectively and retrospectively to 
identify source regions for the sampled air. Other aircra� data 
include those from the NOAA/ESRL Cooperative Network sites, 
as well as survey flights undertaken as part of the NASA Carbon 
in Arctic Reservoirs Vulnerability Experiment (CARVE) http://
science.nasa.gov/missions/carve/.

6.6.2 Annual cycle

�ere is clear seasonality in 13CCH4 in the Arctic, and this 
is apparent in Figs. 6.14 and 6.15 which show the NOAA/
INSTAAR high precision 13CCH4 measurements for 2000–
2012 at four Arctic monitoring stations. An additional non-
Arctic measurement site (Mace Head, Ireland) is included 
for reference. Isotopic measurements become ‘heavier’ (less 
negative) in winter, peaking around the time of the spring melt, 
and then, a�er melting, shi�ing to become significantly ‘lighter’ 
(more negative) in summer, to reach a minimum 13CCH4 in 
autumn. �e amplitude of the seasonal 13CCH4 cycle appears 
to have increased over time, and in recent years is of the order 
of 1‰ or more. Globally, the seasonality in 13CCH4 increases 
with latitude and is most pronounced in the Arctic, where the 
OH sink is limited, especially in winter. 

�e seasonality of 13CCH4 is systematically offset (i.e. out of sync) 
from the seasonality in methane concentration, which peaks in 
late autumn or early winter, some months before the isotopic 
peak. Concentration minima typically occur in June or July. 
�is offset between atmospheric methane concentration and the 
isotopic cycle suggests that there is a major ‘light’ (i.e. biogenic) 
source that inputs methane to Arctic air from July to October. 
Another factor that influences the cyclicity, both in methane 
concentration and isotope fractions, is atmospheric mixing 

Table 6.2 13CCH4 Isotopic ratios for Arctic methane sources. Based on 
Dlugokencky et al. (2011), Fisher at al. (2011), Sriskantharajah et al. (2012), 
Nisbet (2001), Walter et al. (2006), Kirschke et al. (2013) and unpublished 
data supplied by Royal Holloway, University of London (RHUL) and 
Environment Canada.

Source  13CCH4 ‰

Coal and industry, Europe -35 ± 10

Natural gas, UK North Sea -35 ± 5

Natural gas, Siberia (exported to EU) -50 ± 5

Natural gas, Alberta/BC -55 ± 10

Ruminants, C4 diet -50 ± 5

Ruminants, C3 diet -70 ± 5

Arctic wetlands, Finland -70 ± 5

Boreal wetlands, Canada -65 ± 5

Biomass burning, boreal vegetation -28 ± 2

Landfills, Europe -57 ± 4

Thermokarst lakes -58 to -83

Hydrates, Arctic -55 ± 10
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Fig. 6.14 Multi-site NOAA/INSTAAR high precision 13CCH4 measurements 
for 2000 through 2012 at the following monitoring stations: Cold Bay 
(USA), Barrow (USA), Alert (Canada), Ny Ålesund/ Zeppelin (Norway) 
and Mace Head (Ireland).

Fig. 6.15 Detail of Arctic NOAA/INSTAAR results from Alert (Canada): 
(upper) methane concentrations and (lower) methane isotope 
( 13CCH4) record.
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with background Atlantic and Pacific air from lower latitudes. 
�is may contribute to the concentration decline in spring, OH 
destruction, which in May-July will reduce concentrations and 
drive 13CCH4 ‘heavier’. Also stratospheric inputs via episodes of 
polar vortices, may similarly reduce methane concentration and 
drive an increase in 13CCH4, especially in winter. 

6.6.3 Identification of Arctic methane sources

Fisher et al. (2011) found that the bulk Arctic methane source 
signature for air arriving at Spitzbergen in late summer 2008 
and 2009 was about 13CCH4 -68‰. �e source signature of 
methane in these samples had 13CCH4 -68.6±4.5‰ in July 2009 
and 13CCH4 -68.7±4.4‰ in October 2010. Air sampled daily at 
Ny Ålesund in September–October 2009 had a source signature 
of 13CCH4 -67.4±3.1‰. Recent unpublished work by RHUL in 
collaboration with the Norwegian Institute for Atmospheric 
Research and with the MAMM project showed very similar 
results, which clearly reflect an Arctic wetland source (see 
Table 6.2). In contrast, also at the Ny Ålesund station, Fisher 
et al. (2011) found that in March to May 2009 (when wetlands 
are frozen), the small Arctic springtime source, calculated 
from measurements in air samples collected daily, was 13CCH4 

-52.6±6.4‰. Although the precision of this determination is 
poor, this bulk Arctic source signature closely matches Russian 
Arctic gas supplies (Dlugokencky et al. 2011) (see Table 6.2). 
Stratospheric air measured over Finland (RHUL, unpubl.) may 
also contribute to the decline in mixing ratios during spring 
while 13CCH4 increases. More recent studies by RHUL, including 
airplane transects, have confirmed both the spring and high 
summer findings of Fisher et al. (2011).

�e isotopic results to date, imply that methane emitted in the 
Arctic, over and above the seasonal background in maritime air 
entering from further south, is dominated by wetland emissions 
in summer and a much smaller fossil fuel source in winter. It 
is possible that the amplitude of the isotopic seasonality may 
be increasing, which perhaps suggests that wetland emissions 
are increasing. This is consistent with Arctic warming if 
emissions of methane from wetlands (methanogenic flux) 
increase exponentially with temperature, although methane 
consumption (methanotrophy) would also be expected to 
increase (see Ch. 3 and 4).

�ere has been much debate about the possibility of significant 
methane release from methane hydrates in the Arctic Ocean as 
temperatures rise (Nisbet 1989; Archer et al. 2009). In particular, 
large fluxes have been estimated by upscaling emissions 
measured from the eastern Siberian Arctic Shelf (Shakhova et al. 
2010) and there is clear evidence for submarine bubble plumes 
(Westbrook et al. 2009), although these methane bubbles do not 
necessarily reach the sea surface (see Ch. 4). �e isotopic results 
of Fisher et al. (2011) and unpublished data from the MAMM 
campaign suggest that methane hydrates are not currently a 
major source of atmospheric methane. Although isotopic values 
in hydrates can vary greatly, most Arctic hydrates have a  13CCH4 
of around -55±10‰ (Milkov et al. 2005; Fisher et al. 2011) 
(see Table 6.2). If such comparatively ‘heavy’ hydrate-sourced 
fluxes contributed substantially to the approximately -53‰ late 
winter/spring Arctic methane increment reported by Fisher et 
al. (2011), then that same signal would be expected, at least to 
some extent, to affect summer Arctic methane observations. 

However, this has not yet been observed. To determine source 
contributions with certainty, additional measurements are 
required, as well as transport modelling.

6.7 Conclusions

6.7.1 Key findings

�e recent expansion of Arctic methane measurements has 
enabled improved characterization of daily, seasonal and 
interannual variations in atmospheric methane levels at the 
local and regional scale. Overall, there has been an increase 
in atmospheric methane abundance since measurements 
began, despite some interannual variability. Since 2008, the 
mean Arctic atmospheric methane concentration has been 
increasing at about the global rate, ~6 ppb/y (2008–2013). From 
these measurements, it is evident that in winter, regionally 
influenced sites are impacted by transport from mid-latitude 
source regions while in summer, there is considerable variability 
due to strong diurnal cycles. Before calculating seasonal cycles 
and long-term trends, it is important to separate out the impacts 
of localized diurnal variability so that any subsequent analysis 
is performed on data that are more representative of large, well-
mixed volumes of the troposphere. �e annual cycle at remote 
background sites shows a minimum in methane concentration 
in July/August and a maximum in February. �e annual cycle at 
regionally and locally influenced sites also show a maximum in 
February as well as a secondary peak in methane concentration 
in late summer. �is secondary peak is likely to be due to the 
advection of air with enhanced methane levels due to emissions 
from wetland areas.

Methane isotopic data from Arctic measurement sites provide 
additional evidence that summer atmospheric concentrations 
are dominated by contributions from wetlands sources, and in 
winter by local and regional fossil fuel sources. 

�ere is general concern that Arctic ecosystems may undergo 
significant changes if Arctic warming trends continue. �is is 
especially true for methane since existing and potential natural 
Arctic methane sources are large and widespread (i.e. wetlands 
and marine methane hydrates). �e climate feedback from 
such changes could potentially be very large although, to date, 
no definitive changes in Arctic methane emissions have been 
detected by the existing observational network.

An important goal of international observational programs 
is to provide high quality data to support the characterization 
of regional-scale information on greenhouse gases. One 
capability of such programs is the ability to infer emissions from 
anthropogenic source sectors. With the improved availability 
of long-term, high time resolution methane observations and 
coincident improvements in modelling capability (see Ch. 7 
and 8), it will eventually become possible to track regional 
emissions of methane, including those from fossil fuel use, 
agriculture and waste over long periods. Equally important 
will be the ability to utilize long-term observations to evaluate 
observational constraints on large-scale emissions and sinks, 
and to improve understanding of the carbon cycle for large 
ecosystems such as tundra and high boreal forest regions, an 
approach which is detailed in Ch. 7. 
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6.7.2 Recommendations

�e data presented in this chapter have the potential to identify 
and locate major sources of Arctic methane by type and 
seasonality. However, continuity in long-term data records for 
both weekly and hourly measurements is essential to support 
this work. Integration of the long-term observational data 
(including isotopic measurements) with short-term airborne 
measurements and data from ground-based remote sensing 
platforms would provide a more accurate representation of the 
true spatial and temporal gaps in the observing system. �is 
analysis should be completed as a next step. Subsequently, and as 
modelling capabilities continue to evolve, a detailed assessment 
of the adequacy of the observational network to detect future 
atmospheric change and to support the characterization of 
sources may be warranted. Ensuring the timely availability 
of both short- and long-term observational data to support 
future analyses is critical to ensuring a full understanding of 
the limitations of the current observing system. Common data 
archiving and quality control/assurance practices would also 
improve data inter-comparability. 

Finally, maintaining the existing long-term data records, as well 
as continuing to evaluate the spatial and temporal coverage 
of Arctic atmospheric methane measurements is an essential 
component in improving the ability to assess the overall impact 
of regional and global methane sources, as well as to assess the 
response of the Arctic to climate change.
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7.  Modeling of atmospheric methane using inverse 
(and forward) approaches 

A: L B, P B, S H, J M 

7.1 Introduction

�e abundance of methane in the Arctic atmosphere arises 
from a balance between the transport of methane into the 
Arctic from sources outside the Arctic and local sources and 
sinks, with a small contribution from chemical loss during 
summer. �is chapter focuses on the application of modeling 
techniques for understanding the Arctic methane budget. 
Inverse models provide a means to systematically incorporate 
bottom-up information about methane emissions (bottom-
up approaches include direct flux measurements, process 
models of emissions, or economic data – see Ch. 3, 4 and 5) 
with atmospheric observations and simulated atmospheric 
transport. �is framework allows estimation of emissions that 
are optimally consistent with both bottom-up and top-down 
information (i.e. the observations). �e chapter also shows how 
atmospheric observations along with atmospheric transport 
modeling can provide useful information for evaluating 
process-based emission models. This ultimately leads to 
improvements in prognostic modeling, for example models 
that project future changes in the climate system based on 
scenarios of changes in anthropogenic emissions, or feedbacks 
between the climate system and trace gas emissions. Simulating 
the observed atmospheric trace gas concentration record over 
past decades is an important test for coupled climate models. 
Prognostic climate modeling is the topic of Ch. 8.

�is work addresses several of the policy-relevant science 
questions in Table 1.1 (Ch. 1). It also explores whether the 
current distribution of atmospheric observations is adequate 
for determining potential trends in Arctic emissions. The 
consistency between Arctic methane emission estimates from 
top-down approaches (using information from atmospheric 
observations) and bottom-up approaches (using flux 
measurements and emission inventories) is also considered 
in order to establish whether emission estimates from the 
two approaches can be reconciled. �e chapter concludes by 
assessing how well variability in Arctic atmospheric methane 
concentration can be understood using current observations 
and modeling tools.

7.2  Inverse modeling approaches for 
understanding Arctic methane 
emissions

7.2.1  Introduction to atmospheric inverse 
modeling

Atmospheric inverse modeling techniques are potentially 
powerful data analysis tools because they combine information 
from atmospheric observations with best available information 
about emissions, sinks and transport of atmospheric species. 

Atmospheric inverse models produce three-dimensional 
distributions of atmospheric trace species (e.g. greenhouse 
gases and air pollutants) that are optimally consistent with 
spatially distributed observations. As such, they provide 
spatio-temporal distributions that are useful for studies of 
atmospheric chemistry and pollution as well as evaluation 
of column retrievals from surface or space-based platforms. 
Inverse models go one step further than optimal interpolation 
because they also result in estimated emissions and sinks of 
atmospheric trace species. In this sense they extract information 
from observed concentrations and use it to infer distributions 
of emissions and sinks. �e numerical techniques used to 
accomplish this are very similar to those used for numerical 
weather prediction. �e atmospheric inverse models are also 
known as assimilations because observations are incorporated 
into a model that simulates the behavior of an atmospheric 
species, and they are systematically used to refine estimates of 
its distribution and emissions (Box 7.1).

�e numerical optimization techniques used in atmospheric 
inverse modeling processes to estimate emissions range from 
mass-balance approaches to assimilation methods that are 
similar to those used in weather forecasting. Atmospheric 
transport models used in inverse models include 1-D 
diffusion models (Bolin and Keeling 1963), zonal average 
models (e.g. Enting and Mansbridge 1989; Tans et al. 1990; 
Brown 1993, 1995) and detailed 3-D atmospheric models, 
sometimes with simple chemistry to calculate chemical loss. 
Early application of inverse techniques to atmospheric trace 
gas source/sink estimation explored the atmospheric budgets 
of carbon dioxide (Enting and Mansbridge 1989; Tans et al. 
1990) and chlorofluorocarbons (Hartley and Prinn 1993; using 
a 3-D transport model). �e first attempt to deduce emissions 
of methane using a 2-D approach appears to be the studies of 
Brown (1993, 1995).

�e studies of Hein and Heimann (1994) and Hein et al. (1997) 
used a full 3-D atmospheric transport model to estimate 
global emissions of methane from the dominant natural and 
anthropogenic emissions. �ey also used global atmospheric 
observations of methyl chloroform (CH3CCl3, MCL) to adjust 
their photochemical simulations of the hydroxyl radical (OH). 
�e inverse model of Hein et al. (1997) solved adjustments to 
global total emissions for each and therefore did not recover 
spatial information about emissions. Later studies attempted to 
retrieve information about the spatial and temporal variability 
of methane emissions, generally by dividing the globe into 
source regions. �e sizes of the source regions have ranged 
from global (Hein et al. 1997) to continental (e.g. Bousquet 
et al. 2006; Bergamaschi et al. 2007; Bruhwiler et al. 2014a) 
to the size of transport model grid boxes (Houweling et al. 
1999). Some studies estimated total emissions, while others 
estimate emissions from individual anthropogenic and natural 
source categories.
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Box 7.1 Inverse techniques for estimating source strengths of atmospheric trace species

�ere are three distinct components to inverse modeling 
techniques for estimating source strengths (i.e. emissions): 
(1) the best available bottom-up information about emissions 
and losses; (2) observations of atmospheric concentrations, 
and (3) models of atmospheric transport. �e best available 
prior estimates of emissions (sources) and removals (sinks) 
(herea�er referred to as ‘priors’) are first used to simulate the 
abundance of the atmospheric species sampled at observation 
sites. Priors can come from reported inventories of natural and 
anthropogenic emissions, and from ecosystem-based process 
models. �e atmospheric observations may come from surface 
network sites, profiles measured from aircra�, and retrievals 
from satellite observations or upward-looking ground-based 
spectrometers. Atmospheric transport models use bottom-up 
emissions to compute atmospheric concentrations, referred 

to as forward simulations since they effectively translate 
emissions to atmospheric concentrations.

�e next step is to use a numerical optimization procedure 
to adjust estimated parameters (emissions, for example) 
to achieve optimal agreement of modelled atmospheric 
concentrations with the observed atmospheric concentrations 
given uncertainty in prior emissions and sinks. �is is the 
inverse (backward) step in the sense that it uses atmospheric 
concentrations to infer emissions. �e resulting emission 
estimates at a particular time step may be used as the starting 
point (or first guess) for the next time step, with the background 
atmospheric abundance being adjusted to the new estimated 
distribution. A schematic representing the inverse modeling 
process is shown in Fig. 7.1. 
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�e first study to use global surface data to explore the spatial 
distribution of methane emissions was that of Houweling et al. 
(1999) who concluded that, while their estimated emissions 
reproduced large-scale features such as the inter-hemispheric 
methane gradient reasonably well, their approach could not 
resolve small-scale variability of emissions. �ey also noted that 
successfully reproducing the meridional (north-south) gradient 
is dependent on accurate representation of inter-hemispheric 
exchange in the transport model as well as accurate distribution 
of the chemical sink. Another important finding of Houweling 
et al. (1999) was that compared to the a priori distributions 
of emissions, the a posteriori emissions tended to be reduced 
at high northern latitudes and increased at tropical and 
southern latitudes, a result since found by many other studies 
(e.g. Mikaloff Fletcher et al. 2004a,b; Bousquet et al. 2006; 
Chen and Prinn 2006; Bergamaschi et al. 2009; Bruhwiler et al. 
2014a). Possible reasons for this include overestimated bottom-
up emissions at high northern latitudes and underestimated 
bottom-up emissions at low and southern latitudes, and possible 
overly-stable atmospheric transport leading to accumulation 
of methane at lower levels, and consequently underestimated 
emissions. In addition, underestimation of chemical loss could 
result in higher compensating emissions in the tropics where 
the tropospheric chemical loss is fastest.

�e inverse model results of Bousquet et al. (2006, 2011), 
Bergamaschi et al. (2013), Bruhwiler et al. (2014a) and 
Houweling et al. (2014) indicate that year-to-year variability 
in wetland emissions is largely responsible for interannual 
variability in methane growth rate, with biomass burning 
responsible for a smaller contribution. Bruhwiler et al. (2014a) 
and Bergamaschi et al. (2013) concluded that over the past 
decade there has been no detectable increase in emissions of 
methane from the Arctic although in 2007, emissions from the 
Arctic were 2–4 Tg higher than normal due to the unusually 
warm and wet growing season that year. 

7.2.2 Role of uncertainty in inverse modeling

Measurements at many surface network sites are carefully 
calibrated, and have small uncertainties (see Ch. 6) compared 
to the larger uncertainties associated with transport and 
mixing at spatial scales reflected by the surface measurements. 
It is currently difficult to quantify the uncertainty related to 
transport models except at very large scales (Patra et al. 2011); 
however, advances in computing have made it possible to run 
such models at ever higher spatial resolution while allowing 
for ensemble approaches to evaluating transport uncertainty. 
Global observations constraining important processes, such as 
planetary boundary mixing and cloud formation, can lead to 
improvements in transport simulations. 

�e study of Patra et al. (2011) evaluated and compared a suite 
of atmospheric transport models that used prescribed emission 
scenarios over the period 1990 to 2007 and observations 
of methane, radon, sulfur hexafluoride (SF6) and methyl 
chloroform at a limited number of background sites as well 
as satellite retrievals of methane in the upper troposphere and 
stratosphere. �eir analysis indicated a considerable range in 
inter-hemispheric exchange time among the models (1.2 to 
1.8 years). �ey also found differences between the models 
in regions that feature deep cumulus convection, and their 

analysis provided evidence that differences between the model 
simulations occurred due to differences in vertical mixing and 
stratosphere-troposphere exchange. A related study by Locatelli 
et al. (2013) used synthetic observations constructed using the 
transport models included in the study by Patra et al. (2011) 
and a common inversion framework. �ey found that transport 
errors alone could cause a spread in the total estimated global 
emissions of 27 Tg/y; 5% of the global total emissions. Priorities 
for future research include devising strategies for measurements 
that can help evaluate transport models, and improving 
transport models especially parameterization of convection and 
planetary boundary mixing processes not currently resolved 
at grid-scale.

For the prior emission and sink estimates, some processes are 
believed to be relatively well known, and so are given low or 
even zero uncertainties in atmospheric inverse models. A zero 
uncertainty means that the emission is not adjusted by the 
inverse procedure. For example, carbon dioxide emissions from 
fossil fuel combustion are considered sufficiently well-known 
and so are not estimated by most inverse model systems. For 
methane the emissions from production of oil, gas and coal 
are much more uncertain particularly in relation to fugitive 
emissions (see Ch. 5 for discussion of uncertainties related to 
anthropogenic emissions). Natural methane emission estimates 
are also uncertain (see Ch. 3 and 4). With wetlands being the 
largest natural source of methane, estimating their emissions 
is a particularly important aspect in applying atmospheric 
inverse modeling techniques. Even when there is agreement 
between process-model based natural emissions and measured 
methane emissions (e.g. local estimates made at flux towers 
located near wetlands), considerable uncertainty is introduced 
in extrapolating the data to larger spatial scales. �is issue is 
addressed in more detail in Sect. 7.3 by evaluating a suite of 
current wetland emission models against multi-decadal surface 
observations, an exercise that allows an assessment of how well 
wetland emission models are able to represent the regional 
and global scale. 

Overestimated chemical loss due to OH at tropical and southern 
latitudes could lead to overestimation of methane emissions. 
Understanding possible trends and variability in OH abundance 
is an important issue for estimating the budget of atmospheric 
methane since it is the largest term in the methane budget, 
approximately balancing sources (see Ch. 2). Characterizing 
OH variability and long-term trends remains a challenge (see 
Ch. 2 for a more detailed discussion of OH and its variability).

7.2.3  Importance of adequate observational 
coverage

Adequate observational coverage in space and time is required 
to fully constrain inverse models at national or regional 
scales (Box 7.1). Only about 100 surface sites globally provide 
measurements of atmospheric methane and many only 
measure weekly. A small number of sites provide continuous 
measurements. Of these, sites that represent the background 
atmosphere remote from strong local sources are most commonly 
selected for use in global inverse models (see Ch. 6) due to the 
difficulty of simulating continental sites using atmospheric 
models that have relatively coarse spatial resolution. �e limited 
number of these sites means that some regions are inadequately 
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resolved by global inverse models, including the tropics and some 
regions of the Arctic, both of which have emissions from wetlands 
(natural wetlands and, in the case of the tropics, rice paddies) 
that are likely to be significant. It is important to recognize that in 
regions not constrained by observations, the estimated emissions 
are likely to be relatively close to the prior estimates. �is means 
that in these regions it will be difficult for inverse models to detect 
emission changes. 

Other potential data sources that could help constrain inverse 
models include aerial surveys and observations made from 
towers. Methane column abundance from satellite platforms 
may eventually significantly increase the spatial and 
temporal coverage of observational constraints; however, the 
measurement techniques are still under development and the 
current generation of passive satellite instruments is not able to 
retrieve much useful information from the Arctic (see Box 7.2). 

7.2.4 Results from inverse model studies

As part of the present assessment, ten atmospheric inverse models 
were reviewed and robust features in the results that are common 
among them were identified. Results from six of the models were 
compiled by Kirschke et al. (2013) in a synthesis study of the 
global methane budget over recent decades. �e present study 
has built on this work by obtaining more recent results from the 
studies of Bergamaschi et al. (2013) and Houweling et al. (2014). 
�e inverse model approaches are summarized in the Appendix. 

�e various inverse model results span a range of possible 
configurations and assimilation techniques. Several different 
transport models and driving meteorological data products 
are used, thus allowing for evaluation of possible transport 
biases. �e spatial resolutions of the transport models range 
from 3.75°×2.5° to 6°×4°, with the number of vertical levels 
ranging from 19 to 47. Multiple optimization techniques are 
used and fall into the categories of variational and ensemble 

approaches. Some of the inverse models use only surface 
observations while others use a combination of space-based and 
surface observations. �e spatial resolutions of the emissions 
estimated by the inverse models span the transport model 
grid scale (i.e. 6×4 grid boxes) up to continental-scale source 
regions. In practice, this means that some inverse models will 
solve for emissions coming from each Arctic transport model 
grid box while others will solve for the net emissions spread 
over regions the size of Siberia or the North American Arctic. 
�e frequency at which emissions are estimated by the inverse 
models considered here is either monthly or weekly.

As previously noted, inverse model results are dependent on 
prior emission estimates. All of the inverse models compiled 
here use the widely available anthropogenic emissions 
inventories EDGARv3.2 or EDGARv4.1 (Emission Database 
for Global Atmospheric Research; European Commission 2009) 
for prior anthropogenic emissions estimates. �ese products 
cover the past few decades. Prior estimates of biomass burning 
emissions come from either GFEDv2 or GFEDv3 (Global Fire 
Emissions Database; Giglio et al. 2006; van der Werf et al. 2006). 
For wetland emissions, the models used either Matthews (1989) 
or the Kaplan (2002) wetland distribution and parameterization 
based on soil carbon, moisture and temperature. None of 
the inverse approaches included in this study used detailed 
bottom-up wetland process models to provide prior estimates 
of wetland emissions. 

�e inverse models considered also vary in their approach to 
data selection. Observations from background atmospheric 
sites are universally used, however in some cases only sites with 
long data records were used. Other inverse models used harder-
to-model continental sites in addition to background sites, or 
retrievals derived from radiances observed from satellites. It is 
beyond the scope of this study to review in detail the sites used 
in each inverse model exercise, or the amount of weighting 
applied to the various observations used.

Box 7.2 The potential for satellite data to constrain atmospheric inverse models

Surface observations maintained consistently for decades 
provide the best means of detecting atmospheric methane 
trends and characterizing its global-scale distribution. �ey are 
also necessary for developing and evaluating remotely-sensed 
retrievals, such as those from satellites or ground-based, open 
path spectrometers such as TCCON. Space-based retrievals, on 
the other hand, have the advantage of frequent global coverage. 
Using surface observations and satellite data together offers a 
reasonable approach to improving the ability of inverse models 
to reduce uncertainties in the budget of atmospheric trace gases.

�e calibration and validation of current satellite observations 
for methane is an ongoing endeavor, particularly in linking 
them to the ground surface measurements and calibration 
of the WMO-GAW (Global Atmosphere Watch program of 
the World Meteorological Organization) greenhouse gases 
program which is essential to ensure global consistency across 
horizontal and vertical dimensions. A particular concern is 
possible dri� over time, and consistency between satellite 
data records. Current satellite instruments have been shown 
to have persistent biases in space and time (e.g. Bergamaschi 
et al. 2013; Houweling et al. 2014) that must be accounted for 

if satellite data are to be assimilated into atmospheric inverse 
models. Remotely-sensed observations of column methane 
using ground-based upward looking Fourier spectrometry 
have been used to detect biases in the satellite data and this has 
resulted in bias correction schemes that have been somewhat 
successful (Houweling 2014). 

The current satellite instruments provide only limited 
information for Arctic regions. Instruments operating in the 
visible and short-wave infrared spectrum, such as SCIAMACHY 
and GOSAT, rely on sunlight, which is absent during the Arctic 
winter. In other months of the year, the low angle of the sun 
complicates the retrieval of information from satellite radiance 
data. Infrared sounders, such as AIRS and IASI, are mostly 
sensitive to the upper troposphere, where signals of surface 
emissions are small. At higher latitudes, their sensitivity is 
further reduced by the lack of thermal contrast between the 
surface and the atmosphere as well as uncertainties in surface 
emissivity related to variations in snow and ice cover. Mission 
plans are emerging that will improve polar region coverage and 
the measurement instrumentation for methane, but are some 
years from implementation. 
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7.2.4.1  Inverse model estimates of source 
magnitude

As shown in Table 7.1, the atmospheric inverse model results 
surveyed agree to within ~40% for total Arctic methane 
emissions for the years 2000 to 2010 (the period over which 
the maximum number of model results is available). �e average 
annual total emission across ten inverse models is 25 Tg CH4/y 
with a wide range spanning 18.5 to 28.8 Tg/y. �e largest 
contribution to Arctic emissions is from wetlands, followed 
by anthropogenic emissions. �ere is a small but interannually 
variable contribution from biomass burning. 

While the inverse model studies show relatively good agreement 
among them, all tend to reduce estimates of high latitude 
emissions relative to priors, implying that the prior emissions 
are too large and inconsistent with observed methane levels in 
the atmosphere. �e estimates of McGuire et al. (2012) for 2000–
2010 based on pan-Arctic terrestrial flux measurements suggest 
a source of 25.0 Tg CH4/y from Arctic tundra wetlands with 
uncertainty ranging from 10.7 to 38.7 Tg CH4/y. Atmospheric 
inverse models suggest a lower source of 15.5 Tg CH4/y on 
average from the region 60–90°N over the period 2000–2010 (see 
Table 7.1). Estimates from field studies may be biased towards 
larger emissions if measurement sites tend to be located near 
large sources and do not represent the Arctic over large scales. 
�is could at least partially account for the lower estimates based 
on atmospheric observations. On the other hand, the inverse 
models may not be able to accurately distinguish between 
anthropogenic and natural emissions. If the anthropogenic 
emissions are overestimated, then the estimated emissions from 
wetlands could be larger resulting in better agreement with the 
bottom-up estimates. Furthermore, as discussed in Sect. 7.2.2, 
if the models are biased towards stability then emissions could 
be underestimated. However, it is very encouraging that the 
bottom-up and top-down approaches are reasonably consistent.

In addition to wetlands, other significant natural methane 
emissions have recently been proposed for the high northern 
latitudes. Walter Anthony et al. (2007) estimated that ebullition 
(i.e. direct release of methane bubbles) from Arctic lakes could 
add an additional 24±10 Tg CH4/y, an estimate on a par with 
bottom-up estimates of wetland emissions. Relatively shallow 
lake waters enable bubbles to transport methane directly and 
rapidly to the atmosphere from sources such as buried methane 
hydrates and organic-rich, anoxic sediments. Shakhova et al. 
(2014) estimated a methane hydrate source of ~17 Tg CH4/y 
for the shallow continental shelf waters of the Eastern Siberian 
Arctic Shelf (see Ch. 4). Walter Anthony et al. (2012) proposed 
that seepage of methane from geologic sources may also 
occur on land as permafrost thaws and glaciers recede even 
though hydrates require high pressure and low temperature 
to exist (meaning they must lie far below the surface). Total 
natural emissions including all of these processes would be 
over 70 Tg CH4/y, an amount that significantly exceeds the 
total Arctic emissions (i.e. including anthropogenic emissions) 
as estimated by the inverse model studies constrained by 
atmospheric observations (Table 7.1). Note that many of the 
bottom-up studies rely on a small number of observations that 
are extrapolated to pan-Arctic annual total emissions. 

A number of factors may be contributing to the discrepancy 
between the bottom-up estimates and top-down atmospheric 

inverse model results. It is possible that the polar atmosphere 
in atmospheric transport models is too stable, leading to a 
simulated accumulation of methane near the surface (rather 
than mixing and diluting methane throughout the atmospheric 
column). �e inverse model will therefore reduce emissions in 
order to match observations. Recent studies have addressed 
the potential for transport errors to be aliased into estimated 
emissions (Patra et al. 2011; Locatelli et al. 2013). �ere could 
also be some double counting of emissions in bottom-up 
estimates between natural wetlands and other inland water 
areas, as well as incorrect extrapolation of local emissions 
to pan-Arctic scales. However, the spatial and temporal 
information coming from the observations ultimately places 
strong constraints on the amount of methane that can be 
emitted in the Arctic and elsewhere according to inverse models. 
It is clear that the total amount of all the proposed emissions 
from wetlands, lakes, possible geologic sources and the shallow 
Eastern Siberian Arctic Ocean, together with the Arctic 
anthropogenic emissions, is significantly larger than the total 
emissions implied by atmospheric observations. �is suggests 
that either some bottom-up emissions are overestimated, or that 
the loss processes that remove methane from the atmosphere 
are not yet well understood. Note, however, that quantifying 
and correcting possible model transport biases may result in 
higher emissions estimates.

7.2.4.2  Inverse model estimates of spatial 
variability in methane emissions

�e global latitudinal distribution of total methane emissions 
estimated by the inverse models is shown in Fig. 7.2. From 
this graphic, it is evident that the tropics and populated sub-
tropical latitudes dominate the global methane budget. �e 
spread between the results is considerable, although all models 
show large tropical and northern sub-tropical emissions. �ere 
do not appear to be systematic differences between those 
approaches that use space-based observations and those that 
do not. Likewise, properties such as which transport model 
or assimilation technique is used do not appear to stand out 
(see Appendix).

Figure 7.2 also shows the zonal distribution of estimated 
emissions for Arctic latitudes. With the exception of one 
inverse model that appears too high relative to the others, the 
models agree to within about 40% for each 1° latitude zone. 
All models except one show a steep decline in emissions with 
increasing latitude. 

Table 7.1 Average annual emissions for the period 2000–2010 from multiple 
inverse model studies for the Arctic region (60° to 90°N). �ree inverse 
model studies calculated total emissions only, so the total emissions were 
averaged across ten studies. Seven inverse model studies were used to 
compute the averages for each source category. See the Appendix for details 
about the inverse model studies. Source: Bergamaschi et al. (2013), Kirschke 
et al. (2013), Houweling et al. (2014).

Source Tg CH4/y

Wetlands 15.5 (11.1–27.4)

Biomass burning 0.6 (0.4–1.0)

Anthropogenic 9.3 (7.2–10.5)

Total emissions 25.0 (18.5–28.8)
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7.2.4.3  Inverse model estimates of temporal 
variability in methane emissions

Monthly total methane Arctic emission estimates from the 
inverse model studies over the past decade are shown in 
Fig. 7.3. � e past decade was chosen because although some 
of the studies cover shorter periods (see Table 7.1) they all 
give results for at least some part of the period 2000–2010. 
Note the large seasonal cycle of total emissions, with a peak 
during summer when microbial methane production occurs 
most rapidly due to seasonally warmer surface soils as well as 
an abundance of soil moisture. � e winter minimum mostly 
refl ects anthropogenic emissions (because natural emissions 
are low in the cold season). Many of the inverse models do 
not provide error estimates; however, those for the CT-CH4 
inverse model (light blue shaded area) have been included to 
show at least one estimated uncertainty range. � e diff erences 
between the model results are o� en greater than the estimated 
error for the CT-CH4 data. 

� e lower panel of Fig. 7.3 shows the mean estimated Arctic 
emissions across the models, together with the model spread 
(i.e. the area between the highest and lowest model estimates, 
shaded area). � e model spread can be large during summer, 

sometimes up to 40 Tg CH4/y. During winter the spread is 
smaller; 20 Tg CH4/y or less. � e mean for peak summer 
emissions is steady at about 55–60 Tg CH4/y. 

Although the mean exhibits little interannual variability, some 
of the model results vary signifi cantly from year to year. For 
example, the CT-CH4, H_SCIA and H_GOSAT models show 
peak emissions of about 80 Tg CH4/y for 2007, although the Pi 
and Fr models show little diff erence in 2007. Results for 2008 
are more variable with some models generating higher than 
average results and some lower. 

None of the models show evidence of a trend over the period 
2000–2010 towards increasing summer Arctic emissions. 
� is may indicate no trend, or that the inverse models are 
not sensitive enough to detect changes that have occurred. 
Increasing observational coverage and ensuring the continuation 
of long records is essential for increasing the sensitivity of 
atmospheric inverse models to changes in emissions. It is also 
useful to develop, evaluate and improve bottom-up models of 
emissions so that sparsely observed regions are represented as 
well as possible, because biases and errors in the prior emissions 
coming from bottom-up models can end up biasing large-
scale emission estimates produced by atmospheric inversion 
modeling approaches.
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Fig. 7.3 Distribution of monthly Arctic methane emissions for ten inverse 
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� e average annual cycle of Arctic methane emissions estimated 
by the suite of models is shown in Fig. 7.4. Most inverse models 
show emissions below 20 Tg CH4/y during the cold season 
rising to values of 50–60 Tg CH4/y during the warm season 
when methane production in Arctic wetlands is highest. It is 
interesting that the models vary in the timing of their summer 
maxima. Two models have maximum summer emissions during 
June, while others have maxima in July or August. � ere is no 
clear correlation between the timing of maximum emissions 
and whether satellite or surface observations are used to 
constrain the model. Note that the observed annual cycle in 
Arctic methane concentrations shows a minimum at mid-
summer, when wetland emissions are highest (see Fig. 6.9), and 
a maximum during winter. � e chemical loss of methane (due 
mostly to reaction with OH) is greatest during summer, when 
solar irradiance is highest and temperatures are warm, and 
the methane annual cycle results from this. A small secondary 
peak in Arctic methane concentrations can o� en be seen in 
observations during late summer and early autumn, and this 
is probably because wetland emissions are highest towards the 
end of the growing season when wetland soils are warmest, 
while at the same time chemical loss is slowing as the days grow 
shorter (see Ch. 6). � is suggests that inverse models that show 
the greatest emissions a� er the summer solstice may be more 
realistic than those that do not.

Interannual variability in estimated emissions is further explored 
in Fig. 7.5. Interannual variability was computed by subtracting 
an average seasonal cycle (shown in Fig. 7.4) from the results 
of each model. � e lower panel of Fig. 7.5 shows the mean and 
model spread of the interannual variability from the suite of 
inverse models. � e spread is relatively high indicating that the 
models do not agree on the timing of emission anomalies (i.e. 
when higher/lower than average seasonal emissions occur). 

On the other hand, most models do agree that 2007 was a year 
with higher than average emissions, and this makes it possible 
to assess both the sensitivity of the models to variability in 
emissions and their ability to detect emission trends, since 
the climatic conditions for 2007 were exceptionally warm and 
wet (Dlugokencky et al. 2009). � e models on average estimate 
that 2.2 Tg CH4 more than average (15.5 Tg/y, Table 7.1) were 
emitted across the Arctic during the warm season of 2007, with 
a spread of -0.4 to 5.2 Tg CH4. 

Attribution of interannual variability in observed methane 
concentration to individual sources and regions is an important 
analysis contribution of the top-down approach. Based on 
zonal average analysis of atmospheric network observations, 
Dlugokencky et al. (2009) pointed out that in 2007 the global 
increase in methane was equal to about a 23 Tg imbalance 
between sources and sinks and that the largest increases in 
atmospheric methane concentration growth occurred in 
the Arctic (>15 ppb/y). � is does not necessarily imply that 
the largest surface fl ux anomalies occurred at high northern 
latitudes. Bousquet et al. (2011) noted that the relatively weak 
vertical mixing characteristic of polar latitudes results in a 
greater response in atmospheric methane concentrations to 
anomalous surface emissions than at tropical latitudes where 
strong vertical mixing rapidly lo� s methane emitted at the 
surface through a deep atmospheric column. Transport models 
used as a component of inverse models are in theory able to 
simulate the more stable polar atmosphere, and can therefore 
play an important role in helping to resolve surface fl ux signals 
from variability in atmospheric transport processes, although 
care must always be taken to consider possible biases in 
modeled transport. 
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7.3  Evaluating global wetland models 
using forward modeling and 
atmospheric observations

Chapter 3 assessed the potential for increased methane emissions 
from Arctic wetlands in response to a changing climate, reviewing 
processes that control methane emissions and evaluating how 
these may change in the future using a terrestrial ecosystem 
model. �is section shows how global atmospheric observations 
can be used to evaluate terrestrial ecosystem models that 
predict wetland methane emissions (herea�er referred to as 
wetland models) by assessing how well they reproduce the 
observed record of atmospheric methane. �is is relevant to 
inverse modeling because simulated emissions from wetland 
models may be used as prior flux estimates, in addition to their 
potential use in coupled biosphere-climate models. �e approach 
used here to evaluate the wetland emission models is to use a 
forward modeling approach to simulate atmospheric methane 
concentrations for each wetland model using an atmospheric 
transport model given constant non-wetland natural emissions, 
anthropogenic emissions and chemical sinks (Box 7.3).

Modeling emissions from wetlands is challenging because 
processes that vary significantly over scales as small as meters must 
be represented at the model grid scale (typically 100–500 km) 
which represents a significant scaling challenge in part due to 
how well the global distribution of wetlands is characterized in 
time and space, which in turn depends on information about 
soil hydrology and water table depth in many remote parts of 
the world. Space-based observations can be useful for mapping/
estimating wetland distribution and area, but translating this 
information to emissions data requires information on standing 
water depth, which influences the amount of methane released 
at the land surface. In addition, the remote sensing datasets are 
not able to capture water just below the ground surface (i.e. when 
soils are saturated but not inundated), and which may be relevant 
in methane production zones. 

A number of models have been developed to simulate methane 
emissions from wetlands. A recent model comparison project 
(Wetland and Wetland CH4 Inter-comparison of Models 
Project – WETCHIMP– Melton et al. 2013) was established 
to systematically compare wetland methane models for 
simulations of large-scale wetland characteristics and 
corresponding methane emissions. Models participating 
in the model inter-comparison ran a series of experiments 
to evaluate the response of wetland models to changes in 
temperature, precipitation and atmospheric carbon dioxide 
levels. �ey found that wetland models vary significantly both 
in simulated wetland distribution and simulated methane 
emissions. Modeled wetland emissions appeared to be most 
responsive to projected increases in atmospheric carbon 
dioxide levels and less sensitive to projected changes in 
temperature and precipitation throughout this century. Melton 
et al. (2013) pointed out that there are large uncertainties in 
modeled responses and potential nonlinearities and feedbacks 
between temperature and precipitation that are not currently 
accounted for in the wetland models. In addition, there is a 
lack of agreement among the models. Furthermore, Melton 
et al. (2013) argued that adequate data do not currently exist to 
constrain the models at atmospheric scales (i.e. to upscale the 

models from local to regional and global scales), although as 
discussed here observed gradients and temporal variability can 
provide valuable insights into whether the wetland models can 
represent emissions at large scales. As discussed in Sect. 7.2.2, 
potential biases and errors in the prior emissions lead to biases 
in inverse model estimates of methane emissions. It is therefore 
useful to identify the wetland models that are most realistic so 
that the best possible prior emission estimates can be used in 
the inverse model studies. In turn, use of simulated wetland 

Box 7.3 Methodology for testing wetland models

The TM5 atmospheric transport model driven by 
meteorology from the European Centre for Medium-Range 
Weather Forecasts (ECMWF) ERA-Interim project (Krol 
et al. 2005) was used for the simulations described here. 
�e simulations were initialized with interpolated zonal 
average surface observations for 1989 scaled vertically using 
a previous model run. Wetland methane emissions were 
held constant for the first three years, then varied with time 
starting in 1992. Results for the period 1992 through 2004 
were used for the analysis shown here (consistent with the 
comparison period used by Melton et al. 2013). 

�is study adopted the same set of anthropogenic and natural 
non-wetland emissions used as prior emission estimates for 
the CarbonTracker-CH4 assimilation system (Bruhwiler 
et al. 2014a and references below). Although emissions from 
wetlands dominate natural emissions of methane, smaller 
natural sources include enteric fermentation in insects 
(mainly termites; Sanderson 1996) and wild ruminants 
(Houweling et al. 1999). Fires represent a relatively small part 
of the atmospheric methane budget; however, they are an 
important contribution to interannual variability in methane 
concentration. �e fire emissions used for this study are based 
on the GFEDv3 dataset (Giglio et al. 2006; van der Werf et al. 
2006). Pre-calculated OH fields from a global chemical model 
constrained to match global observations of methyl chloroform 
were used for the chemical sink. Loss by reaction of methane 
with atomic chlorine (Cl) and excited state oxygen (O1D) are 
also included and these processes are mainly important in 
the stratosphere. �e total chemical loss fields consist of a 
single repeating seasonal cycle that varies spatially in latitude, 
longitude and altitude. �e resulting methane lifetime is about 
9.5 years. Details of the chemical loss fields are as reported by 
Bergamaschi et al. (2005). Oxidation of methane in dry soils 
(~40 Tg CH4/y; Ridgwell et al. 1999) is also included. 

Anthropogenic emissions used in this study are the 1°×1° 
gridded emissions from the EDGAR 3.2FT2000 database 
(European Commission 2009). Total anthropogenic 
emissions range from 310 to 350 Tg CH4/y over the past two 
decades. �is data set is based on emission inventories by 
country and sector for the years 1990 and 1995 extrapolated 
to 2000 using production and consumption statistics. �e 
present study did not extrapolate these data over the period 
covered by these simulations, but instead kept anthropogenic 
emission estimates constant at 2000 levels. Simulations 
using different estimates for anthropogenic emissions 
(e.g. Schwietzke et al. 2014) suggest that differences in 
the anthropogenic part of the methane budget results in 
concentrations differences of within 20 ppb. 
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emissions in inverse studies may also lead to improvements 
in the wetland models themselves because adjustments to the 
prior emissions to match observations will identify times and 
regions where the bottom-up wetland emissions models are 
inconsistent with atmospheric data. Finally, improved wetland 
models will lead to improved confidence in predictions of how 
wetland emissions may respond to changes in future climate.

Atmospheric observations provide a means of evaluating bottom-
up global wetland models because the atmosphere effectively 
integrates small-scale processes to regional and global scales. 
Multi-decadal time series of atmospheric methane observations 
and observed interannual variability provide the data with which 
to test for the sensitivity of wetland models’ methane emissions 
to variability in temperature and precipitation, and atmospheric 
carbon dioxide (which can increase productivity in terrestrial 
ecosystems). �e spatial distribution of atmospheric observations 
can help to evaluate whether the wetland models represent spatial 
distributions of methane emissions realistically. 

7.3.1  Evaluation of wetland models – methods

�is section evaluates the ability of the wetland models used 
by WETCHIMP to reproduce features of global atmospheric 
surface network observations such as the annual cycle, trends, 
spatial gradients and interannual variability in methane 
concentration. In order to do this, it is necessary to specify non-
wetland natural and anthropogenic methane emissions (Box 7.3). 
�e annual cycle in atmospheric methane concentration is 
dominated by atmospheric chemical destruction of methane 
by OH (Sect. 6.4.2), which is at a maximum around the summer 
solstice. However, the effect of wetland emissions, especially 
at high latitudes, adds asymmetry to the annual cycle because 
wetland emissions are thought to be greatest late in the growing 
season (around September in the northern hemisphere). 
Changes in anthropogenic emissions can lead to long-term 
trends in atmospheric methane concentration, but year-to-year 
variability in concentration is most likely to be linked primarily 
to changes in natural emissions as these show a strong response 
to climatic variability. Spatial gradients are useful for identifying 
where emissions may be over- or under-estimated.

Table 7.2 lists the WETCHIMP models used in this study (see 
Wania et al. 2013 and Melton et al. 2013 for more details). �e 
model results vary significantly in terms of both global wetland 
extent and global wetland emissions. Average annual global total 

emissions among the models range from 141 to 264 Tg CH4 with 
an average of 190 Tg CH4, while simulated global wetland areas 
range from about 7 to 82 million km2. �e huge range in wetland 
area is due to differences among the models in the methods used 
to characterize and identify wetlands from satellite datasets of 
inundated area, model simulations, distributions of wet mineral 
soils, or a combination of these. Indeed, the upper bound is due 
to the LPJ-Bern model, which includes wet mineral soils which 
greatly increases wetland area. Excluding this model would 
result in an upper bound of 27 million km2. Given the large 
ranges in global annual methane emissions and wetland area, 
the atmospheric surface data will provide some indication of 
which models may be most realistic.

Figure 7.6 shows global total wetland emissions from the 
WETCHIMP models, global anthropogenic emissions, and 

Model Resolution Wetland description Source

LPJ-Bern Global, 0.5°×0.5° Prescribed peatlands and monthly inundation, 
dynamic wet mineral soils

Spahni et al. 2011

CLM4Me Global, 2.5°×1.9° Modeled run-off and water table depth Riley et al. 2011

DLEM Global, 0.5°×0.5° Maximum wetland area from inundation data set 
with simulated intra-annual variation

Tian et al. 2011

LPJ-WHyMe Peatlands >35°N 0.5°×0.5° Prescribed peatlands with simulated soil saturation Wania 2010a

Orchidee Global, 1°×1° Mean inundation with simulated intra- and 
interannual variability

Ringeval 2011

SDGVM Global, 0.5°×0.5° Simulated wetlands Hopcroft 2011

LPJ-WSL Global, 0.5°×0.5° Prescribed monthly inundation Hodson et al. 2011

Table 7.2 WETCHIMP models used in the present study. Note that the LPJ-WHyMe model covers only northern peatlands so the wetland emissions of 
Matthews (1989) were used to fill in regions not covered by LPJ-WHyMe in the atmospheric transport simulations.

Fig. 7.6 Global wetland emissions from the WETCHIMP models and global 
anthropogenic emissions from the EDGAR4.2 database. Note that the DLEM 
model includes emissions from rice agriculture and uptake in dry soils and 
the Bern model includes rice agriculture. �e dashed lines for the DLEM 
and Bern models show the global emissions from wetlands only. �e dark 
blue line shows estimated global wetland emissions from the CarbonTracker-
CH4 inverse model (Bruhwiler et al. 2014a) that is constrained by global 
observations. Note that the LPJ-WhyMe model is missing from this graphic 
because it is not a global model and covers only high northern latitudes.
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estimates from the CarbonTracker-CH4 global assimilation in 
which emissions were optimized using atmospheric network 
observations. Note that many of the models predict global 
emissions that are significantly higher than those implied by 
the observation network (as shown by the CarbonTracker-
CH4 results). 

Atmospheric observations and knowledge of the chemical 
lifetime of methane provide a cap on total emissions, but as 
discussed by Bruhwiler et al. (2014a) and Bergamaschi et al. 
(2013), the spatial distribution of the observation sites is generally 
not dense enough to distinguish between anthropogenic and 
wetland emissions at either the global or Arctic scale, although 
total emissions are well constrained. Sites located near areas 
with large anthropogenic or natural emissions would help to 
improve resolution of emission processes.

7.3.2 Evaluation of wetland models – results

�e meridional (north-south) gradient of atmospheric methane 
concentration is a useful diagnostic of the distribution of 
methane emissions with latitude. A comparison of the observed 
and simulated meridional concentration gradient normalized 
to 90°S is shown in Fig. 7.7. Some of the models appear to 
overestimate wetland emissions, especially at high latitudes. 
In the northern mid-latitudes (20°–50°N), the models tend to 
exhibit a slower rise with latitude than observed, implying a 
low bias in anthropogenic emissions or an underestimate of 
wetland emissions or a combination of both at these latitudes. 
Transport that is biased towards atmospheric stability may 
also lead to higher atmospheric concentrations at lower levels 
making emissions appear to be overestimated. It should also be 
noted that the distribution of emissions from source regions to 
other latitudes is an important component of the atmospheric 
methane budget. Fig. 7.7 illustrates the importance of having 
global observations since ultimately the Arctic methane 
budget cannot be understood without knowing the potential 
contributions via transport from lower latitudes.

�e observed and simulated average annual methane cycle 
at high northern latitudes (53°–90°N) is shown in Fig. 7.8. 

Comparing the amplitude and phase of the seasonal variation 
provides an opportunity to assess whether the models capture 
the timing of the onset of wetland emissions during the warm 
season as well as the intensity of the emissions. �e observations 
show a July minimum in atmospheric methane concentration 
due to chemical loss by reaction with OH that occurs most 
rapidly with the annual maximum in northern hemisphere 
incident solar radiation. �e northern hemisphere summer is 
also when peak production of methane from wetlands occurs, 
and the fact that the chemical sink decreases rapidly a�er the 
solstice, while the wetland emissions are probably still strong 
and increasing, o�en results in a late summer plateau before 
the winter maximum (see Sect. 6.4.2). �e maximum methane 
concentration occurs during the boreal winter when long-
range transport brings methane emitted from anthropogenic 
and natural sources at lower latitudes into the Arctic, and 
chemical loss in the Arctic is effectively zero while being at 
an annual minimum at lower latitudes. In combination with 
this, local anthropogenic emissions and a very stable polar 
atmosphere that traps them within the region lead to a buildup 
of atmospheric methane within the Arctic. 

�e timing of the summer minimum concentration produced 
by the forward modeling provides clues about whether the 
wetland models have emissions too soon or too late in the 
growing season. As described in Sect. 7.2, the minimum in 
methane concentration occurs during summer because 
photochemical loss is greatest during the boreal summer 
throughout the northern hemisphere (see Ch. 2 and 6). �e 
black line in Fig. 7.8 shows that the observed summer minimum 
occurs in mid-summer. Note that the seasonal cycle is not 
symmetric about the summer solstice as would be expected 
from solar irradiance-driven chemistry. Instead the data show 
a slight plateau late in the growing season. �e models, on the 
other hand, show a spring concentration minimum followed by 
a distinct peak late in the growing season. �e simulated annual 
cycles are consistent with overestimated wetland emissions 
because the annual minimum occurs too early, while methane 
concentration late in the growing season is too high relative 
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Fig. 7.7 Observed north-south CH4 gradient normalized to 90°S from 
surface observations and simulations. Simulated concentrations were 
sampled at observation sites and averaged, smoothed and filtered identically 
to the observations. �e graphic shows an average over the final year of 
the simulations, 2004.
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observations (sites as per Fig. 6.5 for 53°–90°N) and wetland model 
simulations. Simulated concentrations were sampled at observation sites 
and averaged, smoothed and filtered identically to the observations.
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to the observations. Biases in simulated transport must also 
be mentioned, because a model that produces an overly-
stable atmosphere can result in methane accumulation near 
the surface, making the apparent overestimation of emissions 
by the wetland models appear even worse. Overestimation 
of atmospheric stability is expected to be more of a problem 
during winter, and this would mean that methane emitted from 
anthropogenic sources would accumulate at lower levels of 
the atmosphere. �is would tend to result in simulated winter 
methane concentrations that are higher than observed. However, 
Fig. 7.8 shows that simulated winter methane concentrations 
are lower than the annual average, unlike the observations 
that suggest winter concentrations that are greater than the 
annual average. �is reinforces the idea that the differences in 
the observed and simulated seasonal cycles are dominated by 
excessive wetland emissions during the warm season.

Observed interannual variability in atmospheric methane 
provides an important test of the ability of wetland models 
to correctly simulate sensitivity to interannual variability 
in climate forcing parameters such as temperature and 
precipitation. As shown in Fig. 7.9, the observed Arctic 
region interannual variability in methane concentration a�er 
detrending and removing an average annual cycle suggests 
that variability is on the order of 20 ppb, a relatively small 
amount compared to a global average concentration of about 
1750 ppb. �is variability is thought to primarily reflect small 
changes in wetland and biomass burning emissions since 
anthropogenic emissions probably vary at longer timescales. 
Figure 7.9 suggests that with some exceptions, most models 
are able to reproduce the observed variability, indicating 
reasonably good representation of sensitivity of wetlands 
models to precipitation and temperature variability. Note that 
the trend towards slower simulated methane growth is due 
to equilibration of atmospheric methane concentration with 
the input emissions from each model. �is is true for models 
that use different strategies for locating wetlands. �e DLEM, 
CLM and WSL models use wetland distributions derived from 
satellite observations, while the SDGVM model predicts wetland 
distribution internally. Comparisons of longer time series that 
capture more events would provide greater confidence in the 
representation of interannual variability by wetland models. 

7.4 Conclusions 

7.4.1 Key findings

Inverse atmospheric modeling approaches provide the ability 
to optimally interpolate sparse observations and to estimate 
emissions. �e estimates may be used to evaluate bottom-up 
emission models. Long time-series of estimated emissions 
may also be used to reflect how emissions are changing over 
time. �e two major limitations to applying inverse techniques 
are sparseness of observations and inadequate representation 
of atmospheric transport. �e lack of observations in inverse 
models, results in larger uncertainties in estimated emissions 
over policy-relevant spatial scales. In sparsely observed regions, 
the emissions will stay close to prior estimates that may have 
significant errors and biases (see Sect. 7.3). Errors in atmospheric 
transport also introduce concomitant errors in emission estimates 

that may be difficult to quantify. Inverse models can be improved 
if observational coverage is expanded, especially over currently 
sparsely observed regions. Improvements in bottom-up emission 
models will also help to reduce uncertainty of inverse models by 
providing more accurate prior emission information. Increasing 
the resolution of atmospheric transport models and improving the 
parameterizations of planetary boundary layers and convection 
will help to further reduce uncertainties in inverse models.

Arctic region natural and anthropogenic emission estimates 
from the ten atmospheric inverse model studies surveyed in 
the present study agree reasonably well (within ~40%) over 
the period 2000 to 2010 and total ~25 Tg CH4/y. None of the 
inverse models show trends towards increasing emissions over 
this period; however, most do estimate increased emissions 
during the exceptionally warm and wet summer of 2007. 
�is increase averages 2 Tg CH4/y above the average over 
the period 2000 to 2010. �e inverse model-derived methane 
emissions vary significantly in their interannual variability. 
Inverse models that put more weight on the ‘priors’ (i.e. the 
original emissions information used as input) which vary little 
from year to year will estimate emissions that consequently 
vary little from year to year. On the other hand, models that 
put more weight on observations will produce more temporal 
variability in flux estimates, some of which may be unrealistic. 
Improving observational coverage in the Arctic will reduce 
uncertainties and improve the reliability of inverse models. 
Improved observational coverage may also lead to earlier 
detection of changing emissions.

Atmospheric inverse models produce emission estimates that 
are significantly lower than those from bottom-up methods. 
Bottom-up methods suggest that Arctic wetland emissions 
alone are about 25 Tg CH4/y, according to the study of McGuire 
et al. (2012). �is is similar to the amount simulated by inverse 
studies for total Arctic emissions. �e inverse models considered 
in this study estimate only 15.5 Tg CH4/y for wetland emissions. 

Fig. 7.9 Interannual variability in methane growth rate derived from 
surface observations and wetland model simulations (sites as per Fig. 6.5 
for 53°–90°N). Simulated concentrations were sampled at observation 
sites and averaged, smoothed and filtered identically to the observations. 
An average seasonal cycle was removed from the time series to calculate 
the interannual variability.
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Indeed if all proposed Arctic sources are considered (such as 
emissions from lakes, the East Siberian Arctic Shelf and hydrates 
under permafrost), they significantly exceed the Arctic methane 
budget as understood from atmospheric methane concentration 
observations. 

Given the importance of wetlands as a source of methane to 
the atmosphere, the ability to correctly model these natural 
emissions is important. �is is key to integrating wetland 
processes within the earth system models to accommodate 
the carbon cycle - climate feedbacks that are required for studies 
of long-term responses to climate change. Bottom-up models 
of methane emissions from wetlands were used together with 
reasonable assumptions for non-wetland emissions and an 
atmospheric transport model to evaluate model performance 
against atmospheric observations. This forward modeling 
approach makes it possible to compare the results of process-
based wetland models with atmospheric observations, providing 
the means to assess how small-scale, process-level information 
about emissions incorporated into process-based models is 
applied to regional and global scales. 

In this review, the results of the atmospheric inverse model 
studies indicate that bottom-up models may overestimate 
emissions both globally and in the Arctic. In addition, although 
most models are able to reproduce the timing of observed 
variability, they tend to overestimate sensitivity to year-to-
year variability in climate parameters (mainly temperature 
and precipitation).

None of the atmospheric inverse model results demonstrated an 
upward trend in emissions for the Arctic region over the period 
2000 to 2010, as may be anticipated in response to steadily rising 
Arctic temperatures. Note however, that the period covered by 
the inverse models is only about a decade and this may be too 
short for detecting what may well be currently a small trend 
in emissions. �e possibility that the atmospheric network 
observations are too sparse to allow detection of trends should 
also be considered, as well as limitations of atmospheric inverse 
models arising from representation of atmospheric transport 
processes, and/or initial estimates of the magnitude of natural 
and anthropogenic sources within the Arctic region.

7.4.2 Recommendations

�e atmospheric inverse modeling technique is a powerful 
analytical tool that can increase understanding of the global 
and regional methane budget. Inverse techniques allow a 
look backwards in time to understand trends in atmospheric 
concentrations as a function of changing anthropogenic 
emissions and in response to a warming Arctic (i.e. increased 
release of methane from natural terrestrial and marine sources). 
�ey also serve as a useful diagnostic tool to evaluate the 
ecosystem process-based models, and thereby improve earth 
system models for climate projections (see Ch. 8). Recognizing 
the challenges in estimating the magnitudes of both the natural 
and anthropogenic sources identified in previous chapters, the 
inverse technique based on atmospheric observations provides 
an independent approach to verifying these process- or activity-
based (bottom-up) estimates. �e atmospheric observations 
define the maximum limits and temporal variability that 
serve as validation of the bottom-up estimates, indicating 

where sources are over- or under-estimated. �ey also have 
the potential to identify missing sources or new sources in 
the characterization of emissions, such as those related to a 
warming Arctic or human activities. 

Currently, atmospheric inverse models suffer from a lack of 
accessible high quality, multi-decadal atmospheric methane 
observations, both surface- and space-based. In addition, 
integration and collaboration related to improving atmospheric 
transport processes whether in terms of air quality, or climate 
or numerical weather prediction will lead to significant 
improvements in the overall representation of atmospheric 
transport. Novel approaches to measuring important diagnostic 
quantities (such as planetary boundary layer depth) can aid in 
this regard. Recognizing the aggregation of uncertainties and 
limitations inherent in the application of inverse methodology, 
recommendations to improve methane emission estimates 
based on their applications include:

 • Increasing spatial coverage of surface observations, 
deployment of regular aircra� campaigns to characterize 
specific regions and seasons, and atmospheric column 
observations for vertical characterization of concentrations.

 • Maintaining surface observation sites over multiple decades 
in order to detect changes in atmospheric concentration 
as a result of changing anthropogenic emissions, and the 
response of natural sources to changing climate.

 • Further development and evaluation of ecosystem process-
based models for estimating wetland sources.

 • Continuing improvements to atmospheric transport 
simulations to better represent convection and planetary 
boundary mixing processes at smaller spatial scales.
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Appendix: Global atmospheric inverse model studies reviewed 
for the comparison discussed in Section 7.2.4.

B-K B-NOAA B-ref Bg CT-CH4 Fr H-NOAA H-SCIA H-GOSAT Pison

Reference Bousquet et al. 
2011; Kaplan 
2002

Bousquet et 
al. 2011

Bousquet 
et al. 2011; 
Kirschke et al. 
2013

Bergamaschi 
et al. 2013

Bruhwiler 
et al. 2014a

Fraser et al. 
2013

Houweling 
et al. 2014

Houweling et 
al. 2014

Houweling 
et al. 2014

Pison et al. 
2009

Observations Surface 
network sites 
and IMAPv5.5 
SCIAMACHY 
retrievals

Surface 
network 
sites 

Surface 
network 
sites and 
IMAPv5.5 
SCIAMACHY 
retrievals

Background 
surface 
network sites 
and IMAPv5.5 
SCIAMACHY 
retrievals

Surface 
network 
sites

Surface 
network 
sites

Surface 
network 
sites

Background 
surface 
network sites 
and IMAPv5.5 
SCIAMACHY 
retrievals

Background 
surface 
network 
sites and 
GOSAT 
retrievals

Surface 
network 
sites

Prior 
Emissions

EDGARv3.2, 
GFEDv2, 
Matthews 
(1989)

EDGARv3.2, 
GFEDv2, 
Matthews 
(1989)

EDGARv3.2, 
GFEDv2, 
Matthews 
(1989)

EDGARv4.1, 
GFEDv3.1, 
Kaplan (2002)

EDGARv3.2 
(for 2000), 
GFEDv3, 
Matthews 
(1989)

EDGARv3.2, 
GFEDv2, 
Houweling 
et al. (1999)

Chemical 
Sink 

OH from 
atmospheric 
chemistry 
model

OH from 
atmospheric 
chemistry 
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OH from 
atmospheric 
chemistry 
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Computed 
by TM5 
with full 
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Computed by 
TM5 with full 
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Computed 
by TM5 
with full 
chemistry

OH from 
atmospheric 
chemistry 
model

Transport 
Model

LMDZ LMDZ LMDZ TM5 TM5 GEOS-
CHEM

TM5 TM5 TM5 LMPDZ

Meteorology LMDZ online 
nudged to 
ERA40

LMDZ 
online 
nudged to 
ERA40

LMDZ online 
nudged to 
ERA40

ECMWF 
ERA-I

ECMWF 
Forecast

GEOS-5 ECMWF 
ERA-I

ECMWF 
ERA-I

ECMWF 
ERA-I

LMDZ 
online 
nudged to 
ERA40

Transport 
Model 
Resolution

3.75°×2.5°, 19 
levels

3.75°×2.5°, 
19 levels

3.75°×2.5°, 19 
levels

6°×4°, 25 
levels

6°×4°, 25 - 
34 levels

5°×4°, 47 
levels

6°×4°, 25 
levels

6°×4°, 25 
levels

6°×4°, 25 
levels

3.75°×2.5°, 
19 levels

Time 
Resolution 
of Emission 
Estimates

Monthly Monthly Monthly Monthly Weekly 8 Days Monthly Monthly Monthly Weekly

Spatial 
Resolution 
of Emission 
Estimates

Grid cell Grid cell Grid cell Grid cell 120 land 
regions and 
1 global 
ocean 
region

99 land 
regions and 
11 ocean 
regions

Grid cell Grid cell Grid cell Grid cell

Optimization 
Technique

Variational Variational Variational m1qn3 Ensemble 
Kalman 
Smoother

Ensemble 
Kalman 
Filter

m1qn3 m1qn3 m1qn3 m1qn3

Time 
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1983–2010 1983–2010 1983–2010 2003–2010 2000–2010 2000–2010 2003–2010 2003–2010 2003–2010 1990–2008
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8. Modeling the climate response to methane

L : M G, V K. A
C : C D. K, D J.L. O, O. A S, L H-I, T R. C, 
F-J W. P, D A. P

8.1 Introduction

Computer models of the atmosphere and other components of the 
Earth System have been widely used for decades in the scientific 
community to gain insight into air pollution and climate change 
beyond what can be learned from measurements and paleo data. 
Such models allow an understanding of the processes behind 
observed distributions of chemical species in the atmosphere, 
and make it possible to assess the effects of past and potential 
future trends in anthropogenic and natural emissions of various 
trace gases on atmospheric composition and climate.

This chapter addresses the effect of changes in methane 
emissions, both from anthropogenic and natural sources, 
on concentrations of atmospheric methane (in this chapter 
referred to just as ‘methane’) and climate. A broad overview 
of projected climate change in the Arctic, and all associated 
impacts, was beyond the more narrowly focused mandate of 
this study. Readers are referred to earlier Arctic Monitoring and 
Assessment Programme (AMAP) reports for such information 
(e.g. ACIA 2004, 2005; AMAP 2011a). �ere was also no attempt 
to model changes in natural emissions of methane; estimates 
were based on Ch. 3 and 4 of this report.

�e work for this chapter was undertaken in support of the 
Arctic Council’s considerations of the contributions of short-
lived climate forcers (SLCFs) to Arctic warming (see Ch. 1). �is 
chapter presents results regarding the climate response, at both 
global and Arctic scales, to changes in methane concentration 
for the past and future. The results are obtained through 
applying different types of model.

�e atmospheric lifetime of methane of about 9 years (Ch. 2) is 
short compared to many other greenhouse gases (carbon dioxide, 
nitrous oxide, sulfur hexafluoride, halocarbons), but relatively 

long compared to traditional air pollutants such as nitrogen 
oxides, particulate matter, etc. Since the lifetime of methane is 
long enough for it to be well mixed in the troposphere (spatial 
variability within ±3%) and since measurements of historic 
methane concentrations are available from ice cores, it has 
been common practice to prescribe methane concentrations 
in atmospheric composition and climate models rather than 
calculating them. Methane concentrations for the past and 
present-day can be derived, to good approximation, from 
measurements either as global-mean or zonal-mean values with 
an estimated latitude distribution. �e values are then used as 
input to atmospheric chemistry models which calculate the 
distribution of chemical species other than methane, and to 
radiation schemes which calculate the radiative forcing of climate.

Among other objectives, the Methane Expert Group was tasked 
with quantifying the importance of past and potential future 
changes in methane emissions and concentrations on Arctic 
climate. Benefits of possible mitigation measures for methane 
emissions, globally and in the Arctic nations, were to be estimated.

�e use of simple globally-averaged metrics such as Global 
Warming Potential (GWP) or Global Temperature change 
Potential (GTP) (see Box 8.1 for definitions) is not sufficient 
if the objective is to understand, for example, the meridional 
variation of the climate system response over time to a change 
in atmospheric composition and forcing. While regional metrics 
such as the Absolute Regional Temperature Potentials (ARTP; 
Shindell 2012) do provide the ability to estimate the surface air 
temperature change in a specific area (e.g. the Arctic) within a 
chosen time horizon in response to emissions in another region 
(e.g. the entire globe), there is still a large gap between the spatial 
scales of information available from the ARTP and that needed 
for impact assessments (Shindell 2012). Hence, for this study 

Box 8.1 Key terminology

Global warming potential (GWP) The radiative forcing due to a pulse emission of a unit mass of a given greenhouse gas in the present-day 
atmosphere, integrated over a chosen time horizon, relative to that of carbon dioxide (Houghton et al. 1990; 
Myhre et al. 2013).

Global temperature change 
potential (GTP)

The change in global-mean surface air temperature at a chosen point in time in response to an emission pulse 
– relative to that of carbon dioxide. Whereas GWP is integrated over time, GTP is an end-point metric based 
on temperature change for a selected year (Shine et al. 2005; Myhre et al. 2013).

Methane concentration In referring to methane abundance, the term concentration is used throughout the report, although in using this 
term what is being expressed is technically a mole fraction (given in units of parts per billion, ppb).

Model ensemble Model predictions or projections of climate are often performed as ensembles, that is, a number of model 
simulations of the same period using different initial conditions (if one model is used) or different model 
formulations (when several models are used). Differences between the modelled climate evolutions across the 
members of the ensemble may give information on uncertainty associated with model error, errors in initial 
conditions, or internally generated climate variability.

Prognostic variable The term ‘prognostic’ in the context of the present study means that the spatial distribution and temporal 
variation of the species in question (in this case methane) are calculated explicitly in the model rather than 
being prescribed from observations. To this end, the model must include detailed emission data and loss terms, 
and calculate transport and transformation of the species in the atmosphere.
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a number of dedicated model experiments were performed to 
calculate future methane concentration changes in response to 
changes in methane emissions, and to estimate the resulting 
climate change in the Arctic in terms of changes in annual-
averaged near-surface air temperatures. Emission data for 
natural and anthropogenic sources are based on Ch. 3, 4, and 5. 

�e questions addressed in this chapter are:

What is the contribution of historical changes in global 
atmospheric methane to Arctic climate warming? 

What impact will increasing atmospheric concentrations of 
methane have on climate and will Arctic nations have the ability 
to influence that impact through mitigation of anthropogenic 
methane emissions? 

How will atmospheric methane concentrations change in response 
to potential changes in natural methane emissions and how do 
these changes compare to those that might result from mitigation 
of anthropogenic methane emissions? 

Does the location of anthropogenic methane emissions matter? 

8.2  Climate effects of historical changes 
in methane concentration 

To calculate the effects of historical changes in methane 
concentration on climate until present-day, the Canadian 
Earth System Model (CanESM2; Arora et al. 2011) was run 
with and without time-varying methane concentrations from 
year 1850 to 2005. (For the purposes of this study, 1850 is 
used to define the beginning of the industrial era and 2005 
is used to define the present.) CanESM2 consists of coupled 
dynamical atmosphere and ocean models with full marine and 
terrestrial carbon cycle components. �e first set of simulations 
is the ensemble of five standard historical simulations, which 
contributed to the set of coordinated experiments (http://cmip-
pcmdi.llnl.gov/cmip5/) performed for phase 5 of the coupled 
model intercomparison project (CMIP5), that is, with specified 
concentrations of all greenhouse gases increasing over the 
historical 1850–2005 period, together with changing land 
cover and emissions of aerosols. In these simulations, methane 
concentration increased from 791 to 1754 ppb between 1850 
and 2005. �e global-mean surface air temperature increase 
modeled over the 1850–2005 period (calculated as the 
difference between the 1851–1865 and 1991–2005 periods) 
amounts to 0.81°C and compares well to the observation-based 
estimate reported by the Intergovernmental Panel on Climate 
Change in its Fi�h Assessment report (IPCC AR5). According 
to the IPCC (Hartmann et al. 2013), the globally averaged 
combined land and ocean surface temperature data show a 
warming of 0.85°C (0.65–1.06°C) over the period 1880–2012, 
when multiple independently produced datasets exist. �e total 
increase between the average of the 1850–1900 and 2003–2012 
periods is 0.78°C (0.72–0.85°C), and between the average of 
the 1850–1900 and 1986−2005 periods is 0.61°C (0.55–0.67°C), 
based on the single longest dataset available.

In the second set of simulations, also a five-member ensemble, 
the methane concentration was fixed at its year 1850 level 
(791 ppb) throughout the 1850–2005 period, while all other 

forcings remained the same as in the first simulations. �us, 
the difference in climate between the two sets of simulations 
represents the climate response due to changes in methane 
concentration from 1850 to present-day.

To quantify the effect of historical changes in methane 
concentration on present-day climate, the assessment focuses 
on the average over the 15-year period 1991–2005. Due to the 
inertia in the climate system, present-day climate is influenced 
not only by present-day greenhouse gas concentrations but 
also by their concentrations in the past. Figure 8.1 shows the 
temperature change calculated from the difference between the 
two sets of simulations described in the previous paragraph. 
�e analysis suggests that the effect of changes in methane 
concentration since the pre-industrial period has been to 
enhance warming by around 0.31±0.02°C (mean ± standard 
deviation) when averaged globally, and by 0.58±0.11°C when 
averaged over the Arctic (north of 60°N). �e standard deviation 
of the sampling distribution of the differences in means of the 
temperatures, for the period 1991–2005, for the simulation with 
all forcings (S1) and the simulation with methane concentration 
at its 1850 value (S2) is calculated as:

Eq. 8.1

where σ  the variance of the temperatures for the S1 case, and 
similarly for the S2 case, and n=5.

�e larger response in the Arctic compared to the global response 
is associated with the Arctic amplification of greenhouse gas-
induced warming, caused by various factors including feedbacks 
in snow- and ice-albedo, ocean heat transport, cloudiness and 
longwave radiation (Collins et al. 2013; Pithan and Mauritsen 
2014). �e Arctic amplification factor is generally accepted to be 

Fig. 8.1 Surface air temperature change caused by the increase in methane 
concentrations since 1850, as calculated by the Earth System model 
CanESM2. Temperature change is calculated as the difference between 
the model simulations with varying (historical) methane concentrations 
and the model simulations where methane was fixed at its year 1850 
concentrations.
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around two, meaning that the Arctic region has warmed more 
than twice as fast as the global average (Cohen et al. 2014). For 
CanESM2 this value is 0.58/0.31=1.87.

Figure 8.1 also shows that the simulated climate response 
to methane is more variable in time over the Arctic. �is is 
expected, given the inherent higher natural climate variability 
in the Arctic but also the smaller area (compared to the whole 
globe) over which the response is averaged. 

In this context it is worth noting that increases in emissions 
of methane since 1850 have also affected other climate forcers 
such as ozone, carbon dioxide and stratospheric water vapor. 
�e radiative forcings of those climate forcers is not taken into 
account in the approach applied here, which looks at the climate 
response to methane concentration change only. Nevertheless, 
this approach is able to identify the warming response to 
greenhouse gases and is typically used for climate detection 
and attribution studies (e.g. Gillett et al. 2012).

8.3  Effects of changing anthropogenic 
and natural methane emissions

Ideally the effect of future changes in methane emissions on 
climate would be addressed using Earth System Models (ESMs) 
that treat methane as a prognostic variable (see definition in Box 
8.1) and take into account all relevant feedbacks between the 
atmosphere and other components of the Earth System as well as 
interactions between climate change and atmospheric chemistry. 
Simulating atmospheric methane concentration as a prognostic 
variable in ESMs requires to model a range of processes that 
calculate its surface-atmosphere exchange (including emissions 
from wetlands and fires, and the soil sink) and atmospheric 
chemistry processes that determine methane’s loss rates in the 
atmosphere (e.g. Collins et al., 2011). As a result of this complexity, 
only a handful of ESMs currently have this ability. Only few 
ESMs currently simulate atmospheric methane concentration 
as a prognostic variable with chemistry-climate interactions 
(e.g. Collins et al. 2011; Shindell et al. 2013) although efforts are 
underway to include this functionality in other such models. 
In the absence of this functionality, a combination of various 
modeling approaches were chosen for the present study. A Box 
model and a Chemistry Transport Model (CTM) were used 
to calculate changes in methane concentration in response to 
emission scenarios based on earlier chapters of this report. �e 
concentrations were then used in different ESMs to calculate the 
climate response. For a short description of the different types 
of model see Box 8.2. A summary table of all ESM simulations 
performed for this assessment is provided in Sect. 8.4.1. It should 
be noted that the climate response to abatement of emissions 
of non-methane climate forcers is not addressed in this report. 
For aspects on mitigation of SLCFs in relation to carbon dioxide 

mitigation, readers are referred to other publications in the recent 
literature (e.g. Shoemaker and Schrag 2013; Pierrehumbert 2014; 
Rogelj et al. 2014).

8.3.1  Box model – Earth System Model 
calculations

To assess the future impact of changes in methane emissions on 
climate, a Box model was run to calculate the time-dependent 

global average concentration of methane. �e concentrations 
were then used in two ESMs: the Canadian Earth System Model 
CanESM2 (see Sect. 8.2) and the Community Earth System 
Model CESM1-CAM5 (Neale et al. 2012), herea�er referred to 
as ‘CESM1’, to calculate the climate response in terms of changes 
in average surface air temperature. CESM1 consists of coupled 
land (CLM4), ocean (POP), and atmosphere (CAM5) models.

8.3.1.1  Response to changes in anthropogenic 
emissions

�e International Institute for Applied Systems Analysis (IIASA) 
has provided three anthropogenic methane emission scenarios 
calculated by the GAINS integrated assessment model to year 
2050, referred to as ‘ECLIPSE (2012) scenarios’ (see Sect. 5.5):

 • �e current legislation scenario (‘CLE’) describes the most 
likely future anthropogenic emission pathway when the 
current state of technology prevails and any further emission 
reductions are limited to those prescribed by currently 
adopted legislation. 

 • The maximum technically feasible reduction scenario 
(‘MFR’) describes the future emission pathway when existing 
mitigation technology is applied with current effectiveness 
to a maximum feasible extent globally. 

Box 8.2 Types of model

A Box model, in the context of this study, is a globally-averaged 
representation of atmospheric concentration of a given trace 
gas. More specifically, the Box model employed by the Methane 
Expert Group uses global methane emissions as input and 
calculates the temporal evolution of the resulting global-mean 
methane concentration. Alternatively, the globally-averaged 
methane concentration can be specified as an input, and 
the model can be used to calculate the emissions that would 
have led to a given methane concentration pathway. In both 
applications, the Box model takes into account the effect of 
changes in methane concentration on methane lifetime (Ch. 2).

Chemistry Transport Models (CTMs) are used to calculate 
three-dimensional distributions of chemical species in the 
atmosphere, using spatially resolved emission data. �ey 
usually include detailed atmospheric chemistry calculations, 
represent the transport and removal of various chemical 
species and are typically driven by meteorological data 
specified via external sources (e.g. reanalyses or climate 
model output). In their typical application, CTMs do not 
allow for any feedback from chemistry to meteorology. 

Earth System Models (ESMs) represent the interactions 
between the physical components of the climate system 
(land, atmosphere and ocean in three dimensions) but also 
include interactions between the physical climate system 
and the terrestrial and oceanic carbon cycles, nitrogen 
cycles and other biogeochemical cycles. Other interactions 
and processes may also be included, such as representation 
of aerosols and atmospheric chemistry. Due to the high 
computational demand, ESMs are typically run at a grid 
resolution of 1° to 2° (~100–200 km) and many processes 
must be parameterized. 
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 • � e ‘MFR-AC8’ scenario describes the case where these 
mitigation options are applied in the eight Arctic nations 
only, while all other countries follow CLE.

See Ch. 5 for detailed descriptions of the three anthropogenic 
methane emissions scenarios used as input for modeling the 
climate benefi ts from methane mitigation.

Table 8.1 lists the global total methane emissions for these 
scenarios (see also Fig. 5.9), as well as other scenarios used 
later in this chapter (see Sect. 8.3.1.2 and 8.3.2.3). In CLE, 
anthropogenic methane emissions increase from 323 to 439 
Tg CH4/y between 2005 and 2050, while in MFR they decrease 
from 323 to 222 Tg CH4/y in 2030, then rise slightly to reach 
234 Tg CH4/y in 2050. In MFR-AC8 the total global emissions 
increase, because the maximum technically feasible reduction 
that can be achieved in the Arctic nations cannot compensate 
for the increase in emissions in the rest of the world in this 
scenario. Nevertheless, the emissions in 2050 in MFR-AC8 
amount to 396 Tg CH4/y, which is 43 Tg CH4/y lower than the 
emissions in 2050 in the CLE case. As shown in Fig. 5.9, the 
CLE, MFR, and MFR-AC8 scenarios are identical until 2015 
and start diff ering only therea� er.

For natural emissions, a global source of 202 Tg CH4/y was 
used, with a specifi ed uncertainty (±28 Tg CH4/y) following 
Prather et al. (2012) and references therein. When assessing 
the eff ect of reductions in anthropogenic methane emissions, 
it was assumed that natural emissions remain constant at 
this level. � e sensitivity of changes in atmospheric methane 
concentration for the CLE and MFR-AC8 scenarios to diff erent 
assumptions about increase in natural emissions was also tested, 
in order to compare the eff ect of changes in natural emissions 
to the eff ect of maximum technically feasible reductions in 
anthropogenic emissions by the eight Arctic nations. � ese 
experiments are described in Sect. 8.3.1.2.

A crucial step for performing future climate simulations is to 
translate the changes in emissions to changes in concentrations, 
which can then be used in ESMs to assess the potential 
climate benefi ts of reductions in anthropogenic methane 
emissions. A Box model was used by the Methane Expert 
Group. � e one-box model for global-mean atmospheric 

methane concentration was developed at the Canadian 
Centre for Climate Modelling and Analysis and is described 
in the appendix to this chapter. To evaluate the Box model, 
it was fi rst necessary to calculate anthropogenic methane 
emissions over the historical period that are consistent with 
the observed historical increase in atmospheric methane 
concentration and observation-based estimates of methane 
life time from Prather et al. (2012). It was found that the 
calculated historical anthropogenic emissions compared 
well with other inventory-based estimates. For 2005, the Box 
model-calculated methane anthropogenic emissions are 
314±33 Tg CH4/y (mean ± standard deviation) compared to 
an observation-based estimate of 352±45 Tg CH4/y (Prather 
et al. 2012). It is also within the range of estimates listed in 
Table 5.3. For estimates of future methane concentration, the 
application of the Box model was reversed: � e anthropogenic 
methane emissions from the three GAINS scenarios were 
used as input, and the resulting atmospheric methane 
concentrations were calculated.

Figure 8.2 shows observed methane concentrations for the 
historical period together with the Box model-calculated 
concentrations for future emissions under the three GAINS 
scenarios. By 2050, the diff erence in concentrations between 
the CLE and MFR scenarios is around 840 ppb. If maximum 
technically feasible reductions are applied only in Arctic 
nations (MFR-AC8) then global-mean methane concentrations 
continue to increase, but at a lower rate compared to the CLE 
scenario. � e 2050 global-mean methane concentration for 
MFR-AC8 is calculated to be about 200 ppb lower than for 
the CLE scenario.

� e future methane concentrations calculated by the Box model 
were then used in the CanESM2 and CESM1 to calculate the 
climate response in terms of average surface air temperature 
change to maximum technically feasible reductions in global 
anthropogenic emissions. ESMs need concentrations of all 

Fig. 8.2 Evolution of global-mean methane concentrations. � e emission 
data used from 2005 are from ECLIPSE 2012 (see Sect. 5.5). Uncertainty 
in future atmospheric methane concentrations is the result of uncertainties 
in methane lifetime and in natural emissions.

Table 8.1 Total global methane emission values used in this assessment.

Emissions, Tg CH4/y

Scenario 2005 2030 2050

Anthropogenic 
emissions

CLEa 323 414 439

MFRa 323 (=CLE) 222 234

MFR-AC8 323 (=CLE) 371 396

Arctic205 323 (=CLE) - 439 (=CLE)

Natural emissions Baseline 202 202 202

Assumed increase 
in natural 
emissions since 
2005

‘low’ - 14 25

‘high’ - 28 50

‘extreme’ - 56 100

a Referred to as ‘CLE, 2012ii’ and ‘MFR, 2012ii’ in Table 5-6 (ECLIPSE 2012). 
When the model calculations for this assessment had to start, these were 
the latest emission data sets. � e mitigation potential in ECLIPSE 2012 is 
estimated at 192 Tg CH4/y for 2030 and 205 Tg CH4/y for 2050, consistent 
with the anthropogenic emission totals listed for CLE and MFR in this table.
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greenhouse gases and, if aerosols are treated prognostically, 
emissions of aerosol species and their precursors. Since the 
GAINS data sets do not provide information for non-methane 
greenhouse gases and other climate forcers, simulated methane 
concentrations for the CLE and MFR scenarios from the Box 
model were blended with non-methane forcings from two 
future climate change scenarios (RCP6.0 and RCP8.5), resulting 
in four blended scenarios (for details see Box 8.3).

The simulated changes in globally-averaged surface air 
temperature are shown in Fig. 8.3 for the period 2006–2050, 
using the blended scenarios RCP6.0-CLE, RCP6.0-MFR, 
RCP8.5-CLE and RCP8.5-MFR, along with the estimated 
uncertainty based on three ensemble members that were run 
by both ESMs and for each of the scenarios. All simulations 
were initialized from the end of the 1850–2005 CMIP5 
simulations. Temperature change is plotted with respect to 
the 2006–2010 average. As reported in the Working Group I 
Contribution to the IPCC AR5 (Flato et al. 2013 their table 
9.5), the transient climate response (TCR; which is a measure 
of the temperature response to a doubling in carbon dioxide 
based on the simulation in which carbon dioxide increases at 
a rate of 1% per year) is model-dependent. �e TCR values 
for CanESM2 (2.4°C) and CESM1 (2.3°C) are similar. For the 
scenarios considered here, the simulated temperature increase 
over the 2006–2050 period (reflected by the general slope of 
the curves in this graphic) is therefore also similar in the two 
ESMs, with about 1°C warming in the RCP6.0 cases and about 
1.5°C in the RCP8.5 cases. �e difference between the RCP6.0 
and RCP8.5 cases is consistent with the higher concentrations 
of non-methane greenhouse gases in RCP8.5, as compared to 
RCP6.0. �e increase in temperature of about 1.0 and 1.5°C 
in the RCP6.0 and RCP8.5 scenarios, respectively, compares 
well to the near-term climate change projections for the same 
scenarios in IPCC AR5 (Kirtman et al. 2013 their fig. 11.24a).

�e difference between the dark red and blue lines in Fig. 8.3 
represents the effect of maximum feasible reductions in methane 
emissions, when implemented globally. In CanESM2, the MFR 
scenario yields a global-mean temperature that is 0.18±0.05°C 
(mean ( ) ± standard deviation6 (σx )) lower than that in the 
CLE scenario, when using RCP6.0 as the background scenario, 
and 0.18±0.03°C lower when using RCP8.5, averaged over 
the period 2036–2050. �e temperature benefit of maximum 
feasible reductions in methane emissions based on CESM1 
simulations is smaller: 0.07±0.04°C and 0.11±0.05°C when 
using the RCP6.0 and RCP8.5 as background scenarios, or 
averaged equal to 0.09±0.03°C based on both scenarios for the 
same period. �e  + 1.385 σx range, which corresponds to 83.4% 
confidence intervals, from CanESM2 and CESM1 overlap, for 
the respective background RCP scenarios, so the estimates of 
reduced warming from the two models are not statistically 
different at the 95% confidence level (Knol et al. 2011). 

Since the prescribed methane concentration data were the same 
in the CanESM2 and CESM1 simulations, differences may be 
related to the calculations of radiative forcing due to methane 
(e.g. Collins et al. 2006) and of the climate response to that 
change in radiative forcing. �e global-mean climate response 
to a given amount of radiative forcing varies for different 
greenhouse gases, according to their efficacy (Hansen et al. 2005). 
A much deeper analysis would be needed to fully resolve the 
sources of difference between the model results. As a first step, 
the radiative forcing caused by the methane change should be 
diagnosed. However, this would require additional model runs, 
which were not possible within the time frame of this study.

6 �e standard deviation of the sampling distribution of the differences in means of the temperatures corresponding to CLE and MFR scenarios for the period 
2036–2050, which is in fact the standard error, is calculated as  where  is the variance of the temperatures for the CLE scenario, and similarly 
for the MFR scenario, and n=3. In order to increase the signal-to-noise ratio, more than three simulations should have been performed for each of the CLE and 
MFR versions of the RCP6.0 and RCP8.5 scenarios but this was not possible owing to limited time and computing resources. 

Box 8.3 Blending scenarios

�e Box model-calculated methane concentrations for 
the CLE and MFR scenarios are not sufficient to explore 
the climate impact of reductions in methane emissions 
in a coupled atmosphere-ocean model. For that purpose, 
concentrations of other greenhouse gases (carbon dioxide, 
nitrous oxide, chlorofluorocarbons) and, if  treated 
prognostically, emissions of aerosol species and ozone 
precursors are also needed. �e complete set of forcings 
is available for the Representative Concentration Pathway 
scenarios (RCPs) (Meinshausen et al. 2011) used for 
CMIP5 but not for the CLE and MFR scenarios. On the 
other hand, the GAINS scenarios are needed to study the 
individual impact of methane mitigation. �e methane 
concentrations in the RCP6.0 scenario were therefore 
replaced by those corresponding to the CLE and MFR 
scenarios while the concentrations of all other greenhouse 
gases and emissions of aerosols were retained, resulting 
in two blended scenarios – RCP6.0-CLE and RCP6.0-
MFR – which differ only in terms of methane emissions. 
(Emissions of ozone precursors other than methane were 
not used in the CanESM2 and CESM1 models. However, 
the temperature change due to methane-induced ozone 
change was estimated through a scaling approach (see 
Box 8.4), and calculated by NorESM (Sect. 8.3.2.2).) �e 
RCP6.0 scenario was chosen among the RCPs because it 
is most consistent with the GAINS scenarios (being based 
on similar assumptions regarding population growth, GDP 
growth, energy intensity, etc.).

�e assumption with this blended scenario approach is that, 
regardless of the climate change caused by non-methane 
greenhouses gases, the difference between the RCP6.0-CLE 
and RCP6.0-MFR scenarios should provide an estimate 
of the potential benefit of the maximum technically 
feasible reduction in methane emissions. Nevertheless, 
in order to test the validity of this assumption, methane 
concentrations from the CLE and MFR scenarios were also 
blended with the RCP8.5 scenario giving two additional 
scenarios – RCP8.5-CLE and RCP8.5-MFR.

�is blending approach is further justified by the fact 
that methane mitigation in the MFR scenario does not 
affect the emissions of other radiatively important species 
(see Sect. 5.5).
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Nevertheless, results from both models give a clear indication 
that maximum technically feasible reduction in global 
methane emissions will lead to a reduction in global warming. 
When judging the magnitude of this reduction, it should 
be remembered that this is the result of abatement of one 
greenhouse gas only, and that the eff ects of ozone (CanESM2, 
CESM1) and stratospheric water vapor (CanESM2) are not 
included. Scaled results taking into account these eff ects are 
presented at the end of this section.

Figure 8.4 shows the zonally-averaged temperature response to 
maximum technically feasible reduction in methane emissions, 
that is, the diff erence between the RCP6.0-CLE and RCP6.0-
MFR simulations (blue curves) and between the RCP8.5-CLE 
and RCP8.5-MFR simulations (green curves), based on the 
three ensemble members by each of the two models for each 
of the scenarios. The reduced warming due to maximum 
technically feasible reduction in methane is predominant 
almost everywhere, although the variability (indicated by the 
± standard deviation range) in the temperature diff erence 

between the CLE and MFR simulations is very large in northern 
high latitudes since the Arctic temperature is inherently more 
variable. When averaged over the Arctic region (north of 60°N), 
CanESM2 calculates a reduction in warming of 0.40±0.14°C 
and 0.35±0.17°C over the period 2036–2050, when using the 
RCP6.0 and RCP8.5 as background scenarios, respectively. In 
the CESM1 these numbers are 0.26±0.26°C and 0.33±0.25°C. 
� e Arctic temperature response is a net outcome of many 
diff erent processes and feedbacks (such as changes in ocean 
currents, atmospheric circulation, ice/snow albedo feedback, 
etc.), and explaining the diff erence between the CanESM2 and 
CESM1 results in this regard is beyond the scope of this work. 

Given the large variability across the ESMs in the climate 
response to changes in methane emissions, especially in the 
Arctic, the additional simulation of the MFR-AC8 scenario 
did not seem worthwhile. � e diff erence between the CLE and 
MFR-AC8 emissions is much smaller than between the CLE 
and MFR emissions, so that the climate response would have 
been even more diffi  cult to model with reasonable accuracy. 

Fig. 8.3 Modelled global-mean surface air temperature increase, with respect to the 2006–2010 average, as calculated by CanESM2 (a and b) and CESM1 
(c and d). � e bold lines and shaded areas show, respectively, the means and range across the three ensemble members that have been run for each scenario. 
As described in Box 8.3, the models use climate forcers other than methane from the RCP6.0 and RCP8.5 scenarios, while methane is based on either 
CLE (purple lines) or MFR (red lines). Note that climate change is mainly driven by the carbon dioxide increase prescribed by the RCP scenarios. � e 
diff erence between the red and purple lines represents the eff ect of maximum technically feasible reductions in methane emissions, when implemented 
globally. It should be noted that in the case of CanESM2 this diff erence does not include the ozone and stratospheric water vapor eff ects, while in the 
case of CESM1 only the ozone eff ect is not included.
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However, as the methane concentration in the MFR-AC8 
scenario falls between those for CLE and MFR, but closer 
to CLE, it may be assumed with confi dence that the climate 
response would fall somewhere between those modelled for 
CLE and MFR, but closer to CLE (i.e. the blue lines in Fig. 8.3). 
A simple scaling method, based on the numbers for global-
mean methane concentrations given in Fig. 8.2 and the results 
for climate response given above, suggests that the reduction in 
global-mean surface air temperature due to changes in methane 
emissions in the MFR-AC8 scenario would be less than one 
tenth of a degree.

As previously mentioned, the ensemble-based estimates of 
reduced climate warming in response to maximum feasible 
global reductions in global anthropogenic methane emissions 
for the 2036–2050 period do not take into account the eff ect 
of reduced methane on changes in tropospheric ozone, 
because neither CanESM2 nor CESM1 include the interactive 
chemistry that would be necessary to represent this feedback. 
Regarding the effect of methane change on stratospheric 

water vapor, the CESM1 includes a parameterization of this 
eff ect, while CanESM2 does not. � e concentration of ozone 
and stratospheric water vapor will decrease with reductions 
in methane emissions since methane is a precursor to the 
production of both these greenhouse gases.

Scaling factors are derived to account for changes in the 
concentration of ozone, and the stratospheric water vapor 
eff ect, or both, that are associated with changes in atmospheric 
concentration of methane, based on radiative forcing estimates 
reported in the IPCC AR5 (Myhre et al. 2013 their table 8.SM.6). 
For CanESM2 and CESM1 these factors are 1.485 and 1.339, 
respectively (see Box 8.4). � e potential reduced warming due 
to maximum technically feasible reduction in anthropogenic 
methane emissions is thus calculated to be 0.27±0.07°C 
(RCP6.0) and 0.26±0.04°C (RCP8.5) based on CanESM2 

Box 8.4 Scaling factors for temperature response

Radiative forcing due to methane emissions is caused by 
increases in concentrations of methane itself, but also 
by the enhanced ozone and stratospheric water vapor 
concentrations that are caused by the methane emissions. 
Because the Earth System models used here do not include all 
three eff ects, scaling factors were applied in the present study.

According to the IPCC, indirect effects on ozone and 
stratospheric water vapor can be accounted for by increasing 
the eff ect of methane concentration change by 50% and 
15%, respectively (Myhre et al. 2013 their section 8.7.2.1). 
� ese values correspond to the ratios between the radiative 
forcings of ozone and stratospheric water vapor caused by 
methane emissions since pre-industrial times (0.241 W/m2 
and 0.070 W/m2, respectively) and the radiative forcing due 
to methane concentration change over the same period 
(0.484 W/m2). � e radiative forcing of methane change 
since the pre-industrial period is, however, a net result of 
methane emissions and of changes in nitrogen oxides and 
other chemical species. Without these latter eff ects, the 
radiative forcing of methane would have been 0.641 W/m2 
(Myhre et al. 2013 their table 8.SM.6). As future scenarios 
are equivalent to such a case (i.e. nitrogen oxides and other 
chemical species being the same in the CLE and MFR 
scenarios), the scaling factors were calculated here based on 
the radiative forcing of 0.641 W/m2 due to methane emission 
change (Myhre et al. 2013 their table 8.SM.6). Accounting 
for the ozone eff ect alone would thus require an increase 
by (0.241/0.641)×100%, and similarly (0.070/0.641)×100% 
for water vapor, or ((0.241+0.070)/0.641)×100% for both 
(CanESM2). For CESM1, which does include the water vapor 
eff ect, the increase is (0.241/(0.641+0.070))×100%, and for 
NorESM (Sect. 8.3.2), which includes the ozone eff ect but 
not the water vapor eff ect, it is (0.070/(0.641+0.241))×100%. 
� e use of simple scaling factors is a relatively crude method 
because these depend, among other things, on the chemical 
regime, which is not the same for past and future periods. 
Ideally, transient ESM simulations with full atmospheric 
chemistry should have been performed for the climate 
benefi t of reduction in methane emissions to be calculated 
more accurately (Sect. 8.4.2).

Fig. 8.4 Changes in zonal-mean surface air temperature due to reduction 
in anthropogenic methane emissions (i.e. MFR minus CLE), as calculated 
by CanESM2 (upper) and CESM1 (lower). Shaded areas indicate standard 
deviations6 based on three ensemble members. It should be noted that 
in the case of CanESM2 this diff erence does not include the ozone and 
stratospheric water vapor eff ects, while in the case of CESM1 only the 
ozone eff ect is not included.
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results, and 0.10±0.05°C (RCP6.0) and 0.15±0.06°C (RCP8.5) 
based on CESM1 results. �e scaling factors are here applied 
only to the global-mean results. �e distribution of regional 
climate response is more complex to calculate and depends 
on the climate forcer (e.g. Shindell 2007). As methane-induced 
changes in ozone and stratospheric water vapor are not evenly 
distributed (see Sect. 8.3.2.2), the Arctic climate response (north 
of 60°N) should not be multiplied by scaling factors derived on 
the basis of global-mean radiative forcing values. 

8.3.1.2  Impact of future changes in natural 
emissions

Although Ch. 3 (terrestrial) and 4 (marine) on natural sources 
present some examples of possible future changes in emissions, 
uncertainty on the magnitude of these sources remains very 
high. While terrestrial monitoring is improving and many of the 
underlying processes are known, the large spatial variability in 
wetlands leads to substantial uncertainty when upscaling fluxes. 
Upscaling fluxes from the marine environment is even more 
challenging, as the location, magnitude and temporal evolution of 
emissions are not well known, and many critical processes are not 
fully understood. In light of the large uncertainties, it is difficult 
to define precise scenarios for future changes in natural methane 
emissions to 2050 for use in the modeling projections. Instead, in 
order to evaluate the impact of potential future changes in natural 
methane emissions from the Arctic region, three scenarios 
were developed for use with the Box model of atmospheric 
methane to assess changes in global-mean atmospheric methane 
concentration associated with the scenarios. �e three scenarios 
do not represent specific quantitative assessments but rather, given 
the current understanding presented in Ch. 3 and 4, represent a 
span of possible future outcomes for changes in Arctic natural 
methane emissions. Even though all scenarios are hypothetical, 
they do represent a reasonable range of possibilities, and are 
valuable tools to investigate the climate response to changes in 
natural methane emissions from the Arctic. 

�e three scenarios are described as ‘low’, ‘high’, and ‘extreme’, 
with natural emissions assumed to be 25 Tg CH4/y (low), 
50 Tg CH4/y (high) or 100 Tg CH4/y (extreme) larger in 
2050 than in 2005. To illustrate these numbers, an increase 
of 25 Tg CH4/y could represent a large increase in methane 
emissions from the tundra, but a small change from the ocean, 
while an increase of 50 Tg CH4/y could represent a major 
increase in both. Additionally, the ‘extreme’ scenario of 100 Tg 
CH4/y would be the result of catastrophic feedback processes 
enhancing emissions (see Ch. 3 and 4 for more details and 
examples). �is last scenario would amount to an increase of 
almost one fi�h of the current global total (i.e. anthropogenic 
plus natural) methane emission rate into the atmosphere 
(Table 8.1). Although an increase to such an extreme emission 
from Arctic sources by 2050 is highly unlikely, it cannot be 
ruled out entirely.

�e natural emission increase is implemented linearly over the 
period from 2006 to 2050. For example, in the ‘high’ scenario the 
total natural emission in 2005 amounts to 202 Tg CH4/y and 
increases linearly to 252 Tg CH4/y by the year 2050 (numbers 
for natural emissions are listed in Table 8.1). Using a Box model 
means that the spatial distribution of emissions is not taken 
into account. �us, only the magnitude of the Arctic methane 

emission change is used, and the response in global mean 
methane concentration calculated.

If climate change induces increases in natural methane 
emissions in the Arctic region, it must be acknowledged that 
changes in natural methane emissions in other parts of the 
globe may also occur. However, changes in natural methane 
emissions outside the Arctic region were not assessed by the 
Methane Expert Group and so are not taken into account in 
the model experiments described here. Figure 8.5 shows the 
evolution of global-mean methane concentrations for the 
three cases for the CLE and MFR-AC8 scenarios over the 
2006–2050 period. (It should be noted that, since the natural 
emissions increase is implemented globally in the Box model, 
the results presented in this section can be applied to any 
spatial distribution of changes in natural methane emissions, 
that is, including either Arctic or non-Arctic emissions, or a 
combination of both.) Total anthropogenic and changes in 

Fig. 8.5 Global-mean concentrations until 2050 assuming different scenarios 
for anthropogenic and natural emissions. Future concentrations are 
calculated by a Box model, using the current legislation (CLE; upper) or 
maximum technically feasible reduction in the eight Arctic nations (MFR-
AC8; lower) scenarios for anthropogenic emissions, and different (linear) 
increases in natural emissions, in addition to the baseline natural emissions 
of 202 Tg CH4/y (see Table 8.1).
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natural emissions are listed in Table 8.1. For example, the Box 
model results for the MFR-AC8 simulation with no increase 
in natural emissions (lowermost curve in the lower panel of 
Fig. 8.5) correspond to anthropogenic and natural emissions 
of 396 and 202 Tg CH4/y, respectively, for year 2050. In the 
scenarios with a 100 Tg CH4/y increase in natural emissions, 
natural emissions increase linearly from 202 Tg CH4/y in 2005 
to 302 Tg CH4/y in 2050.

Within the time frame of the present study, it was not feasible 
to perform ESM simulations with the three scenarios of 
natural emission increase. If it is assumed that, due to the 
relatively long lifetime of methane with respect to time scales 
of atmospheric circulation, the location of emissions does not 
matter significantly to global concentrations of methane, then 
the amount of total emissions should determine the global 
climate response to a large extent. As indicated by Fig. 8.5 (upper 
panel), natural emission change in the ‘extreme’ case would 
lead to a 357 ppb increase in global-mean methane on top of 
the increase that is due to anthropogenic methane emissions 
in the CLE scenario. �is corresponds to about 40% of the 
840 ppb difference between the CLE and MFR scenarios in 
year 2050 (Sect. 8.3.1.1). Using a simple scaling argument, this 
additional increase would probably lead to an increase of about 
one tenth of a degree in global-mean surface air temperature. 
Anisimov (2007) performed a similar calculation focusing 
on Russian permafrost thaw only – the additional natural 
source of methane by the mid-21st century amounted to 6–8 
Tg CH4/y. �is is less than one tenth of the increase in the 
‘extreme’ estimate (which is for the entire Arctic) used in the 
present assessment. However, taking this lower emission rate 
into account, Anisimov’s result of a 0.012°C global temperature 
rise is consistent with the present assessment.

As discussed in Sect. 8.3.1.1, maximum technically feasible 
reduction in anthropogenic methane emissions by only the 
Arctic nations will reduce methane concentrations in year 2050 
by about 200 ppb compared to the CLE scenario, if natural 
emissions do not increase. This decrease in atmospheric 
methane concentration reflects a decrease in total methane 
emissions of about 43 Tg CH4/y in the MFR-AC8 scenario 
compared to the CLE scenario. As Fig. 8.5 shows, this case 
would yield a global-mean methane concentration of 2196 ppb 
in 2050, compared to 2206 ppb for the CLE scenario with no 
changes in natural emissions.

It is important to note, however, that changes in natural 
emissions will depend on how climate continues to evolve, 
and on the interactions between various components of 
the climate system (including permafrost), which are also 
influenced by changes in methane concentration. For the 
calculations performed here the same set of natural methane 
emission increases (‘zero’, ‘low’, ‘high’, and ‘extreme’) on top of 
two different scenarios of anthropogenic methane emissions 
(CLE and MFR-AC8) were used. With the tools available in 
this study, the effect of climate change mitigation through 
abatement of anthropogenic methane emissions on natural 
emission sources could not be taken into account. Since climate 
warming is mainly caused by the increase in carbon dioxide, 
the MFR-AC8 scenario with large natural emission increase 
could be interpreted as a hypothetical case where all efforts are 
made to reduce methane emissions, while no progress is made 

in reducing emissions of carbon dioxide and other greenhouse 
gases. Conversely, it could be assumed that near-term methane 
mitigation may avoid some fraction (albeit perhaps very small) 
of natural methane increases, thus giving near-term methane 
mitigation ‘extra credit’.

8.3.2  Chemical Transport Model – Earth 
System Model calculations

�e calculations described in Sect. 8.3.1.1 take account of 
changes in global-mean methane concentrations, and estimate 
the effect of changes in ozone (caused by the methane change) 
through a scaling approach. Although methane is relatively 
well-mixed in the atmosphere, it does exhibit some spatial 
variation geographically and in height, which might alter in 
response to non-uniform changes in emissions. �e changes 
in radiative forcing are not only due to changes in methane, 
but also to concurrent changes in ozone which can also exhibit 
spatial variability. As a result, changes in regional climate may 
occur that are different from what may be expected due to 
change in the global-mean methane concentration. In an 
additional study (see Sect. 8.3.2.1), the chemistry transport 
model Oslo CTM3 (Søvde et al. 2012) was therefore used to 
calculate the three-dimensional global distributions of monthly-
mean methane and ozone concentrations for year 2005 and 
2050 conditions, corresponding to the cases with and without 
maximum technically feasible reduction of methane emissions. 
�e results were then used as input to the Norwegian Earth 
System Model (NorESM; Bentsen et al. 2013) to calculate the 
climate response, providing an independent assessment of 
the impact of methane mitigation through changes in both 
methane and ozone. An additional sensitivity experiment was 
performed to assess the importance of the location of methane 
emission change.

8.3.2.1  Changes in concentrations of methane 
and ozone

�e year 2005 is, in the context of the long-term changes 
investigated here, considered ‘present-day’. Two separate 
simulations with the Oslo CTM3 model were performed for 
2050, using methane emissions corresponding to the CLE and 
MFR scenarios (for emission totals see Table 8.1). �e emissions 
of air pollutants such as nitrogen oxides, carbon monoxide 
and volatile organic compounds (which also influence climate 
through their chemical interaction with several climate gases 
and aerosols) were specified according to the CLE scenario 
in both simulations in order to isolate the effect of methane 
mitigation alone. Anthropogenic halocarbon and biomass 
burning emissions are not represented in the CLE and MFR 
scenarios so these were specified based on the SRES-A1B 
(Nakicenovic et al. 2000) and GFED-v3 (van der Werf et al. 
2010) data, respectively. �ese emissions were also the same in 
the CLE and the MFR simulations. Halocarbon and biomass 
burning emissions were required in these experiments because 
of their importance for ozone concentrations in the stratosphere 
and troposphere, respectively.

�e reason for using SRES-A1B data, rather than the RCPs, 
in regard to ozone-depleting substances is that RCP data 
were not ready for use in the Oslo CTM3 model at the time 
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the experiments for this study had to start. However, this 
does not imply any noteworthy inconsistencies because (i) 
data used for ozone-depleting substances in the CLE and 
MFR simulations are the same and will thus cancel out when 
differencing these simulations, and (ii) the main interest of 
the present study in terms of methane impact is tropospheric 
ozone change for which ozone-depleting substances are of 
minor relevance.

Owing to the large computational requirement of CTM 
calculations, simulations were only done for present-day and 
year 2050 conditions, and not for the intervening years. Yet, 
the Oslo CTM3 model was run for 25 years with constant 
emissions (for 2005, and for 2050 with anthropogenic emissions 
corresponding to CLE and MFR scenarios) in order to obtain 
concentrations that are close (within ~90%) to equilibrium with 
the chosen emissions and the loss mechanisms for methane. As 
the difference in methane emissions between CLE and MFR 
is already largely achieved by year 2030 (see Table 8.1 and 
Fig. 5.9) it is reasonable to assume that by 2050 the methane 
concentration change would be close to the equilibrium 
response to that difference. 

�e Oslo CTM3 calculations indicate that, from 2005 to 2050, 
global-mean methane will increase by 454 ppb in the CLE 
scenario, and decrease by about 283 ppb in the MFR scenario. 
By the year 2050, methane concentrations in the MFR scenario 
are thus about 740 ppb lower than in the CLE scenario. In the 
Box model this benefit due to maximum technically feasible 
reduction amounted to about 840 ppb (Sect. 8.3.1.1). �e reason 
why this value is lower in Oslo CTM3 than in the Box model 
is related to the relatively high OH concentrations in the Oslo 
CTM3, which lead to a slightly lower lifetime of methane (the 
reaction with OH being the main loss mechanism for methane 
in the atmosphere). However, these OH concentrations, and 
thus the modelled methane lifetime are within the uncertainty 
range of methane lifetime (9.1±0.9 years for present-day 
conditions, according to Prather et al. 2012). �e uncertainty in 
the concentration change in methane due to MFR is thus a result 
of the uncertainty in OH levels, and adds to the uncertainty in 
later calculations of the climate response.

Figure 8.6 shows the geographical distribution of the modelled 
changes in methane and ozone between present-day and 2050 
for the CLE scenario (le� panels). Both methane and ozone 
abundances are projected to increase in the CLE scenario. In the 
case of methane this is mainly due to the increase in methane 
emissions, while ozone is strongly affected also by changes in 
other chemical species, such as nitrogen oxides, volatile organic 
compounds, and ozone-depleting substances in the stratosphere. 
�e range of methane increases is narrow, which is consistent 
with methane being well-mixed throughout the troposphere. 
�e modelled increase in tropospheric ozone (middle le� panel) 
is greatest in regions where ozone precursor emissions, mainly 
nitrogen oxides are projected to increase. In some areas in 
North America and Europe, tropospheric ozone is modelled to 
decrease, as a result of reductions in ozone precursor emissions. 
�e increases in total ozone (bottom le� panel) reflect changes 
in both tropospheric and stratospheric ozone, and thus include 
the response to reductions in ozone-depleting substances in 
the stratosphere (recovery of the ozone layer). Related to this, 
the largest increase (in absolute terms) is seen over Antarctica.

�e right panels in Fig. 8.6 show the differences between the 
MFR and CLE scenarios with regard to tropospheric methane 
and ozone in 2050. As the two CTM simulations for CLE and 
MFR differ only in regard to anthropogenic methane emissions, 
the differences seen in these three panels reflect the change due 
to methane mitigation only. Methane abundances are lower in 
the MFR case than in the CLE case throughout the globe. Again, 
the range of change is narrow as a result of the relatively long 
lifetime of methane. Since methane is a precursor of ozone, 
reductions in methane also lead to reductions in ozone. However, 
the pattern is different because methane-induced ozone change 
is also a function of photochemical production, which in turn 
depends on the local chemical regime (e.g. concentrations of 
other ozone precursors), physical parameters (e.g. humidity and 
vertical mixing of air), and the availability of sunlight. Many 
of the peak reductions in ozone are linked to areas of fossil 
fuel extraction (large mitigation potential per unit area, such 
as the Middle East). In addition, ozone in areas with strong 
emissions of nitrogen oxides is particularly sensitive to changes 
in methane, such as in India. �e geographical distribution of 
total (tropospheric plus stratospheric) ozone, and of changes 
therein, is also controlled by meridional (north-south) transport 
of ozone from low (and middle) to high latitudes. �e peak 
reduction in total ozone in high latitudes is mainly due to 
increased ozone formation in the lower stratosphere in mid-
latitudes combined with meridional transport to high latitudes.

8.3.2.2  Climate response to changes in 
concentrations of methane and ozone

�e three-dimensional fields of monthly-mean methane and 
ozone concentrations, as calculated by the Oslo CTM3, were 
used as input in the NorESM to calculate the climate response to 
changes in methane and ozone. NorESM is an Earth System model 
based on version 4 of the Community Climate System Model 
(CCSM4; Gent et al. 2011) and uses here a combination of the 
aerosol scheme described by Kirkevåg et al. (2013) and Mozart-4 
tropospheric chemistry (Emmons et al. 2010). In the NorESM 
simulations performed for this assessment, the atmosphere was 
fully coupled to a three-dimensional ocean model.

In contrast to the CanESM2 and CESM1 experiments discussed 
in Sect. 8.2 and 8.3.1, the NorESM projections were run as 
‘constant perturbation’ simulations (in regard to methane 
and ozone) rather than transient simulations. This means 
that concentrations of methane and ozone in the multi-year 
simulations of NorESM were fixed either at their year 2005 or 
year 2050 levels as provided by Oslo CTM3, rather than varying 
over time. �e reason for this approach is that the methane 
and ozone concentrations from Oslo CTM3 are based on time 
slice experiments for 2005 and 2050 and so do not provide 
concentrations for the period in between.

An advantage of using a constant perturbation in methane and 
ozone is that statistically significant results can be obtained 
with only one ensemble member, provided that the ESM is 
integrated for a sufficient amount of time. In these simulations, 
NorESM was initiated with present-day conditions from a 
historical simulation. �e model was run for 15 years of spin-
up, and the following 45 consecutive years were used for the 
analysis (this is equal to the number of years used for the 
analysis in the ensemble approach of Sect. 8.3.1, where the 
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last 15 years of three ensemble members were averaged). 
�e tropospheric chemistry scheme of the model was used 
to calculate the spatial and temporal variations of chemical 
species other than methane and ozone. �e time evolution of 
gas species which are not treated by the tropospheric chemistry 
scheme was specified based on the RCP6.0 scenario (see Box 
8.3). As the atmosphere in these runs was fully coupled to a 

three-dimensional ocean model, the climate system in the 
model, as in the real world, is not initially in equilibrium 
with the greenhouse gas forcings. However, the surface air 
temperature response to the perturbation (i.e. the changes in 
methane and ozone), as represented by the difference between 
the MFR and CLE simulations, is expected to be close to 
equilibrium a�er a spin-up period of 15 years.

Fig. 8.6 �e le� panels show changes in concentration for tropospheric methane (upper), tropospheric ozone (middle), and total ozone (lower) from 
present-day conditions to 2050, modelled by the Oslo CTM3 for the current legislation (CLE) scenario. �e changes are a response to changes in emissions 
of methane, ozone precursors and ozone-depleting substances from present-day to 2050. �e right panels show the reductions in tropospheric methane 
(upper), tropospheric ozone (middle), and total ozone (lower), due to global maximum technically feasible reduction (MFR) of methane emissions only, 
as represented by the difference between two Oslo CTM3 simulations for 2050, using the CLE and MFR methane emissions, respectively. �e reductions 
reflect the change in methane emissions only. For methane (top panels), the average concentration between the surface and 500 hPa is shown. In regions 
with surface pressures below 500 hPa (e.g. Himalaya or Andes) surface concentration is shown. For ozone (middle and lower panels), the tropospheric 
column or total (tropospheric plus stratospheric) column is displayed in Dobson Units (DU). Dobson Units are a measure of column-integrated ozone 
abundance per unit area (1 DU corresponds to 2.67e16 molecules of ozone per cm2). Here, the ozone abundance is integrated from the surface to the 
tropopause, to give tropospheric ozone abundance. Note the different color scales in the graphic. 
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�e NorESM results show that the global-mean temperature 
increase in the MFR scenario is about 0.20±0.03°C (mean 
± standard deviation) lower than in the CLE scenario (or 
0.33±0.14°C lower when averaged over the Arctic). This 
calculated reduction in global warming is a result of the 
reductions in methane and ozone combined. Scaling to include 
the water vapor effect (see Box 8.4) gives a reduction in global 
warming of 0.22±0.04°C, lying in between the corresponding 
results obtained from the CanESM2 and CESM1 calculations 
(Sect. 8.3.2).

Figure 8.7 shows the benefit of MFR in terms of reduced zonal-
mean warming, as represented by the difference between MFR 
and CLE temperatures in 2050. As was the case in the CanESM2 
and CESM1 results (see Fig. 8.4), zonal variability is large, 
and again greatest in the Arctic. Nevertheless, all ESM results 
agree in that there is reduced warming at almost all latitudes, 
due to MFR.

8.3.2.3  Does the location of methane emissions 
matter?

�e Methane Expert Group was also tasked with investigating 
the importance of the location of methane emissions and 
their abatement. �e background for this is that, for many 
SLCFs (e.g. black carbon), the location of emissions is highly 
relevant for the spatial distribution of the pollutant in the 
atmosphere and its effects on climate change. �e effects 
of methane mitigation, or of changes in natural sources 
due to climate change, would thus also depend on where 
the mitigation is implemented or where changes in natural 
emissions occur. However, since the methane lifetime (about 
9 years) is considerably longer than the typical time scales 
of inter-hemispheric mixing (about 1 to 2 years), it is a 
common assumption that the location of emissions, or the 
location of emission change, is of limited importance in the 
case of methane. For example, Fiore et al. (2008) found that 
the climate benefits from methane mitigation do not depend 
strongly on the location of the mitigation, so that the lowest-
cost emission controls can be targeted. 

For the present study, one additional Oslo CTM3 simulation 
was made to address this issue more quantitatively. �e amount 
of methane emissions that corresponds to the difference 
between the total global emissions in 2050 for the CLE and 
MFR scenarios (i.e. 205 Tg CH4/y) was added to the MFR 
scenario, but emitted in a confined region of the Arctic7. 
�e region of enhanced emissions in this model simulation 
corresponds, in good approximation, to the East Siberian 
Arctic Shelf. �e total global emission in this new scenario 
(labeled ‘Arctic205’ and listed in Table 8.1) is thus equal to the 
one in CLE, but its spatial distribution is very different, with 
much larger emissions occurring in the Arctic and much lower 
emissions in land areas further south. As in the simulations 
described in Sect. 8.3.2.1, the Oslo CTM3 model was run for 
25 years with constant emissions.

Given the drastic nature of this prescribed change in emission 
distribution, its effect on methane and ozone concentrations, as 
represented by the difference between the Arctic205 and CLE 
simulations for 2050, is relatively small. Figure 8.8 shows the 
percentage difference in methane concentration up to 500 hPa 
(representative of methane change in the troposphere), and in 
tropospheric and total ozone burden between the Arctic205 and 
CLE scenarios in 2050. �e modelled change in methane is fairly 
stationary, but due to its long lifetime the change is also transported 
over long distances. Still, as indicated in Fig. 8.8, less methane is 
transported to the lower troposphere of the southern hemisphere 
than in the CLE case. Tropospheric zonal-mean methane in the 
Arctic205 simulation is up to 10% higher than in CLE in high 
northern latitudes. In absolute values this amounts to about 
200–250 ppb, compared to background levels of about 2170 ppb.

�e total methane burden in the atmosphere (not shown) is 
slightly higher in Arctic205 than in CLE, with increases in global 
mean concentration of about 3 ppb. In a scenario where emissions 
increase mainly at high latitudes, but decrease by an equal amount 
at lower latitudes, a higher global mean concentration of methane 
may be expected, because its lifetime is longer at high latitudes 
related to the lower OH levels found there.

In terms of tropospheric and total ozone, the shi� of methane 
emissions to the Arctic leads to small reductions in parts of the 

7 �e simulation was performed in coordination with the GAME project (see Acknowledgments), which investigated the effects of emissions from the East Siberian 
Arctic Shelf. However, the purpose of the analysis for this assessment is to look at the impact of emissions from sources strictly confined to the Arctic rather 
than from emissions distributed across the globe. No assumption is made here as to whether the East Siberian Arctic Shelf could be an area of large increase in 
natural emissions in the future.

Fig. 8.7 Changes in zonal-mean surface air temperature due to maximum 
technically feasible reduction in anthropogenic methane emissions (i.e. 
MFR minus CLE), as calculated by the Earth System model NorESM. �e 
middle curve represents the mean of the 45 years of simulation that have 
been analyzed, while the two other curves define the standard deviation.
�e uncertainty is given as standard deviation and has been calculated 
for NorESM in the same way as for the CanESM2 and CESM1 results 
shown in Fig. 8.46. �e 45 years of the NorESM run that were used for the 
analysis, were split into three periods of equal length and then treated as 
three 15-year ensemble members. �is was also the rationale behind the 
choice of analyzing 45 years. In this context it should be noted that, while 
the difference between MFR and CLE simulations was relatively stable 
during this 45-year period, there was an overall trend in temperature due to 
the increase in greenhouse gases. For the calculation of standard deviation, 
this trend had to be statistically removed from the data.
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southern hemisphere, consistent with the methane reduction 
there (methane being a precursor of ozone). �e increases in 
tropospheric ozone in the northern hemisphere stay within a 
few tenths of a percent even at high latitudes. �e relatively small 
ozone change is related to the modest methane change due to the 
shi� of methane emissions prescribed in the Arctic205 scenario.

Judging by these changes, and in view of the drastic nature of 
the considered emission scenario (more than 200 Tg CH4/y 
emissions being moved from low- and mid-latitude regions to 
high-latitude regions), it can be concluded that the emission 
location is important for a relatively long-lived species such 
as methane. Nevertheless, the different latitude distributions 
of methane and ozone in the Arctic205 scenario (compared 
to the CLE case) may lead to a different climate response. For 
example, the regional climate response, in particular to the 
column increase in methane in the Arctic may be noticeable. 
Hence, an additional NorESM simulation was performed 
with the methane and ozone concentrations calculated for the 
Arctic205 scenario, to be compared with the results from the 
CLE scenario presented in Sect. 8.3.2.2. Apart from the methane 
and ozone concentrations, the setup of this simulation was 
exactly the same as for the CLE simulation.

�e calculated global-mean surface air temperature in the 
Arctic205 scenario is calculated to be 0.04±0.04°C (mean ± 
standard deviation) higher than in the CLE scenario. In the 
Arctic the difference is greater (0.16±0.26°C). �e small global 
temperature increase is consistent with an increase in total 
atmospheric methane abundance. However, while the relatively 
large response in the Arctic is likely to be related to the large 
change in the latitudinal gradient of methane (with largest 
methane concentration increases modelled for the Arctic in this 
scenario) it is clear that the low signal-to-noise ratio in these 
calculations makes it impossible to draw any firm conclusions. 
All that can be said based on this additional study is that the 
change in the spatial distribution of anthropogenic methane 
emissions in the Arctic205 scenario does not lead to any large 
change in global-mean methane concentration.

8.4 Conclusions

8.4.1 Key findings

�is chapter has used sophisticated climate modeling systems, 
and the emission data based on Ch. 3, 4 and 5, to address the 
questions raised in Ch. 1. �ese include how methane changes 
in the past have affected climate and to what extent mitigation 
measures for anthropogenic methane emissions can reduce 
climate warming in the future. Scenarios of natural emission 
change have also been explored. Table 8.2 summarizes the ESM 
experiments performed in this assessment.

Q1: What is the contribution of historical changes in global 
atmospheric methane to Arctic climate warming?

�e historical Earth System model simulations performed 
with CanESM2 suggest that changes in methane concentration 
until present-day have warmed the Arctic (global) climate by 
0.58°C (0.31°C) since 1850. Results from the same simulation 
are also reported by Fyfe et al. (2013), who reported a 0.04°C 
per decade warming trend in the Arctic over the 1900–2005 
period due to radiative forcing of methane. �ese numbers need 
to be compared with the overall global warming calculated by 
CanESM2 for the 1850–2005 period (calculated as the difference 
between the 1851–1865 and 1991–2005 periods) amounting 
to 1.29°C (0.81°C) over the Arctic region (whole globe), 
indicating that historical changes in methane concentration 
have contributed just over one third of the global warming, and 

Simulation Model(s) Time 
period

Methane  
concentrations

No. of 
ensemble 
members

Control 
simulation

CanESM2 1850–
2005

Constant at year 1850 
value (=791 ppb)

5

Historical 
simulationa

CanESM2 1850–
2005

Based on observations 
(increasing from 791 
to 1854 ppb over the 
time period)

5

CLE CanESM2 
and 
CESM1

2005–
2050

Based on box model 
results for the entire 
time period, based on 
CLE emissions

3b

NorESM 2005, 
2050

Oslo CTM3 results for 
2005 and 2050, based 
on CLE emissions

1

MFR CanESM2 
and 
CESM1
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results for the entire 
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3b

NorESM 2050 Oslo CTM3 results for 
2050, based on MFR 
emissions

1

Arctic205 NorESM 2050 Oslo CTM3 results 
for 2050, based on 
MFR emissions and 
an additional large 
source in the Arctic

1

Fig. 8.8 Zonal-mean change in methane and ozone abundance due to a 
prescribed change in the spatial distribution of methane emissions, plotted 
as the difference ‘Arctic205 minus CLE’. 

Table 8.2 Summary of Earth System Model experiments performed for 
this assessment. Details of anthropogenic methane emissions are given 
in Table 8.1 and Ch. 5.

a�e CanESM2 historical simulation was performed as part of CMIP5; 
bboth CanESM2 and CESM1 performed two ensemble simulations (with 
three members in each ensemble) using non-methane climate forcers either 
from RCP6.0 or RCP8.5.
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over 40% of the Arctic warming, until present-day. However, 
this simple scaling is somewhat misleading since the historical 
warming is the net result of the warming caused by increases in 
the concentrations of greenhouse gases and the cooling caused 
by increase in the concentration of aerosols. 

Q2: What impact will increasing atmospheric concentrations of 
methane have on climate and will Arctic nations have the ability 
to influence that impact through mitigation of anthropogenic 
methane emissions?

If the current state of technology prevails, and any further 
emission reductions are limited to those prescribed by 
already adopted current legislation (CLE scenario), methane 
concentrations will continue to rise and thus induce further 
warming. �e increase in methane from present-day to 2050 in 
the CLE scenario will amount to about 450 ppb, which is almost 
half of the increase from the pre-industrial period to present-
day. Using the result of methane having induced global warming 
of about 0.3°C until present-day (see Q1), a rough estimate of 
further global warming due to methane would be between one 
and two tenths of a degree in this scenario. �is needs to be 
compared with the overall warming of about 1 to 1.7°C caused 
by all climate forcers over the same period (see Fig. 8.3).

If maximum technically feasible reduction (MFR) in 
anthropogenic methane emissions is implemented in the Arctic 
nations only, with rest-of-world emissions changing according 
to the CLE scenario, global-mean methane concentrations will 
still continue to rise.

On the other hand, if maximum technically feasible reduction in 
anthropogenic methane emissions is implemented globally, then 
by 2050 the difference in global-mean methane concentration 
between the CLE and MFR scenarios is about 800 ppb. �ree 
different ESMs – CanESM2, CESM1, and NorESM – were used 
to calculate the potential benefits of MFR in terms of reduced 
climate warming. Table 8.3 summarizes the results for reduction 
in near surface air temperature.

Averaging results based on the 26 transient climate model 
simulations that have been performed for the future yield 
a temperature benefit of about 0.20°C degrees globally, 
due to maximum technically feasible reduction in global 
anthropogenic methane emissions. �is estimate of reduced 
climate warming is similar to those from the UNEP (2011b) 
and Shindell et al. (2012) studies (both based on time slice 
experiments of comprehensive climate models with chemistry), 
which estimate reduced warming of around 0.4–0.5°C in 
response to methane and black carbon emission reductions, half 
of which is attributed to reduction in methane emissions. Smith 
and Mizrahi (2013) estimated the climate change mitigation 
potential of methane and black carbon (and co-emitted species) 
to lie between 0.04 and 0.35°C in 2050. �eir calculated climate 
mitigation potential from methane reductions is around 0.15°C 
in 2050 (their figure 1). 

Results from CMIP5 concentration-driven experiments that 
contributed to the IPCC AR5 show that the mean-model 
warming in globally-averaged surface air temperature over 
the period 2006–2050 varies from about 0.7°C in the RCP2.6 
scenario to around 1.5°C in the RCP8.5 scenario as a result 
of all forcings including greenhouse gases, aerosols and 
land use change (Collins et al. 2013 their fig. 12.5). For the 
present study, the potential reduced warming of about 0.20°C, 
due to maximum technically feasible reduction in global 
anthropogenic methane emissions, corresponds to about 10–
15% of the warming expected over the 2006–2050 period in 
globally-averaged surface air temperature, due to all climate 
forcers in the RCP8.5 scenario.

Regarding the climate response in the Arctic, the present model 
results show larger effects of methane mitigation on surface air 
temperature, but also larger variability. Averaged over the Arctic 
(north of 60°N) and using RCP6.0 as the background scenario, 
CanESM2, CESM1, and NorESM calculate a reduction of 
surface air temperature warming by 0.40±0.14°C, 0.26±0.26°C, 
and 0.33±0.14°C, respectively, for the period 2036–2050 

a�e error bar of ±0.02°C reported here is the statistical uncertainty of the mean over the five model simulations. It is not representative of the level of 
scientific understanding, as it does not take into account any systematic errors in the models (model biases, missing processes, etc.) or uncertainties in 
the emission estimates.

Model Background scenario Reduction in warming simulated 
by the model (∆T), °C

Reduction in warming after taking into 
account the associated changes in ozone 

and stratospheric water vapor (∆TO3,H2O), °C

Global Arctic Global

CanESM2 RCP6.0 0.18 ± 0.05 0.40 ± 0.14 0.27 ± 0.07

RCP8.5 0.18 ± 0.03 0.35 ± 0.17 0.26 ± 0.04

CESM1 RCP6.0 0.07 ± 0.04 0.26 ± 0.26 0.10 ± 0.05

RCP8.5 0.11 ± 0.05 0.33 ± 0.25 0.15 ± 0.06

NorESM RCP6.0 0.20 ± 0.03 0.33 ± 0.14 0.22 ± 0.04

Mean - - 0.20 ± 0.02a

Table 8.3 Summary of results for the reduction in global warming for the 2036–2050 period, due to maximum technically feasible reduction in anthropogenic 
methane emissions, calculated as the difference in surface air temperature between the MFR and CLE scenarios (CLE minus MFR), averaged either globally 
or over the Arctic region. ‘Background scenario’ refers to the scenario according to which non-methane climate forcers were specified. As listed in Table 8.2, 
CanESM2 and CESM1 simulations were performed for both RCP6.0 and RCP8.5 scenarios, while NorESM performed simulations for the RCP6.0 scenario 
only. ∆T is the result from the ESM simulations, while ∆TO3, H2O takes into account the effects of changes in ozone and stratospheric water vapor due to 
changes in methane emissions. �e ratio between ∆TO3, H2O and ∆T depends on the ESM and is calculated based on numbers of radiative forcing given by 
IPCC AR5 (Myhre et al. 2013), as described in Sect. 8.3.1.1. �is ratio could, in the present work, only be defined for global-mean values; therefore ∆TO3, H2O is 
not calculated for the Arctic region. �e mean reduction in warming is not calculated for ∆T because different models include different processes related to 
changes in methane (either the corresponding changes in ozone, or stratospheric water vapor, or none) so averaging of raw model results is not appropriate.
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due to maximum technically feasible reduction in methane 
emissions. However, in these estimates for the Arctic, only the 
NorESM result takes into account the effect of changes in ozone 
concentration. �e results suggest that methane mitigation 
will reduce warming in the Arctic by a few tenths of a degree. 
However, it should be noted that effects of mitigation measures 
are in general small whenever they are considered in isolation. 
�is fact in itself does not imply that such measures would not 
be important as a part of climate change policies.

Furthermore, it should be mentioned that the estimate used 
here for the methane mitigation potential (205 Tg CH4/y) was 
adjusted upward (to about 285 Tg CH4/y) in the ECLIPSE 2014 
data set (see Fig. 5.9). Using a simple scaling argument, the 
ECLIPSE 2014 estimate would probably increase the calculated 
reduction in global-mean surface air temperature from two to 
almost three tenths of a degree. Also, the difference between the 
CLE and MFR scenarios used here does not include changes 
in energy scenario or behavioral changes, which would further 
increase the mitigation potential and thus the temperature 
response, although some of those effects would already result 
from carbon dioxide mitigation (Rogelj et al. 2014).

Q3: How will atmospheric methane concentrations change in 
response to potential changes in natural methane emissions and 
how do these changes compare to those that might result from 
mitigation of anthropogenic methane emissions?

As discussed in Ch. 3 and 4, natural emissions may increase 
in the future due to climate warming (caused by all climate 
forcers, including methane), but the size and rate of this increase 
are very uncertain. Within the framework of Ch. 8 it was not 
possible to calculate changes in natural emission as a result of 
climate warming. Rather, expert estimates from Ch. 3 and 4 were 
used as input to the one box model of atmospheric methane 
to calculate future changes in methane concentration for three 
different scenarios; ‘low’, ‘high’, and ‘extreme’ (in terms of natural 
emission change). 

�e results indicate that, in these scenarios, changes in natural 
methane emission will cause an increase in global-mean 
methane concentration in the range of about 85 ppb (‘low’) to 
350 ppb (‘extreme’) over the 2006–2050 period. �e increase 
in the ‘extreme’ case corresponds to roughly half the difference 
between the CLE and MFR scenarios by 2050. A simple scaling 
method, based on the results reported for Q2, suggests that 
this ‘extreme’ scenario would lead to about one tenth of a 
degree of global warming attributable to changes in natural 
methane emissions.

In the absence of dynamic calculations of changes in natural 
methane emission it was not possible to estimate how much 
of the increase in natural emissions can be avoided through 
maximum feasible reductions in anthropogenic methane 
emissions. However, it is possible to draw broad conclusions 
on the basis of the magnitude of possible changes in natural 
and anthropogenic emissions. Maximum feasible reductions, 
when applied globally, will by year 2050 lead to methane 
concentrations that are about 800 ppb lower than in the CLE 
scenario, thus outweighing additional methane inputs from 
natural sources in the Arctic even in the ‘extreme’ scenario. 
Maximum feasible reductions when implemented by the 
Arctic nations only (leading to a 43 Tg CH4/y emission 

decrease by 2050), would still compensate for a large part of 
the increases in natural emissions in the Arctic region in the 
‘high’ scenario (natural emissions increase of 50 Tg CH4/y 
by 2050).

Q4: Does the location of anthropogenic methane emissions matter?

�e model experiment performed to address this question, 
effectively moved 205 Tg CH4/y (about two-fi�hs of the total 
global emission rate) from low and mid-latitude regions to the 
Arctic region. �is led to only a very small (<0.2%) increase 
in the global-mean methane concentration, suggesting that 
the location of methane emissions is of limited importance 
to its global-mean level. �is is expected because methane 
is relatively well-mixed in the atmosphere. In contrast, the 
latitudinal gradients of methane and ozone concentrations do 
change noticeably in this simulation. However, it has not been 
possible within the scope of this study to accurately model 
global or regional climate responses to these changes.

8.4.2 Recommendations

As the chemistry of methane and its radiative properties are 
relatively well-known (in contrast to black carbon) a large part 
of the uncertainty in the present calculations of changes in 
methane concentration and its radiative forcing lies in the 
estimate of the magnitude of emission reductions. However, 
with regard to the climate response, the uncertainties in the 
ESMs are probably at least as large. �e uncertainty in modelling 
the climate response is reflected by the difference between 
the results from the multiple ESM simulations presented in 
this chapter. In order to obtain more robust projections of 
the climate response to changes in anthropogenic methane 
emissions, the following recommendations are made for model 
development and future work:

 • Although progress is being made, most current-generation 
ESMs do not yet include processes that are necessary to 
model feedbacks specific to methane and the Arctic region. 
A representation of wetlands, permafrost, the soil sink 
of methane, wildfires, expansion of shrubs, and ocean-
atmosphere methane flux (together with atmospheric 
chemistry) would make it possible to model atmospheric 
methane concentration as a dynamic variable and the bi-
directional coupling between climate change and natural 
methane emissions.

 • Coupled chemistry-climate models are computationally very 
expensive to run. Yet, inclusion of processes representing 
the oxidation of methane, and other climate-chemistry 
interactions, is crucial for modelling atmospheric methane 
concentration dynamically and for making a complete 
assessment of the effect of changes in anthropogenic methane 
emissions. Climate-chemistry interactions not only include 
those related to changes in ozone and stratospheric water 
vapor that are caused by changes in methane emissions, but 
also feedbacks such as the increase in methane oxidation in 
a warming climate (e.g. Denisov et al. 2013). 

 • Regarding the effects of ozone produced from methane, 
uncertainties lie both in the ozone change itself (e.g. Fry et 
al. 2012, and discussion in Sect. 8.3.2.1) and in the climate 
response to ozone change. �e latter will also depend on 
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feedbacks involving the biosphere (e.g. Sitch et al. 2007b; 
Collins et al. 2010), which have not been taken into account 
in the present study. Further research is needed for a more 
accurate assessment of the climate response to future 
ozone changes.

 • Uncertainty in the calculated temperature response to the 
maximum technically feasible reduction of methane is 
relatively large, especially in the Arctic, as reflected by the 
difference between the results from the three ESMs used 
in this study. A detailed investigation of the various factors 
contributing to this variability in model results is also likely 
to contribute to a better understanding of the effect of the 
changes in natural and anthropogenic methane emissions 
on the Arctic climate.

 • Annual-mean surface air temperature is not the only relevant 
climate parameter. For the Arctic region in particular, 
changes in other high-impact climate variables including 
sea-ice extent, snow cover, evaporation and precipitation, 
and ocean circulation are also relevant. Additional analyses 
that focus on the benefit of reduction in SLCFs including 
methane will benefit from an assessment of the response of 
these other high-impact climate variables.

 • On a more general note, uncertainties with respect to 
modelling the regional climate response remain large, and 
this is of particular relevance for studies aimed at the Arctic 
region. Improved regional climate modelling with a focus on 
the Arctic region deserves increased attention in this respect.
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Appendix: One-box model of 
atmospheric methane

A one-box model of atmospheric methane is used to obtain 
globally-averaged methane concentrations corresponding to 
global emissions for the CLE and the MFR scenarios. �e model 
describes the change in burden of atmospheric methane (H) as a 
balance of surface emissions E = EN + EA, consisting of natural 
EN and anthropogenic emissions EA) and the atmospheric and 
surface sinks (S).

Eq. A1

The sink S is calculated as a first-order loss process from 
methane’s atmospheric lifetime in the atmosphere (τCH4 ) as 
S = H [1–exp (–1 / τCH4 )]  τCH4  is calculated as:

Eq. A2

where τOH  (present-day value of 11.17 years),τstrat(120 years), 
τtrop-cl (200 years) and τsoil (150 years) are the lifetimes associated 
with the destruction of methane by tropospheric OH radicals, 
its loss in the stratosphere, and its reaction with tropospheric 
chlorine and uptake by soils, respectively, following Prather et 
al. (2012). �is yields a present-day value of τCH4 = 9.1±0.9 years 
in Eq. A2. For the pre-industrial period, Prather et al. (2012) 
estimated τCH4 as 9.5±1.3 years assuming τOH to be equal to 11.76 
years, based on Atmospheric Chemistry and Climate Model 
Intercomparison Project (ACCMIP) results (Voulgarakis et al. 
2013) and lifetimes associated with other processes assumed 
to stay the same. In the present study, the value of τCH4 for the 
future 2006–2050 period is calculated by changing τOH  based 
on changes in methane concentration but τstrat , τtrop-cl and τsoil  
are assumed to stay the same. For τOH the approach used in the 
MAGICC IAM (http://wiki.magicc.org/index.php?title=Non-
CO2_Concentrations) and by Prather et al. (2012) is followed, 
which results in a decrease in loss frequency fOH = 1/τCH of 
0.32% (and hence an increase in methane lifetime) for every 
1% increase in methane concentration. �is approach takes into 
account the positive feedback where methane affects its own 
lifetime but the effects of changes in nitrogen oxides emissions 
or tropospheric water vapor are not taken into account. 

�e one-box atmospheric methane model is first evaluated 
over the historical period using observation-based methane 
concentrations (or H in Eq. A1), the estimates of pre-industrial 
and present day τCH4 and natural emissions EN (202±28 Tg CH4/y, 
assumed to stay constant), together with their uncertainties, 
from Prather et al. (2012) to calculate anthropogenic methane 
emissions EA . �e calculated anthropogenic methane emissions 
for 2005 are 314±33 Tg CH4/y (mean ± standard deviation, with 
a range of 239 to 399) as mentioned in Sect. 8.3.1.1. �e one-box 
model of atmospheric methane is then driven for the 2006–2050 
period with anthropogenic emissions from the CLE and MFR 
scenarios. �e uncertainty range in calculated anthropogenic 
emissions for 2005 is also applied to the emissions for CLE 
and the MFR scenarios, and the emissions are reduced by 
11 Tg CH4/y to be consistent with the box model’s mean estimate 
of 314 Tg CH4/y for 2005. �e resulting methane concentrations 
for the CLE and MFR scenarios are shown in Fig. 8.2.
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9. Conclusions and Recommendations

A: J. M K, M S, V K. A, L B, E B, T R. C, 
L H-I, M G, F-J W. P, D A. P, C T

9.1 Context

�e overarching context for this assessment is the concern of the 
Arctic nations about the consequences of large and rapid climate 
change in the Arctic region that is evident in both observational 
records and modeled projections of future change. 

From pre-industrial time (around 1750), the global average 
atmospheric concentration of methane has risen from 700 to 
around 1820 ppb. Methane concentrations over the Arctic are 
slightly higher, currently about 1895 ppb (2013/14), reflecting 
regional differences in the relative strength of sources and sinks. 
Over the period 1950–2012, mean annual surface temperature 
(combined land and sea surface temperatures) for the region 
north of 60°N increased by about 1.6°C. Winter temperature, 
over the same period, increased by about 2.0°C while summer 
mean temperature rose by about 1.1°C. This warming is 
due primarily to increased atmospheric carbon dioxide 
concentration. Changes in methane concentration (resulting 
primarily from increases in anthropogenic methane emissions) 
during a somewhat shorter period (1950–2005) contributed to 
the warming by about 0.5°C in the Arctic. 

Among the risks associated with warming of the Arctic is the 
potential for positive feedbacks between the Arctic ecosystems 
(both terrestrial and marine) and climate, which can increase 
the rate at which carbon is released from ecosystems. �ese 
positive feedbacks are likely to more than offset negative 
feedbacks thereby exacerbating global and Arctic warming. 

A key process in this context is the production and release of 
carbon dioxide and methane as a result of changes in Arctic 
ecosystems, particularly rising temperatures and changing 
precipitation patterns. Large reservoirs of methane and organic 
carbon compounds (decomposition of which can lead to the 
emission of carbon dioxide and/or methane) exist in oceans, 
sediments and soils of the Arctic. A large fraction of these 
reservoirs are currently frozen or experience conditions where 
the surface–air exchange is partially mediated by ice cover. 
Rapid changes in Arctic ecosystems, including higher surface 
temperatures, create the potential for significant additional 
release of carbon dioxide and methane. As methane is a 
much more powerful greenhouse gas than carbon dioxide 
and knowing that the magnitude of methane emissions could 
impact on climate on a global scale, climate feedback risks 
associated with methane are of potential concern.

Given the relatively short atmospheric lifetime of methane, 
actions to reduce methane emissions could have a much faster 
impact on global and Arctic warming than similar efforts to 
reduce emissions of the much longer-lived carbon dioxide. It 
is these factors that focused the attention of the Arctic Council 
on short-lived climate forcing agents (also known as short-lived 

climate forcers or SLCFs), and methane in particular. �is report 
provides a scientific review8 that answers two major questions 
concerning mitigation of anthropogenic methane emissions: 

What is the potential benefit, in terms of reduced Arctic warming, 
of methane emissions mitigation by Arctic nations? 

How does the magnitude of potential emission reductions from 
anthropogenic sources compare to potential changes in methane 
emissions from natural sources in the Arctic?

�e AMAP Methane Expert Group approached this challenge 
by developing more-specific policy-relevant science questions 
which guided each chapter. �e responses to those questions are 
provided here as conclusions to this Technical Report.

Q1: What are the current and potential future natural 
emissions from the Arctic region? (Chapters 3 & 4) 

Natural methane emissions globally result from the following 
sources: wetlands, freshwaters, wild animals, wildfires, termites, 
geological seeps, gas hydrates, and permafrost. While significant 
uncertainty exists in the estimates of emissions from natural 
systems, the relative order of magnitude of annual natural global 
emissions is robust, although top-down estimates based on 
atmospheric observations and modeling are lower than bottom-
up estimates derived by adding estimates of individual natural 
methane-generating processes. 

Current understanding concerning the processes that generate, 
consume, store and release methane in Arctic terrestrial and 
marine systems is summarized in Ch. 3 and 4, and emission 
estimates are developed for the Arctic region based on flux 
measurements, process studies, model simulations, and 
estimates of carbon stores.

For Arctic terrestrial systems, it is clear that tundra regions, 
inclusive of wetland areas, common to the Arctic, are the major 
natural sources of methane emission. Current estimates of 
natural methane emission from Arctic tundra fall in the range 
10–30 Tg CH4/y. Constraining this estimate is limited by key 
uncertainties, namely the limited measurements in time (few 
long-term records, and very limited measurements during 
winter) and in spatial coverage (very few measurement sites). 
Other limitations relate to gaps in understanding the controlling 
biological and physical processes that release methane from 
these ecosystems to the atmosphere. In addition to the terrestrial 
wetland emissions, the freshwaters of the Arctic are estimated 
to contribute as much as 13 Tg CH4/y, yielding total terrestrial 
and freshwater emissions as large as 43 Tg CH4/y. 

Future methane release from Arctic tundra depends on how 
changes in Arctic temperature and precipitation affect the 
controlling processes (leading to a change in methane production 
or consumption) as well as on the extent/magnitude of available 

8  �is chapter does not include references as all results are derived from the underlying chapters and reference therein.
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carbon pools in Arctic soils. It is estimated that 1400–1850 Pg 
of carbon is frozen in Arctic soils (although there is significant 
uncertainty in these estimates). �e potential release of this 
permafrost carbon to the atmosphere is by consequence also 
uncertain. The quantification of this uncertainty is further 
exacerbated by the limited (or non-existent) representation of 
carbon and other biogeochemical cycle processes specific to 
the Arctic region and methane in Earth System models (ESMs). 
Despite these uncertainties, it is reasonable to conclude that 
significant stocks of frozen carbon do exist in permafrost with 
the potential to thaw and decay, releasing methane and/or carbon 
dioxide in a warming Arctic. �e extent of future Arctic terrestrial 
methane release is intrinsically tied to changes in spatial extent of 
wetlands and changes in the rate of wetland methane production. 
Future emissions from Arctic tundra are estimated to increase 
by 50% or more by 2050. 

For Arctic marine systems, it is likely that gas hydrates are 
the largest potential source of marine methane release to the 
atmosphere due to the large amounts of methane contained 
within these deposits. However, many other source types (e.g. 
geological) also contribute. Current methane emissions from 
the Arctic Ocean to the atmosphere are estimated to range from 
as low as 1 Tg CH4/y to as high as 17 Tg CH4/y. �ese emissions 
emanate primarily from shallow waters of the Arctic Ocean, 
since methane release from the deeper seabed is subject to 
significant oxidative loss (i.e. consumption) during the ascent 
through the water column. Future projections of release will 
depend on estimates of the methane stocks in these marine 
reservoirs and the impact of changing temperatures and sea-ice 
coverage on the controlling biological and physical processes. 
While estimates of gas hydrate inventory in the Arctic vary 
widely, a recent estimate put the quantity of carbon frozen in 
gas hydrates at 116 Pg. �is is the basis for estimating a potential 
increase of 1.9 Tg CH4/y in the release of methane into the 
Arctic Ocean over the next 100 years which translates into a 
much smaller release to the atmosphere due to oxidative loss 
as methane rises through the water column. Overall, this is a 
relatively small additional contribution; however this conclusion 
is tempered by significant uncertainty in the understanding of 
marine processes and the magnitude of marine hydrate carbon 
that is potentially vulnerable.

Understanding and quantifying marine methane sources, sinks 
and processes is more limited than for terrestrial systems, and 
so estimated ranges are larger and more uncertain. �e nature, 
distribution and vulnerability of marine methane hydrate 
deposits are poorly understood. �e processes that produce, 
consume and release methane from the ocean floor, through 
the water column, and ultimately to the atmosphere, are diverse 
and inadequately quantified. As a result, the release of methane 
from oceans to the atmosphere is extremely uncertain and the 
associated processes are difficult to model for future projections. 

Regardless of the limitations and uncertainties in characterizing 
Arctic natural (terrestrial and marine) methane emissions, there 
is considerable interest in estimating their impact on global 
and Arctic climate now and in the future. Hence, values up 
to the year 2050 were selected based on the expert judgment 
of the author team. �ese future emissions values represent 
three scenarios judged by the team to characterize the span of 
possible future outcomes for changes in Arctic natural methane 

emissions. The three methane emission scenarios used to 
estimate the climate response are described as ‘low’ (+25 Tg 
CH4/y), ‘high’ (+50 Tg CH4/y), and ‘extreme’ (+100 Tg CH4/y) 
increases to the 202 Tg CH4/y global natural emissions baseline 
by 2050. 

Ideally, the sum of all process-based bottom-up estimates of 
natural emissions should reconcile with emissions estimated 
from the atmospheric budget for methane. Current comparisons 
based on the available albeit limited process-based emission 
estimates and the limited atmospheric observations do show 
the two to be roughly similar indicating progress in estimating 
the magnitudes of these sources, but highlighting that ability to 
constrain natural source emissions values is at an early stage, 
and that further research is required to characterize these 
natural sources, and their extrapolation to the larger Arctic 
region spatial scale. 

Q2: What are the current and potential future anthropogenic 
emissions of Arctic and non-Arctic nations? (Chapter 5)

Chapter 5 summarizes existing inventories and projections 
of future anthropogenic methane emissions at a global scale 
as well as for the Arctic nations. �e chapter focuses on how 
anthropogenic methane emissions in the Arctic nations 
compare to global emissions and the relative importance of 
various emission sectors within the Arctic nations in terms of 
their contribution to current and potential future emissions 
and reduction potentials.

�e evaluation of current (and past) global anthropogenic 
methane emissions is based on review of eight global 
inventories, with a focus on three of the most recent and 
sector-detailed inventories: the USEPA, IIASA (GAINS), and 
the European Commission (EDGAR). Emissions inventories 
are rarely based on direct measurements, and generally rely on 
the use of emissions factors that can differ in range by nation 
and/or sector. Each of the approaches leads to different levels 
of uncertainty. �ere is noticeable and important year-to-year 
variability in the reporting of methane emissions. Despite the 
fact that most estimates of total global emissions agree within 
a narrow range of values, there is important uncertainty among 
the various sectoral estimates, suggesting that inventories may 
not be as good as the agreement in the overall totals suggest. 
The most recent estimates for which multiple, detailed, 
sector-specific data are available are for 2005. �is provides 
an estimate of global anthropogenic emissions in the range 
of 319 to 346 Tg CH4/y. Currently the eight Arctic nations 
release about a fi�h of global anthropogenic methane emissions, 
or about 66 Tg CH4/y, although not all of these are emitted 
above 60°N. The emissions are attributed (in descending 
order) to fossil fuel production, transmission and distribution; 
agriculture; and waste/wastewater sectors.

�e projections of future anthropogenic methane emission 
are based on assumptions about future developments in major 
socio-economic sectors and assumptions about the nature and 
extent of future climate policies. For the Arctic nations, it is 
estimated that maximum feasible reductions (based on the 
IIASA GAINS derived estimates of maximum technically 
achievable reductions with no consideration of economic 
cost – MFR) could result in emissions that are 63% below 
currently legislated emissions (CLE), or about one quarter of 
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the entire global technical reduction potential estimated for 
anthropogenic methane in 2030. �e largest technical abatement 
potentials for Arctic nations are found from oil and gas systems, 
specifically reduced venting of waste gas primarily associated 
with oil extraction and management of unintended leakage 
during oil and gas production, transmission and distribution. 
As a single world region, the eight Arctic nations emit more 
anthropogenic methane and have a larger technical abatement 
potential, than any other major world region.

Q3: Are the current monitoring activities (of atmospheric 
concentrations and fluxes) sufficient to capture anticipated 
source changes? (Chapters 6 & 7)

Chapter 6 presents the first pan-Arctic synthesis of long-term 
atmospheric methane concentrations. Chapter 7 applies these 
observations using atmospheric inverse modeling techniques 
to estimate emissions and sources of methane, with a specific 
focus on wetland sources. 

Over the past five to six years the number of surface monitoring 
sites for methane has increased in the Arctic. This report 
includes data from eighteen long-term Arctic and sub-Arctic 
sites which are now (or recently have been) in operation, 
and for which the data are accessible and of known quality. 
Only a handful of these sites span time periods back to the 
mid-1980s, and most extend back only about ten years. With 
these observations, it is now possible to undertake analyses 
directed towards characterizing interannual variability, as well 
as seasonal and diurnal patterns. �is report is the first time 
that these Arctic methane observations have been compiled in 
an integrated pan-Arctic analysis; consequently, the results are 
preliminary and the focus is on presenting the temporal patterns 
(trends and variability). �e authors were unable to conduct 
an in-depth analysis of the spatial adequacy of the current 
observations to detect changes in atmospheric concentrations 
resulting from human activities or climate change within the 
timeframe of this study.

Overall, the trends in Arctic atmospheric concentrations of 
methane mirror the global trends. In winter, Arctic sites are 
strongly influenced by transport from mid-latitude source 
regions. During the warmer summer period there is much 
more day-to-day variability, which is indicative of near surface 
source influences attributed to wetlands. Methane isotopic data 
provide additional confirmation that the higher atmospheric 
concentrations observed during summer can be attributed to 
wetland sources, and during winter to regional fossil fuel sources.

It is anticipated that Arctic terrestrial ecosystems will undergo 
significant changes as warming continues. The positive 
(warming) feedback from such changes may be large, although 
to date, no significant changes in Arctic atmospheric methane 
concentrations related to natural sources have been detected 
by the observational network. Given the large year-to-year 
variability in the Arctic and the relatively short methane 
observational record, with only three Arctic measurement sites 
having records of 30 years or more, it is not possible to detect 
an atmospheric signal (i.e. change in atmospheric methane 
concentrations) related to long-term changes in natural sources 
such as wetlands, permafrost or marine environments that 
may be associated with climate change. As these observational 
records continue and atmospheric transport modeling capability 

continues to evolve, a detailed assessment of the adequacy of the 
observational network to detect future atmospheric change and 
to support the characterization of sources could be undertaken. 

Continuation of the existing long-term observational network, as 
well as evaluating the adequacy of spatial and temporal coverage 
of Arctic atmospheric methane measurements will be essential to 
improve ability to assess the overall impact of changes in regional 
and global methane sources and to detect corresponding changes 
in the atmospheric concentrations of methane. 

The integration of surface observations with atmospheric 
transport modeling, through the use of atmospheric inverse 
modeling techniques, has demonstrated the usefulness of 
the existing observations in providing an alternate approach 
to estimating methane emissions. Arctic region natural and 
anthropogenic emission estimates from atmospheric inverse 
modeling studies agree reasonably well over the period 2000–
2010 suggesting total emissions of 25 Tg CH4/y. �e atmospheric 
concentrations of methane provide an upper bound or envelope 
for estimating source contributions. �is suggests that the higher 
estimates for natural emissions are unlikely.

Methane-related biogeochemical processes, including those 
in wetlands, are being progressively included in ESMs. �is 
includes the capability to dynamically simulate the spatial extent 
of wetlands and the corresponding methane emissions based on 
wetland sub-modules of terrestrial ecosystem models. Process 
model estimates of methane emissions from wetlands were 
systematically compared with global atmospheric observations 
using atmospheric inverse modeling approaches. �e process-
based models appear to overestimate the natural source strength 
globally and for the Arctic region, in so far as the specification of 
anthropogenic methane emissions in inverse modeling studies 
is realistic. Models generally appear to capture the latitudinal 
and seasonal patterns expected according to the observations. 
Expanded observational coverage and increased length of 
data records, will have the dual contribution of improving 
quantification of the current emissions, but also in providing 
the opportunities to assess the performance of the ESMs used 
to project climate change and the future behavior of various 
biogeochemical processes.

Q4: What is the historical and future Arctic climate response 
to changes in methane emissions, from Arctic and from 
global sources? (Chapter 8)

Chapter 8 presents model-based projections of the impacts of 
future change in methane emissions, both from anthropogenic 
and natural sources, on concentrations of atmospheric methane 
and climate globally and for the Arctic region. 

Results from 26 model simulations using three different ESMs 
indicate that global implementation of available maximum 
technically feasible reductions in global anthropogenic methane 
emissions (the MFR scenario, relative to the CLE scenario) 
would reduce the future average warming of global climate 
by 0.2°C for the 2036–2050 period (including corresponding 
contributions from ozone and stratospheric water vapor). For 
the Arctic region, the ESM results show larger air temperature 
responses related to this methane mitigation, but also greater 
variability. The three model simulations undertaken for 
this analysis estimate a reduction in annual mean warming 
in the range 0.26–0.40°C for the Arctic region. Given the 
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large variability in the Arctic climate response to changes in 
methane emission (Fig. 8.4), additional simulation of the rather 
unrealistic implementation of MFR by the eight Arctic nations 
only was not undertaken, but simple scaling of the global 
response suggests it would reduce warming, both global and 
Arctic, on the order of one tenth of a degree. However, this does 
not imply that such measures by the Arctic nations would not be 
important as a part of climate change policies. It should also be 
noted that more recent emission scenarios (e.g. ECLIPSE 2014) 
and implications of various energy scenarios or behavioral 
changes, suggest that the estimate of reductions in warming 
in the present report may be conservative.

Over a similar time period (to 2050), Arctic warming driven 
by all climate forcers, primarily carbon dioxide, can potentially 
increase natural emissions from terrestrial and marine 
ecosystems. �e maximum technically feasible (MFR) emission 
reduction scenario for the eight Arctic nations, which reduces 
anthropogenic emissions by 43 Tg CH4/y by 2050, is comparable 
to the magnitude of the potential increase by 50 Tg CH4/y in 
natural emissions in the ‘high’ scenario due to climate warming. 
As ESMs progressively include methane-related biogeochemical 
processes it will be possible to gain a better understanding of 
the effect of climate warming on methane-related feedbacks 
and to quantify the effect of mitigating anthropogenic methane 
emissions in a consistent framework. 

It is well recognized that the location of black carbon emissions, 
another short-lived climate forcing agent, is relevant to 
determining its impact on Arctic climate. While commonly 
accepted that geographic location of emissions of longer-
lived atmospheric species such as methane are not relevant, a 
limited investigation of this issue was undertaken. �e analysis 
indicates that although there are latitudinal gradients in 
methane distribution, drastic changes in the spatial distribution 
of methane emissions will not significantly affect the global-
mean concentration of methane, and need not be a major 
consideration in mitigation strategies.

Q5: What are the uncertainties in understanding the Arctic 
climate response to methane? (Various chapters)

Uncertainty was a cross-cutting theme through all chapters 
and is summarized here. �e climate response to methane is 
influenced by the breadth of spatial scales across source types and 
atmospheric transport distances, as well as by the breadth of time 
scales from seasonal variability in emission sources to the near 
decadal atmospheric lifetime of methane and related warming 
impact. Uncertainty exists in all aspects, from mechanistic or 
process understanding, to observational and monitoring data, 
to models and model results, and includes application of expert 
judgment. �e multiple layers of uncertainty make it difficult 
to precisely quantify the Arctic climate response to changing 
methane emissions. In light of this, uncertainties are discussed 
below as a basis for the subsequent recommendations to improve 
scientific confidence in both estimating the Arctic climate 
response to methane, and in tracking the atmospheric response 
to changing methane emissions over time.

Atmospheric monitoring: For methane, standardized 
protocols exist for atmospheric monitoring of greenhouse gases 
as established by the World Meteorological Organization Global 
Atmosphere Watch (WMO-GAW) program, and the resulting 

values for a given site can be specified with great precision and 
accuracy. Uncertainty in observations generally arises as short-
term, site-specific results are scaled up to be representative of 
larger areas and longer time periods. 

Ecosystem processes: Our uncertainty in understanding 
processes can be grouped into areas that are thought to be 
generally and widely understood, processes that may be well 
understood in limited areas, processes that are thought to 
be poorly understood and processes that are not recognized 
or appreciated (the unknown unknowns). The ecological, 
biological and physical processes that control Arctic systems 
and the response of those systems to change range in scales from 
molecular to landscape, regional and global. A major source 
of uncertainty results from the scaling of small-scale or point 
measurements and related understanding of the underlying 
processes, to the larger regional and global scales of the climate 
response to changing atmospheric methane concentrations. 

Modeling: Uncertainty in model projections is associated with 
the capability of a model to represent the variability associated 
with the natural Earth system (Internal variability); the ability to 
represent the biological, chemical and physical processes within 
the atmosphere, oceans and biosphere based on imperfect 
understanding of those processes (Model uncertainty); and 
the socio-economic story lines that describe various futures 
and related emission pathways that are used to ‘force’ ESMs 
(Scenario uncertainty). Socio-economic assumptions are 
generally thought to represent the largest source of uncertainty 
in future emission projections and becomes more important as 
the time perspective of the simulation increases.

9.2  Recommendations for research 
and monitoring

Each chapter of this report made detailed recommendations 
for research and monitoring that warrant attention specific to 
the challenge of estimating the impact of methane on Arctic 
climate, and detecting that impact in the atmosphere. �e 
recommendations are summarized as follows.

9.2.1 Natural emissions

Maintain and expand existing methane flux time series 
measurements in order to improve understanding of the 
terrestrial ecosystem processes that control methane emissions 
and so improve their representation in ecosystem models. In 
particular: increase flux measurements during winter, add 
more sites in representative ecosystems/areas, and expand 
efforts to better characterize (especially in terms of carbon 
contents) Arctic soils, sediments and water bodies so that 
emerging process understanding can be better extrapolated 
across the Arctic region. Addressing these recommendations 
requires an overall enhancement of Arctic research and 
monitoring infrastructure to make measurements possible in 
all seasons and across challenging Arctic locales. 

Continue and significantly enhance current efforts to 
characterize the distribution, extent and stability of methane 
hydrates as well as to understand the processes associated 
with ocean methane production, consumption, transport, and 
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release in order to improve the understanding and representation 
of marine methane emissions. Likewise, further investigate 
sources in subsea permafrost areas and the effect of sea-ice 
decline. Recognizing the obvious difficulty in monitoring natural 
marine source contributions to the atmosphere (e.g. using ship-
board platforms), there is a need to develop new techniques to 
determine the sea-to-air flux of methane. In addition, extensive 
analysis of high-resolution paleo records would put current and 
projected future releases into context. Apply the newly obtained 
knowledge in process-based models to better assess current and 
future methane release from the Arctic Ocean. 

9.2.2 Anthropogenic emissions

Undertake additional direct or on-site source measurements 
(at scales that support extrapolation), harmonize development 
and application of emission factors internationally, and 
improve the temporal (interannual) resolution of reported 
emissions in order to improve estimation of anthropogenic 
methane emissions. Subsequent assessment efforts should focus 
on fugitive emissions from all aspects of oil and gas systems 
from exploration through production and distribution. 

9.2.3 Observations and inverse modeling

Continue existing long-term monitoring sites on decadal 
timeframes, and make all data consistent and accessible 
through international data archives, addressing obvious 
large spatial gaps. This is essential in order to assess the 
overall impact of regional and global, and anthropogenic and 
natural, source influences on atmospheric concentrations, and 
the related Arctic climate response. �e existing observations 
support preliminary investigation of the spatial adequacy of 
observations for detecting changes in natural and anthropogenic 
sources as reflected by atmospheric concentrations of methane, 
and it is recommended this work be done to guide the ongoing 
network design and optimization.

Continue efforts to reconcile top-down and bottom-up 
estimates, which include improvements related to surface 
observations, anthropogenic inventories and characterization 
of natural source processes; total column measurements; and 
improved atmospheric transport models particularly regarding 
their spatial resolution. 

9.2.4 Earth system modeling

Continue and enhance ongoing efforts to improve the 
representation of Arctic specific land-surface processes and 
atmospheric chemistry processes related to methane in ESMs 
in order to improve the representation of regional Arctic climate 
and methane-related feedbacks. Arctic-specific processes 
include representation of shrubs, their expansion in response to 
climate warming, permafrost and wetlands. Processes required 
for modelling the atmospheric concentration of methane as 
a dynamic variable require wildfires and wetlands, the soil 
sink of methane, the ocean-atmosphere methane flux, and 
atmospheric chemistry processes. �e atmospheric chemistry 
processes include the linkages between methane and ozone, 
representation of the OH–methane sink and the ozone and 
water vapor radiative forcing contributions. 

9.3 Final comments

�is report contributes to the growing number of studies 
focused specifically on the Arctic climate response to short-
lived climate forcing agents, confirming the relevance of Arctic 
nations and global action on methane to Arctic climate. In 
summary, the Arctic is both a region sensitive to climate change 
and an important source of natural methane emissions. At this 
time, there is insufficient scientific understanding and data to 
provide a precise quantitative estimate of the Arctic climate 
response to changing emissions of the Arctic nations. However, 
it is clear that global action to reduce anthropogenic emissions 
of methane would reduce the magnitude of anticipated 
warming in the Arctic. More specifically, in response to the 
two overarching questions posed as the basis for this report:

What is the potential benefit, in terms of reduced Arctic warming, 
of methane emissions mitigation by Arctic nations? Examining 
scenarios with a focus on methane only, indicates that global 
anthropogenic methane emissions mitigation would reduce 
Arctic warming by a few tenths of a degree. Simple scaling of 
the global response suggests that implementation of maximum 
technically feasible reduction by Arctic nations only, according 
to the scenarios analyzed in this report, would reduce warming 
by less than one tenth of a degree. Methane-specific mitigation 
actions, if implemented globally, would contribute to addressing 
global and Arctic region warming, and correspond to about 
10–15% of the global average warming expected over the 
2006–2050 period due to all climate forcers (carbon dioxide, 
methane, nitrous oxides, hydrofluorocarbons and aerosols) 
in a future where there is no additional mitigation, as in the 
business-as-usual RCP8.5 scenario. 

How does the magnitude of potential emission reductions from 
anthropogenic sources compare to potential changes in methane 
emissions from natural sources in the Arctic? Given the large 
uncertainty in estimates of current and potential future natural 
sources, absolute conclusions are not possible. Changes in 
natural emissions will depend upon how climate continues to 
change. Mitigation of anthropogenic methane, as a complement 
to action on carbon dioxide, will contribute to reducing the 
potential for increased release of methane from natural sources 
related to a warming climate. �e maximum feasible emission 
reductions globally in year 2050 (MFR scenario) result in 
reductions in atmospheric methane concentration which are 
roughly comparable to the increase projected in the ‘extreme’ 
natural emissions scenario. 

It must be noted that climate warming over the near and 
longer term will continue to be driven primarily by increases in 
atmospheric concentrations of carbon dioxide. Correspondingly, 
the capacity to mitigate greenhouse-gas driven warming will 
require efforts on all fronts and methane mitigation has a clear 
contribution to make in this effort. 
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Annex: Modeling the climate response – A summary

A: T K. B, M G

A1 Introduction

�is Annex is a common contribution to the AMAP assessments 
on methane (the present report) and black carbon and ozone 
(AMAP 2015) and has been produced to facilitate an integrated 
understanding of the separate climate modelling exercises 
undertaken by the two AMAP expert groups on short-lived 
climate forcers (SLCFs).

�e objective for modeling studies in the two expert groups 
has been to quantify the potential reduction in global and 
Arctic warming by mitigation of methane (CH4), black carbon 
(BC) or non-methane ozone precursors (nmOP). �e nmOP 
include nitrogen oxides (NOX), carbon monoxide (CO) and 
non-methane volatile organic carbons (nmVOC).

To address this objective, the two expert groups chose different 
modeling strategies due to the different nature of methane 
versus BC/nmOP. Although these species are commonly 
referred to as short-lived climate forcers it is important to 
distinguish two different interpretations of the term ‘short-lived’.

1. Short-lived in the sense that the residence time is shorter 
than the typical mixing time in the atmosphere on a 
hemispheric scale (i.e. shorter than about one month). 
Only BC/nmOP is short-lived in this context. With 
this short lifetime, the location and seasonal cycle of 
emissions can have direct effect on the climate response 
in the Arctic, so that sources and regions must be treated 
individually. �ese compounds are denoted here as very-
SLCFs (VSLCF). 

2. Short-lived in the sense that the residence time is shorter 
than for typical long-lived greenhouse gases (such 
as carbon dioxide, CO2; nitrous oxide, N2O; or sulfur 
hexafluoride, SF6) and that the compound is amenable 
to mitigation for which a climate response would be 
evident in the near term (decades). Both methane and 
BC/nmOP are short-lived in this context. 

A2 Modeling approach

Coupled chemistry-climate models (CCMs) are now available, 
so the ideal approach for estimating the effect of reductions in 
both methane and BC/OP emissions would be through fully 
coupled transient CCM simulations. However, for BC/nmOP 
emissions (including co-emitted species like organic carbon, OC, 
and sulfur dioxide, SO2) this is not feasible due to the very small 
forcing signals from individual regions/sources, which would 
require extremely long simulations (or a very high number of 
ensembles) to obtain a statistically robust result for the climate 
response. In the case of methane, due its relatively long lifetime 
(about nine years) and thus its relatively small spatial variability 
in the atmosphere, it is common in climate models to prescribe 
concentrations rather than emissions. For the AMAP methane 

assessment, methane concentrations were calculated with a box 
model and a chemical transport model (CTM), and then used in 
Earth System Models (ESMs) to calculate the climate response. 

A2.1 VSLCFs

In the black carbon and ozone assessment the main outcome of 
the modelling simulations is a quantification of the contribution 
to Arctic equilibrium warming by current emissions from 
seven regions, six emission sectors, and by the components BC, 
OC, SO2  , and nmOP. From each experiment and model the 
zonally average radiative forcings in broad latitude bands 
were diagnosed. To obtain an estimate of the Arctic surface 
air temperature response, the AMAP BC/O3 Expert Group used 
regional temperature potentials (RTPs) pre-calculated by the 
Goddard Institute for Space Studies Earth System Model (GISS 
ESM, Shindell and Faluvegi 2010). RTPs relate equilibrium 
regional temperature response to radiative forcing in different 
latitude bands and thus offer an efficient way to obtain regional 
temperature change for a multitude of scenarios.

In parallel to the modeling efforts of the AMAP expert groups, the 
EU-project ECLIPSE has undertaken similar modeling efforts. 
ECLIPSE developed and used a global mitigation scenario with 
focus on optimal BC/nmOP reductions, including all regions 
and sectors. For this global scenario, transient CCM simulations 
were performed, and some results are reported in the AMAP 
assessment on black carbon and ozone (AMAP 2015: Sect. 11.5).

A2.2 SLCFs

For methane the reductions in emissions from all regions 
and sectors were considered together since the location 
and annual cycle of the emissions are of minor importance. 
In addition, since the radiative forcing due to reduction in 
methane emissions is greater than that for other SLCFs, fewer 
experiments were needed. Transient simulations performed 
with three different ESMs (see Sect. 8.3) were used to calculate 
the climate response to reductions in anthropogenic methane 
emissions, averaged over the 2036–2050 period, with respect to 
the 2006–2010 period. Methane emissions from the ECLIPSE 
2012 data set were used (see Fig. 5.9 and Table 8.1), as this was 
the most recent version at the time.

A3 Summary of main results

Table A1 provides a summary of the potential for reduced 
warming in the Arctic (and globally) around year 2050 if 
emissions of SLCFs are reduced according to the mitigation 
scenario established within the ECLIPSE project. �e numbers 
given are from the AMAP Expert Groups, and from the 
ECLIPSE project (see Sect. A4.2).
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A4  Results from the Expert Group on 
Black Carbon and Ozone

To identify the mitigation potential for BC/nmOP, for 
combinations of regions and sectors, the individual 
contributions by current emissions to equilibrium Arctic 
warming were calculated first (Fig. A1). In absolute terms, 
emissions from domestic combustion (e.g. heating, cooking, 
waste burning – with BC as the main component) make the 
largest contribution. �e impact of nmOP is relatively small. 

While the results shown in Fig. A1 provide a tool to identify 
the potential for impact on Arctic temperature from mitigation 
by region and sector, the results in Fig. A2 provide a basis for 
estimating the Arctic temperature response for any given 
combination of compounds, regions and sectors. �e numbers 
in Fig. A2 also provide the basis for estimating cost-efficacy if 
the cost for each source is known.  

A4.1 Ozone

Ozone is a secondary gas formed through oxidation of 
methane, nmVOC, CO and NOX in the presence of sunlight. 
For the assessment on black carbon and ozone (AMAP 2015), 

model simulations were performed where the emissions of the 
three ozone precursors NOX, CO and nmVOC were removed 
simultaneously. Methane concentrations were kept constant 
at the 2010 level in all simulations. With this model set-up 
it was possible to estimate the effect on Arctic temperture 
from these ozone procursors combined, but not their 
individual contributions. �e CTMs were used to calculate 
concentration changes and radiative forcings. Emissions of 
NOX, CO and nmVOCs do not only change ozone, but also 
the oxidizing capacity of the atmosphere and thus impact 
methane concentrations. RTPs were applied to estimate the 
impact on Arctic temperature as shown in Fig. A3, giving a 
net Arctic warming of about 0.05°C. Note that the net impact 
of the ozone precursors (NOX, CO and nmVOCs) is much 
lower than the impact of aerosols (BC, OC, and SO4) (Fig. A2).  

Increased methane emissions also lead to increased ozone 
formation. Neither of the AMAP expert groups performed 
model simulations to quantify the Arctic warming that is 
due only to changes in ozone concentration associated with 
increases in anthropogenic methane emissions. To derive 
an estimate of this effect, simulations of ozone changes due 
to current anthropogenic emissions of all ozone precursors 
(NOX, CO, nmVOC and methane) were used in the ACCMIP 

Table A1 Summary of ESM and RTP-based modelling estimates of the potential reduction in Arctic (and global) warming around 2050a, by mitigation 
of SLCFs.

a�e model results and RTP-based values in this table are given as multi-year averages, representative for the 2040s; bwith respect to present day; cresults 
from ECHAM (an ESM used in the assessment on black carbon and ozone, see AMAP 2015) are for BC, OC and SO4 only; ECHAM does not include 
the impact of BC on snow; dCollins et al. (2013, their figure 12.5).

Predicted total warmingb Reduction potential by mitigation of SLCF emissions 

Arctic About 2°C Net of all SLCFs

°C Model 

0.40 RTP-based

0.29 ECLIPSE, CESM-CAM5

0.42 ECLIPSE, NorESM

0.54 ECLIPSE, CESM-CAM4

0.49 ECLIPSE, HadGCM

Non-methane only Methane only

°C Model °C Model 

0.23 RTP-based 0.40±0.14 CanESM2, RCP6.0

0.14 ECLIPSE, ECHAMc 0.35±0.17 CanESM2, RCP8.5

0.26±0.26 CESM1, RCP6.0

0.33±0.25 CESM1, RCP8.5

0.33±0.14 NorESM, RCP6.0

0.17 RTP-based

Global About 0.7–1.5°Cd Net of all SLCFs Methane only

°C Model °C Model

-0.05 ECLIPSE, CESM-CAM5 0.27±0.07 CanESM2, RCP6.0

0.20 ECLIPSE, NorESM 0.26±0.04 CanESM2, RCP8.5

0.22 ECLIPSE, CESM-CAM4 0.10±0.05 CESM1, RCP6.0

0.29 ECLIPSE, HadGCM 0.15±0.06 CESM1, RCP8.5

0.22±0.04 NorESM, RCP6.0
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experiment (Lamarque et al. 2013). Calculating the radiative 
forcing and using the RTP approach, resulted in an estimated 
total Arctic warming by these emissions of 0.12°C. Assuming 
that the difference can be assigned to ozone produced from 
methane, it may be concluded that ozone produced by current 
methane oxidation gives an equilibrium Arctic warming 
of about 0.07°C. �is crude estimate neglects non-linear 
chemical effects and has substantial uncertainty through the 
RTP coefficients for ozone which have only been calculated 
by one model (GISS) so far. 

A4.2  Results from the ECLIPSE transient 
simulations

Within the ECLIPSE project a future emission mitigation 
scenario of SLCFs has been established, taking into account 
that mitigation of compounds (e.g. BC) that lead to warming 
will, to a certain extent, also reduce emissions of cooling 
compounds (co-emitted species). �e scenario assumes that for 
all sources the emission reductions are phased in linearly over 
15 years (2015–2030), and kept constant a�er that. �e scenario 
includes mitigation of all SLCFs, including methane, OC and 
SO2. It should be noted that the total emission reductions in 
this scenario are quite high. By 2050, according to version 5 
of the ECLIPSE data set (in the present report referred to as 
‘ECLIPSE 2014’), the maximum technically feasible reductions 
with respect to the CLE (Current LEgislation) scenario are 76% 
or 4.7 Tg/y (BC), 54% or 285 Tg/y (CH4), 48% or 270 Tg/y 
(CO) and 63% or 79 Tg/y for VOC. For OC the reduction is 
71% (9.8 Tg/y), while for SO2 it is only 1%.  

Transient model simulations for the period 2015–2050 have 
been performed with four ESMs. �e response to the SLCF 

Fig. A3 Arctic equilibrium surface temperature response due to the net 
impact of emission of ozone (O3) precursors in the Oslo-CTM model. �e 
temperature changes were derived by translating the radiative forcings with 
the use of climate sensitivity parameters.

Fig. A1 Arctic equilibrium surface temperature response due to direct 
forcing by black carbon (BC), organic carbon (OC), sulfate (SO4) and 
ozone (O3) averaged over the models CESM, NorESM, SMHI-MATCH 
and Oslo-CTM. Each bar represents the different emission sectors for each 
source region specified on the X-axis. �e sectors for each emission region 
are 1) Domestic, 2) Energy+Industry+Waste, 3) Transport, 4) Agricultural 
waste burning, 5) Forest fires and, 6) Flaring. �e temperature changes 
were derived by translating the radiative forcings with the use of climate 
sensitivity parameters.

Fig. A2 Arctic equilibrium surface temperature response per emissions 
due to direct forcing of black carbon (BC), BC in snow, organic carbon 
(OC) and sulfate (SO4) (in (°C (Tg/y)-1) averaged over the models CESM, 
NorESM, SMHI-MATCH and Oslo-CTM. �e sectors for each emission 
region are (from le� to right): 1) Domestic, 2) Energy+Industry+Waste, 
3) Transport, 4) Agricultural waste burning, 5) Forest fires and, 6) Flaring. 
�e temperature changes were derived by translating the radiative forcings 
with the use of climate sensitivity parameters.
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mitigation scenario mentioned above can also be estimated 
with an RTP-based approach using the climate sensitivities 
given in Fig. A2 (and from the literature for NOX, CO, nmVOC 
and methane). Table A2 summarizes the net global and Arctic 
responses (averaged over the period 2041–2050) for the ESMs 
and for the RTP-based method. 

The forcing and responses given in Table A2 are for the 
combined effect of mitigation of all SLFCs. Without additional 
costly simulations it is not possible to attribute the impacts 
to individual components. However, this can be done using 
the more simple RTP-based approach (Shindell and Faluvegi 
2010) described in Section A2.1. Using the Arctic RTPs for 
the aerosols (BC, OC, and SO4) from Fig. A2, and RTPs for 
the ozone precursors (including methane) from Collins et al. 
(2013) it was possible to calculate the transient response to 
the mitigation scenario. For the 2040–2050 period, methane 
mitigation accounts for 42% of the signal in the reduced Arctic 
surface warming. Figure A4 shows the contributions from the 
different components as a function of time using the RTP-
based method. 

A5  Results from the Expert Group 
on Methane

The Expert Group on Methane used emissions from the 
ECLIPSE 2012 data set (see Fig. 5.9 and Table 8.1) to calculate 
the effect of methane emissions mitigation on surface air 
temperature. It was possible to calculate the effect of methane 
in isolation from other SLCFs because the methane mitigation 
measures considered in the ECLIPSE scenario do not affect the 
emissions of other species to a significant degree. �e methane 
emissions mitigation potential by year 2050 in this version 
amounts to 205 Tg CH4/y, compared to year 2005. �is is lower 
than in the more recent ECLIPSE 2014 data set (285 Tg CH4/y, 
Fig. 5.9), which was used by the Expert Group on Black Carbon 
and Ozone. �e reason why ECLIPSE 2012 was used in the 

present assessment is because this was the most recent data 
set at the time the model calculations began. 

Three different ESMs (CanESM2, CESM1, NorESM) were 
used to calculate the climate response to maximum technically 
feasible reductions (MFR) in anthropogenic methane emissions. 
�e climate response was calculated over the period 2036–
2050 as the difference between simulations that used methane 
concentrations corresponding to the MFR scenario and 
simulations that used concentrations corresponding to the 
CLE scenario. In the CLE scenario, the anthropogenic methane 
emissions continue to increase as the current state of technology 
prevails and any further emission reductions are limited to 
those prescribed by currently adopted legislation.

Since the ECLIPSE 2012 data did not contain all climate gases 
that are needed to run the ESMs, some components (notably 
CO2) were taken from the RCP (representative concentration 
pathways) scenarios used by the Intergovernmental Panel on 
Climate Change in its Fi�h Assessment (IPCC AR5). �is 
approach of blending ECLIPSE and RCP data is explained in 
Box 8.3. It is important to note that methane emissions used in 
the present calculation were derived solely from the MFR and 
CLE scenarios of the ECLIPSE data set. Methane data from the 
RCP scenarios were not used. 

The methane concentrations corresponding to the two 
emissions scenarios (MFR and CLE) were obtained using two 
approaches:

Fig. A4 RTP-based estimate of reduced warming in the Arctic in response 
to ECLIPSE mitigation scenario. 

Table A2 Effects of maximum technically feasible reduction in all SLCF 
emissions on ensemble-mean climate states, averaged over 2041–2050, 
following the ECLIPSE version 5 scenario. Changes significant at p=0.05 
are shown in bold.

�e MITIGATE scenario assumes the full implementation of a portfolio of 
SLCF measures by 2030 and 2050 designed to achieve large reductions in 
temperature response in the short term at the global scale. �e BASELINE 
scenario includes all presently agreed legislation and adopted policies 
affecting air pollutant emissions (see Ch. 5 in AMAP 2015).

Model Reduction 
in surface air 

temperature, °C

Increase in sea-
ice area, km2

Global CESM-CAM5 -0.05 8.8×104

NorESM 0.20 4.4×105

CESM-CAM4 0.22 5.0×105

HadGEM 0.29 9.5×105

Arctic 
(60–90°N)

CESM-CAM5 0.29 1.6×105

NorESM 0.42 2.3×105

CESM-CAM4 0.54 2.8×105

HadGEM 0.49 2.9×105

RTP-based 0.40
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1. A one-box model of atmospheric methane calculated 
annually-averaged global-mean concentrations of 
methane and these were used by CanESM2 and CESM1.

2. A chemical transport model calculated monthly-
averaged 3-D fields of methane and ozone concentration 
and these were used by NorESM.

Table A3 summarizes the temperature reduction due to maximum 
technically feasible reduction in anthropogenic emissions of 
methane, averaged over the Arctic region and globally, based on 
26 simulations. Averaging over the results of all models generates 
a reduction in global-mean temperature of 0.20°C. �e models 
calculate Arctic temperature reductions of between 0.26 and 
0.40°C, which compares well with the ECLIPSE results. Given 
the different capabilities of the ESMs, the effects of ozone and 
stratospheric water vapor due to changes in methane emissions 
are not included in all models. However, the effects of ozone 
and stratospheric water vapor are accounted for through scaling 
methods, although only for the global mean values. �e distribution 
of regional climate response is more complex to calculate and 
depends on the climate forcer (e.g. Shindell 2007). As methane-
induced changes in ozone and stratospheric water vapor are not 
evenly distributed (see Sect. 8.3.2.2), the Arctic climate response 
(north of 60°N) should not be multiplied by scaling factors derived 
on the basis of global-mean radiative forcing values.

As seen in Table A3, the spread of calculated reductions for the 
Arctic is considerable and reflects the uncertainty in modelling 
climate response over small regions, especially in the Arctic given 
its inherent climatic variability. �is uncertainty should also be 
kept in mind when estimating temperature change based on RTPs 
used above, which are derived from one model only (GISS ESM).

Table A3 Summary of results for the reduction in global warming for the 2036–2050 period, due to maximum technically feasible reduction in anthropogenic 
methane emissions, diagnosed as the difference in surface air temperature between the MFR and CLE scenarios, averaged either globally or over the 
Arctic region. (�is table corresponds to Table 8.3 but with the RTP-based result added for comparison.)

‘Background scenario’ refers to the scenario according to which non-methane climate forcers (e.g. CO2) were specified. ∆T is the result from the ESM 
simulations, while ∆TO3, H2O takes into account the effects of changes in ozone and stratospheric water vapor due to changes in methane emissions. �e 
ratio between ∆TO3, H2O and ∆T depends on the ESM and is calculated based on numbers of radiative forcing given by IPCC AR5 (Myhre et al. 2013), 
as described in Box 8.4.
a�e error bar of ±0.02°C is the statistical uncertainty of the mean over the five model simulations. It is not representative of the level of scientific 
understanding, as it does not take into account any systematic errors in the models (model biases, missing processes, etc.) or uncertainties in the emission 
estimates.

Model Background scenario Reduction in warming simulated 
by the model (∆T), °C

Reduction in warming after taking into 
account the associated changes in ozone and 

stratospheric water vapor (∆TO3,H2O), °C

Global Arctic Global

CanESM2 RCP6.0 0.18±0.05 0.40±0.14 0.27±0.07

RCP8.5 0.18±0.03 0.35±0.17 0.26±0.04

CESM1 RCP6.0 0.07±0.04 0.26±0.26 0.10±0.05

RCP8.5 0.11±0.05 0.33±0.25 0.15±0.06

NorESM RCP6.0 0.20±0.03 0.33±0.14 0.22±0.04

Mean - - 0.20±0.02a

RTP-based 0.17
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Acronyms and abbreviations

CH4 Atmospheric methane lifetime

δ 13CCH4 Methane isotope, carbon isotope of methane

ACCMIP Atmospheric Chemistry Climate Model 
Intercomparison Project

AIM Asia-Pacific Integrated Model

AMAP Arctic Monitoring and Assessment Programme

AR5 The Fifth Assessment Report (of the IPCC)

CanESM2 Canadian Earth System Model

CARVE Carbon in Arctic Reservoirs Vulnerability 
Experiment (NASA)

CESM1 Community Earth System Model CESM1-CAM5

CH4 Methane

CIE Carbon Isotope Excursion

CLE Current LEgislation scenario

CMIP5 Phase 5 of the coupled model intercomparison 
project

CO Carbon monoxide

CO2 Carbon dioxide 

CO2eq Carbon dioxide equivalent

CTM Chemistry Transport Model

EC-JRC European Commission - Joint Research Centre

EDGAR Emissions Database for Global Atmospheric 
Research (EC-JRC)

ESAS East Siberian Arctic Shelf

ESM Earth System Model

GAINS Greenhouse gas and Air pollutant Interactions and 
Synergies model (IIASA)

GAW Global Atmosphere Watch program (of the WMO)

GCAM Global Change Assessment Model

GHSZ Gas hydrate stability zone

IAM Integrated Assessment Model

IEA International Energy Agency

IIASA International Institute for Applied Systems Analysis 
(Austria)

IMAGE Integrated Model to Assess the Greenhouse Effect 
(PBL)

INSTAAR Institute of Arctic and Alpine Research

IPCC Intergovernmental Panel on Climate Change

LST Local standard time

MACC Marginal abatement cost curve

MESSAGE Model of Energy Supply Systems and the General 
Environmental Impacts (IIASA)

MFR Maximum technically Feasible Reductions scenario

N2 Molecular nitrogen

N2O Nitrous oxide

nmOP Non-methane ozone precursors

nmVOC Non-methane volatile organic compound

NO Nitrogen monoxide

NO2 Nitrogen dioxide

NOAA National Oceanic and Atmospheric Administration 
(US)

NorESM Norwegian Earth System Model

NOx Nitrogen oxides

O(1D) Excited atomic oxygen 

O2 Molecular oxygen

O3 Ozone

OH Hydroxyl radical

PBL Environmental Assessment Agency (Netherlands)

ppb Parts per billion, 109

RCP Representative Concentration Pathway (IPCC)

RHUL Royal Holloway, University of London

SLCF Short-lived climate forcer

SOM Soil organic matter

TF-HTAP Task Force on Hemispheric Transport of Air 
Pollution

UNFCCC United Nations Framework Convention on Climate 
Change

USEPA United States Environmental Protection Agency

WETCHIMP Wetland and Wetland CH4 Inter-comparison of 
Models Project

WMO World Meteorological Organization
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