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Preface

This assessment report presents the results of the 2021 AMAP 
Assessment of the Impacts of Short-lived Climate Forcers on 
Arctic Climate, Air Quality, and Human Health. The assessment 
updates information presented in earlier AMAP assessments 
delivered in 2015.

The Arctic Monitoring and Assessment Programme (AMAP) 
is a Working Group of the Arctic Council. The Arctic Council 
Ministers have requested AMAP to:

 • produce integrated assessment reports on the status and 
trends of Arctic ecosystems;

 • identify possible causes for the changing conditions in 
the Arctic;

 • detect emerging problems, their possible causes, and the 
potential risk to Arctic ecosystems including indigenous 
peoples and other Arctic residents;

 • recommend actions required to reduce risks to Arctic 
ecosystems.

This report provides the accessible scientific basis and 
validation for any statements and recommendations made in 
related derivative products, including its summary for policy-
makers that was delivered to the Arctic Council Ministers at 
their meeting in May 2021.

The present report includes extensive background data and 
references to scientific literature, and details the sources for 
graphics reproduced in summary products. Whereas the 
related Summary for Policy-makers contains recommendations 
that focus on policy-relevant actions, the conclusions and 
recommendations presented in this report also cover issues 
of a more scientific nature, such as proposals for filling gaps 
in knowledge, and recommendations relevant to future 
monitoring and research work.

This assessment of short-lived climate forcers in the Arctic was 
conducted between 2017 and 2021 by an international group 
of experts. The expert group members and lead authors were 
appointed following an open nomination process coordinated 
by AMAP. A similar process was used to select international 
experts who independently reviewed this report. Information 
contained in this report is fully referenced and based first 
and foremost on the results of research and monitoring 
undertaken since 2015. It incorporates some new (unpublished) 
information from monitoring and research conducted 
according to well-established and documented national and 
international standards as well as quality assurance/ quality 
control protocols. Care was taken to ensure that any critical 
probability statements made in this assessment were based 
exclusively on peer-reviewed materials. Access to reliable and 
up-to-date information is essential for the development of 
science-based decision-making regarding ongoing changes in 
the Arctic and their global implications.

The lead authors of this assessment have confirmed that both 
this report and its derivative products accurately and fully 
reflect their scientific assessment. All AMAP assessment reports 
are freely available from the AMAP Secretariat and on the 
AMAP website (www.amap.no), and their use for educational 
purposes is encouraged.

AMAP would like to express its appreciation to all experts who 
have contributed their time, efforts and data, in particular the 
lead authors who coordinated the production of this report. 
Thanks are also due to the reviewers who contributed to 
the assessment peer-review process and provided valuable 
comments that helped to ensure the quality of the report. A 
list of contributors is included in the acknowledgments at the 
start of this report and lead authors are identified at the start of 
each chapter. The acknowledgments list is not comprehensive. 
Specifically, it does not include the many national institutes, 
laboratories and organizations, and their staff that have been 
involved in contaminants-related monitoring and research. 
Apologies, and no lesser thanks are given to any individuals 
unintentionally omitted from the list.
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1. Introduction
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1.1 Background

In 2015, AMAP expert groups (EGs) published comprehensive 
scientific reports about the impacts of black carbon and 
tropospheric ozone (AMAP, 2015a) and methane (AMAP, 
2015b) on atmospheric chemistry and climate in the Arctic. 
AMAP (2015a) superseded and expanded on a prior assessment 
that had focused only on black carbon (AMAP, 2011). The 2015 
assessments clearly acknowledged the dominant role of global 
anthropogenic carbon dioxide (CO2) emissions in driving Arctic 
climate change, but also identified considerable potential to 
mitigate climate change caused by short-lived climate forcers 
(SLCFs). Specifically, the report estimated that a quarter of the total 
predicted Arctic warming of around two degrees could be avoided 
by 2050, if all technically feasible, global SLCF emissions-reduction 
measures aimed at addressing warming agents (particularly black 
carbon [BC] and methane [CH4]) were implemented. Substantial 
uncertainties remained, however. To provide a better scientific 
basis for policymaking, greater effort was needed to: strengthen 
Earth-system monitoring; develop emissions inventories, 
including of present-day anthropogenic and natural emissions; 
and expand modeling capabilities to understand the potential 
Arctic impacts of adopting different mitigation options.

An additional call for robust scientific information on the 
impacts of climate change from SLCFs in the Arctic came from 
the Arctic Council Framework for Action on Black Carbon and 
Methane Emissions Reductions (Arctic Council, 2015). This 
called for, “continuing monitoring, research and other scientific 
efforts, with the inclusion of traditional and local knowledge, 
to improve the understanding of black carbon and methane 
emissions, emission inventories, Arctic climate and public 
health effects, and policy options”. It supported, “a four-year 
cycle of periodic scientific reporting, including the assessment 
of status and trends of short-lived climate pollutants such as 
black carbon and methane with a focus on the impacts of 
anthropogenic emissions on Arctic climate and public health,” 
and it stated that this should, “include estimates of associated 
costs of mitigation, as well as enhancing our state of knowledge 
regarding natural sources”.

At the 10th Ministerial Meeting of the Arctic Council, held 
in Fairbanks, Alaska, in 2017, the Arctic Council agreed to: 
“Adopt the first Pan-Arctic report on collective progress to 
reduce black carbon and methane emissions by the Arctic 
States and numerous Observer States and its recommendations, 
including an aspirational collective goal, [and] acknowledge 
the importance of implementing those recommendations as 
nationally appropriate, recognizing that Arctic communities 
are entitled to develop in accordance with their needs and 
interests…”. The aspirational collective goal presented in the 
report (EGBCM, 2017) was that: “black carbon emissions be 
further collectively reduced by at least 25–33 percent below 
2013 levels by 2025”. This goal provided impetus for further 
scientific analyses on emissions-reduction strategies.

In 2016, the two AMAP EGs – focusing on methane and black 
carbon, and tropospheric ozone – had been merged to form the 
new AMAP SLCF EG. The AMAP Working Group requested 
that the SLCF EG provide a new comprehensive assessment 
on the state of the science of Arctic impacts from SLCFs in 
advance of the 2021 Arctic Council ministerial meeting. This 
assessment is the response to that request.

1.2. Introduction to SLCFs

Generally, SLCFs include all agents that have the potential 
to directly or indirectly alter Earth’s radiative energy budget, 
and which also have relatively short residence times in the 
atmosphere. Depending on how they alter the energy budget, 
SLCFs can either contribute to warming or cooling the planet. 
They encompass gaseous species – such as ozone (O3), CH4, and 
nitrogen oxides (NOX) – and also aerosols, which can be solid or 
liquid and include BC, sulphate (SO4), and mineral dust. Some 
SLCFs are emitted directly into the atmosphere, while others 
– notably O3 and SO4 aerosols – are formed in the atmosphere 
from precursor emissions. There is not a universally agreed-
upon lifetime threshold for agents to be considered ‘short-lived’, 
but all agents included in the SLCF basket are shorter-lived 
than CO2. CH4, which has a lifetime of around 12 years, is only 
considered a SLCF by some communities. Because atmospheric 
CH4 concentrations are chemically influenced by species that 
are clearly short-lived, however, it is reasonable to explore its 
impacts on climate alongside other SLCFs. Moreover, CH4 
emissions influence concentrations of O3 and other SLCFs 
through chemical reactions in the atmosphere. Table 1.1 lists 
the SLCFs considered in this assessment, along with their key 
properties. A key feature that distinguishes SLCFs from long-
lived substances, such as CO2, is that atmospheric concentrations 
of SLCFs are governed more by their rates of emission than their 
cumulative emissions, so cutting emissions of SLCFs leads to 
rapid reductions in their atmospheric concentrations.

SLCFs influence climate through various mechanisms, as 
depicted in Figure 1.1. Gaseous SLCFs, such as CH4 and O3 
amplify Earth’s greenhouse effect primarily by absorbing 
infrared radiation emitted from Earth. Both species also absorb 
smaller amounts of radiation from the sun. O3 fulfils a protective 
role by absorbing ultraviolet solar radiation in the stratosphere 
(between 10 km and 50 km from Earth’s surface) and above. 
However, this assessment focuses primarily on O3’s warming 
action in the troposphere (0 km to roughly 10 km from Earth’s 
surface). CH4 also absorbs a small amount of solar radiation, 
which adds to its global warming potential (Etminan et al., 
2016). In assessing the radiative and climate impacts from 
both of these chemical species, it is important to consider 
emissions of precursor species that alter the atmospheric 
concentrations of O3 and CH4. Species that can strongly affect 
concentrations of O3 in the troposphere, through chemical 
reactions, include NOX, carbon monoxide (CO) and volatile 



organic compounds (VOCs). These species also influence CH4, 
though its concentration in the atmosphere is governed more 
strongly by direct emissions.

Aerosols mostly affect climate by altering the amount of 
solar energy absorbed by Earth. BC, a product of incomplete 
combustion, absorbs a large fraction of interacting sunlight, 
thereby warming the climate system. SO4, which is formed 
primarily through oxidation of sulfur dioxide (SO2) gas, absorbs 
very little sunlight and cools the climate by scattering solar 
radiation back to space that would otherwise have been absorbed 
by Earth. Organic carbon (OC), which is co-emitted with 
BC during combustion, absorbs an intermediate proportion 
of sunlight and causes cooling in some environments and 
warming in others. Highly reflective regions, such as the 
Arctic, are more likely to experience warming effects from these 
aerosols (e.g., Myhre et al., 2013). Mineral dust and volcanic 
ash can also warm or cool climate depending on the content 
of light-absorbing minerals (especially those containing iron) 
in the soil or rocks from which they derive. Because some dust 
and volcanic ash particles are quite large, they can also absorb 
an appreciable amount of infrared radiation and warm Earth 
by enhancing its greenhouse effect (e.g., Miller and Tegen, 
1998, Flanner et al., 2014). However, being larger reduces the 
atmospheric lifetimes of these aerosols. Typical lifetimes for 
SO4, BC and OC are in the order of days to weeks, while those 
of larger dust and ash particles are around one to several days.

Aerosols also influence climate via indirect mechanisms. After 
landing on snow and ice surfaces, dark particles such as BC 
can hasten melting by increasing solar heating at the surface 
(Figure 1.1 [c]). This is a particularly important consideration 
when assessing the impacts of SLCFs on the Arctic climate 
(e.g., AMAP, 2015a). Aerosols also affect cloud properties, 
including their droplet size, lifetime, and vertical extent. This 
influences clouds’ cooling and warming effects (Figure 1.1 [d], 
[e]). Globally, this indirect cloud forcing from aerosols is 
comparable to their direct forcing (Myhre et al., 2013), though 
the indirect effects are more uncertain and difficult to assess 
accurately. Moreover, impacts on climate from clouds in the 
Arctic are distinct from global impacts, owing to the extreme 
seasonality of sunlight in the Arctic, the unique characteristics 

of Arctic clouds (including the high frequency of mixed-
phase occurrence), and rapidly evolving sea-ice distributions. 
In other words, complicated and unique factors govern the 
abundances and climate impacts of aerosols in the Arctic 
(e.g., Willis et al., 2018).

Moreover, it is important to consider how SLCFs originating 
outside of the region influence the poleward heat flux – which 
constitutes a substantial portion of the Arctic energy budget 
– and thereby the Arctic climate. AMAP (2015a), for example, 
found that SLCF emissions from regions such as East Asia cause 
perturbations to the Arctic climate primarily by altering the 
poleward heat flux, rather than through their direct radiative 
impact within the Arctic. By contrast, emissions from high-
latitude regions, such as Russia and Canada, were found to 
primarily affect the Arctic due to their presence within (or 
proximity to) the region. This was because such emissions 
were more likely to deposit dark aerosol particles directly on 
to snow and ice surfaces, and to heat the lower troposphere 
(AMAP, 2015a; Sand et al., 2016).

Many of the SLCFs that are relevant to climate studies also 
adversely influence air quality and human health. These include 
SLCFs that constitute particulate matter (especially smaller-
sized particles) and precursors of O3. Furthermore, whereas 
the climate impacts of SLCFs may be positive or negative, the 
air-quality impacts of SLCFs are nearly universally negative. 
For this reason, policies to reduce emissions of SLCFs have 
sometimes been justified more by air-quality concerns than 
climate considerations.

Almost all SLCF species are emitted from both anthropogenic 
and natural sources, although in differing proportions. BC, for 
example, is emitted mostly from the anthropogenic combustion 
of fossil fuels and biofuels, although substantial emissions come 
from naturally occurring fires. Volcanic ash, on the other hand, 
is emitted entirely from natural processes. In cases where human 
activity indirectly influences emissions, it can be difficult to 
accurately ascribe the proportions coming from natural and 
anthropogenic sources. These gray areas exist for: mineral dust 
aerosols, which derive from both naturally occurring desert 
soils and those made erodible by human activity; CH4, which 

Table 1.1 SLCFs considered in this assessment and their key properties

SLCF Atmospheric 
lifetime

Major precursors Spectrum of action: solar 
or infrared (IR)

Indirect effects Air-quality 
impacts?

Gases

Methane (CH4) ~12 years IR (dominant); Solar O3 Indirect

Tropospheric 
ozone (O3)

~1 month Nitrogen oxides (NOX); 
Volatile organic compounds (VOCs); 
Carbon monoxide (CO)

IR (dominant); Solar CH4 Yes

Aerosols

Black carbon 
(BC)

~1 week Solar (dominant); 
IR (weak)

Snow/ice albedo; 
Clouds

Yes

Mineral dust ~1 week or less Solar; IR Snow/ice albedo; 
Clouds

Yes

Organic carbon 
(OC)

~1 week Solar (dominant); 
IR (weak)

Snow/ice albedo; 
Clouds

Yes

Sulfate (SO4) ~1 week SO2; Dimethyl sulfide (DMS) Solar Clouds Yes

Volcanic ash ~1 week or less Solar; IR Snow/ice albedo; 
Clouds

Yes
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Figure 1.1 Impacts of SLCFs on the Arctic energy budget during summer (top) and winter (bottom). Greenhouse gases, and to a lesser extent aerosols, 
absorb infrared radiation emitted from the surface (red arrows), thereby altering the outgoing long-wave (heat) energy from Earth. Aerosols scatter (a) 
and absorb (b) sunlight (yellow arrows), at diff erent layers in the atmosphere and aft er they are deposited on to snow and ice surfaces (c). Aerosols can 
also indirectly alter the way in which clouds interact with sunlight and infrared energy (d), (e). Finally, within and outside of the Arctic, SLCFs infl uence 
the poleward heat fl ux carried into the region by the atmosphere and oceans (thick red arrows).
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is created from naturally occurring biota, but can be emitted in 
greater volumes where the prevalence of biota has changed due 
to anthropogenically induced warming or hydration of soils; 
and aerosol emissions from forest fires, which are increasing 
as fires become more intense and frequent due to human-
induced climate change. How these indirect influences will 
change emissions in the future is even more uncertain.

Finally, the Arctic environment is changing rapidly and this also 
has consequences for how SLCFs affect the region. Diminishing 
sea ice, thawing permafrost, expanding vegetation, increasing 
humidity in the Arctic troposphere, and the growing prevalence 
of liquid clouds can affect the emissions, lifetimes and radiative 
forcing of SLCFs within the Arctic. The fact that these changes 
are occurring across the atmosphere, cryosphere and biosphere 
indicates the importance of adopting a multi-disciplinary, 
collaborative approach to studying Arctic environmental 
change (Thomas et al., 2019a).

1.3 Scope of this assessment

As well as considering SLCFs together, this assessment differs 
from AMAP (2015a; 2015b) in having a wider scope. First, 
the impacts of SLCFs on both climate and air quality have 
been included, in response to growing recognition of their 
importance for policymaking. The assessment also describes 
some impacts associated with changing SLCF emissions 
on ecosystems, including reduced crop productivity from 
surface O3. Second, whereas AMAP (2015a) focused largely 
on quantifying the influence of SLCF species on absolute, 
equilibrium Arctic temperature, this assessment focuses 
more on quantifying transient Arctic climate responses due 
to changing emissions in the recent past and near future, 
as these impacts are more relevant to policymaking. The 
assessed impacts from each SLCF species on absolute Arctic 
temperature have changed between AMAP (2015a) and today 
due to: different baseline years being applied to emissions and 
assimilation of updated emissions inventories; advances in 
atmospheric transport models and model representations 
of radiative forcing components; and new regional climate 
sensitivity analyses. Aside from discussions of natural CH4 
and wildfire emissions, this assessment focuses more on 
emissions that are clearly anthropogenic, as it is within human 
capacity to mitigate climate change and improve air quality by 
changing these emissions. In assessing climate and air-quality 
perturbations from anthropogenic emissions, however, it is 
often important to know the background quantities of naturally 
occurring agents. To the extent possible, this assessment 
incorporates this knowledge, though significant gaps remain 
in this and other key areas.

Due to its emphasis on anthropogenic SLCFs, and the 
limited number of experts within the SLCF EG, the scope of 
this assessment is necessarily limited. As Table 1.1 outlines, 
the assessment includes the following SLCF species: CH4; 
tropospheric O3 and its associated precursors, including NOX, 
CO and to a lesser extent VOCs; and a suite of aerosol species 
that includes BC, OC, SO4 (and its precursor SO2 emissions), and 
mineral dust. Volcanic ash is also discussed, though its impacts 
are not comprehensively assessed. Halocarbons are not treated 

in this assessment. Nitrate and secondary organic aerosols (SOA) 
are treated in some of the models applied in the assessment but 
impacts from these species are not rigorously explored.

The COVID-19 pandemic enormously disrupted the 
global economy. Reduced activity across sectors resulted in 
dramatically lowered emissions of many of the SLCF species 
studied here, with associated impacts on radiative forcing and 
air quality in the Arctic and elsewhere. By early 2021, emissions 
had rebounded substantially, following the reopening of 
economies. However, long-term changes in SLCF emissions 
will depend on the nature and degree of economic recoveries, 
and on any durable changes to behavior and policy that result 
from the pandemic. There is an enormous opportunity to learn 
more about atmospheric chemistry, aerosol, and transport 
processes from these rapid reductions in emissions, as well as 
the potential effectiveness of climate and air-quality mitigation 
strategies. But such studies take time and, as they were only at 
a preliminary stage when this assessment was being prepared, 
they are not included here.

Finally, considerable attention has been given to the possibility 
of exploiting the cooling effects from aerosols to geoengineer the 
Arctic climate via solar-radiation management (e.g., National 
Research Council, 2015). Although the impacts from aerosols 
on climate reported here can help to inform assessments of 
the efficacy and side effects of solar-radiation-management 
scenarios, this assessment does not cover geoengineering.

Beyond this chapter, the content is as follows: Chapter 2 
describes historical SLCF emissions and scenarios of future 
anthropogenic emissions, with explanations of the key 
inventories applied in the modeling work conducted 
specifically for this assessment (Chapters 7–9). Chapters 3 
and 4 review the state of understanding around natural CH4 
emissions and wildfire activity, respectively, in the context of 
the Arctic and drivers of temporal changes, including climate 
change. Chapter 5 provides an update on recent advances 
in measurement techniques. Chapter 6 assesses our current 
understanding of observations and origins of, and trends in, 
SLCFs in the Arctic. Chapter 7 introduces the models used in 
this assessment and evaluates their performance with respect 
to key observations. Chapter 8 describes simulated impacts 
of SLCFs on climate and air quality, and Chapter 9 builds on 
Chapter 8 to assess the impacts of changes in SLCF emissions 
on health and ecosystems. Finally, in planning the scope of 
this assessment, the AMAP SLCF EG drafted policy-relevant 
questions that the assessment’s scientific findings could help to 
address. These questions were also used to communicate the 
scope of the assessment with stakeholders. Chapter 10 presents 
those questions – and answers to them – at the same time 
serving as a summary of the main findings and conclusions for 
the whole assessment. To the extent possible, the assessment 
focuses on new results and knowledge obtained since the 
AMAP 2015 assessments, and we refer readers to the reports 
of those earlier studies for additional background information.
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Vigdis Vestreng

2.1 Introduction 

This chapter outlines current understanding of anthropogenic 
emissions of key air pollutants and short-lived climate forcers 
(SLCFs), within the context of the Arctic. The discussion focuses 
on literature and datasets that have become available since 
AMAP’s 2015 assessment. Nonetheless, the reports published 
as a result of this and prior work remain important references on 
Arctic emission issues (AMAP, 2011 and AMAP, 2015a, 2015b). 

This chapter has a distinctive regional focus, aligning it with 
the Arctic Council’s work on mitigating black carbon (BC) and 
methane (CH4) emissions. The eight Arctic Council Member 
states (Canada, Denmark, Finland, Iceland, Norway, Russia, 
Sweden, USA) and the 13 Observer countries (China, France, 
Germany, India, Italy, Japan, Netherlands, Poland, Singapore, 
South Korea, Spain, Switzerland, UK) are treated as separate 
groups, facilitating the evaluation of emissions in relation to 
the Arctic Council Member states’ common vision, “… to 
take enhanced, ambitious, national and collective action to 
accelerate the decline in our overall black carbon emissions 
and to significantly reduce our overall methane emissions” and 
the aspirational collective goal that “black carbon emissions be 
further collectively reduced by at least 25–33 percent below 
2013 levels by 2025”, as set out in the Arctic Council Framework 
for Action on Black Carbon and Methane Emissions Reductions 
and subsequent work (Arctic Council, 2015: Arctic Council 
2017). Emissions information for other regional groups and 
at the national level is available in Appendix 2.

A key mission of this chapter is to present emissions data used 
in the model evaluation (Chapter 7) and impact-modeling work 
(Chapters 8 and 9) undertaken for this assessment. These were 
produced using the Greenhouse gas–Air-pollution Interactions 
and Synergies (GAINS) model developed by the International 
Institute for Applied Systems Analysis (IIASA) (Amann et al., 
2011; Klimont et al., 2017; Höglund-Isaksson et al., 2020) for 
the time period 1990 to 2050 (Box 2.1, overleaf). The model 
is hereafter referred to as IIASA-GAINS. Key background 
information about drivers and assumptions behind the emission 
scenarios used in the assessment, is presented. The IIASA-
GAINS datasets developed to support this assessment provide 
comprehensive global emissions by country for key pollutants 
and relevant time periods. They include scenarios outlining 
possible future emissions pathways considering existing and 
decided policies, as well as indicating where there is scope for 
further emissions reductions. These emissions datasets, used 
further in the modeling analyses (Chapters 7, 8 and 9), include 
all relevant SLCF species (both warming and cooling). However, 
the discussion in this chapter focuses on emissions trends and 
mitigation opportunities for selected species, primarily BC, CH4, 
and sulfur dioxide (SO2), while Appendix 2 (Section A2.2) also 
provides information for other compounds. Historical emissions 
are examined using the most recent available datasets from 
scientific literature, as well as national data reported to the 

United Nations Economic Commission for Europe (UNECE) 
Convention on Long-Range Transboundary Air Pollution 
(CLRTAP) and the United Nations Framework Convention on 
Climate Change (UNFCCC), which Arctic Council Member 
states also report to the Expert Group on Black Carbon and 
Methane (EGBCM).

AMAP (2015a, 2015b) outlined the warming action of BC, ozone 
(O3) and CH4 in connection with the Arctic climate, and presented 
an emissions-mitigation scenario that would strongly reduce 
emissions of these SLCFs but which did not include dedicated 
control of sulfur emissions. However, air-pollution mitigation 
policies around the world tend to consider several objectives, and 
consequently focus on a larger set of pollutants – including specific 
policies to reduce sulfur. Sulfur emissions, which have a cooling 
effect on climate, have reduced significantly since the 1980s 
(Grennfelt et al., 2020) and policies continue to be strengthened 
in many countries, driven primarily by health concerns. Aligning 
with such approaches, this 2021 assessment analyzes emissions-
mitigation scenarios that consider a broader set of air-pollution 
mitigation opportunities and that target a larger set of pollutants, 
including both climate warming and cooling species.

Section 2.2 defines the scenarios used in this assessment and 
outlines the key drivers behind them. Section 2.3 addresses 
the historical trends and expected development of emissions 
given current and decided air-pollution policies. Section 2.4 
focuses on selected emissions sources in the Arctic, with 
particular attention to Arctic shipping and fossil fuel extraction. 
Section 2.5 discusses the mitigation scenarios, and examines 
potential for further emissions reductions. Comparisons 
with other emissions information is given in Section 2.6, and 
uncertainties related to emissions datasets are discussed in 
Section 2.7. Section 2.8 provides a summary detailing the 
main findings and identifying further research needs, as well 
as revisiting the recommendations from AMAP (2015a, 2015b). 
Policy Relevant Science Questions (PRSQs) related to this 
chapter can be found in Chapter 10.

2.2  Defining scenarios 
for the assessment 

As with AMAP’s 2015 assessment, the emissions scenarios used 
in this 2021 study were developed using the IIASA-GAINS 
model (Amann et al., 2011). They update and expand on the 
previously used dataset, providing historical emissions until the 
year 2015 and projections extending to 2050. They include all 
key air pollutants (SO2, nitrous oxide [NOX], BC, organic carbon 
[OC], non-methane VOCs [NMVOCs], carbon monoxide 
[CO], ammonia [NH3], fine particulate matter [PM2.5]) and 
greenhouse gases (carbon dioxide [CO2], CH4) at a global scale. 
An overview and a more detailed description of assumptions 
made and of the scenario characteristics has been published 
in Höglund-Isaksson et al. (2020) for CH4. 



Box 2.2 provides information about the key sources of activity 
data and projections used in the assessment, as well as on the 
evolution and comparison of fossil fuel CO2 emissions to 
SSPs developed for the sixth cycle of the IPCC report (see, for 
example, IPCC, 2021; Riahi et al., 2017). Th e three underlying 
activity scenarios implemented in IIASA-GAINS for the 2021 
assessment provide a wide range of possible future developments 
– from the case of fossil-fuel use remaining high to a scenario 
that assumes the rapid decarbonization necessary to constrain 
additional warming to below 2°C, globally, compared to the 
pre-industrial period.

For this assessment, the IIASA-GAINS model was updated to 
include statistical data for 2015; assumptions on new policies 
and their implementation were reviewed; spatial gridding 
of emissions was improved; and several new scenarios 
were developed. 

One particular aspect worth highlighting is improvements in 
the spatial distribution of emissions. Th e spatial proxies for 
many sources have been revised since the 2015 assessment, 
including those for the residential sector, transportation, 
shipping, power plants, and oil and gas operations (including 
fl aring) (Böttcher et al., 2021). In all cases, new data was 
used – either providing a higher resolution than previously 

available or a more up-to-date representation of the source 
location. Two elements that appear visibly different in 
the updated ECLIPSE v6b dataset are the distribution of 
residential (heating) emissions and the fl aring of associated 
gas. Figure 2.3 shows not only higher granularity of emissions 
of BC in many regions but also identifi es more emissions in 
sparsely populated areas at high latitudes, which had been 
identifi ed as a challenge in the past (e.g., AMAP, 2015a; 
Winiger et al., 2019). Th e new dataset has implications for the 
distribution of all species, not only BC, and should facilitate 
improved modeling of pollutant concentrations and impacts.

The emissions scenarios developed for this assessment, 
combining energy and emissions-mitigation policies, can be 
categorized into three types: (i) baseline, (ii) mitigation, and 
(iii) failure. Th e scenario identifi ers include explicit reference to 
the emissions policy (fi rst three characters) and energy policy 
(the last three characters). Th is is the case except for when 
the New Policy Scenario (NPS) is used, which is considered 
the baseline energy scenario in this work; in this case only 
emissions policies are indicated in the identifi er. A selection of 
the scenarios described in the following text and summarized 
in Table 2.1 were used in the model evaluations (presented in 
Chapter 7), and in the modeling (discussed in Chapters 8 and 9).

Box 2.1 Th e IIASA-GAINS model 

IIASA-GAINS is widely used to identify cost-eff ective policy 
interventions aimed at reducing the impacts of air pollution 
on health, while maximizing co-benefi ts with other policy 
priorities. In recent years, the GAINS team has strengthened 
links with several integrated assessment modeling (IAM) 
groups, and applied IIASA-GAINS to develop fi ne-scale global 
projections of air-pollutant emissions and assess the potential 
impacts on health arising from such emissions. Th e model 
outputs have also been used to parameterize air-pollution 
storylines for the Shared Socioeconomic Pathways (SSPs), 
used by the Intergovernmental Panel on Climate Change 
(IPCC) in the Sixth Assessment Report (see for example Rao 
et al., 2017; IPCC, 2021). Th e model has underpinned the 
development of global and regional scenarios examining the 
future evolution, potential for mitigation, and impacts of BC, 
including dedicated work for AMAP (2015a). As a scientifi c 
tool for integrated policy assessment, IIASA-GAINS describes 
the air-pollution pathways from atmospheric driving forces 
to environmental impacts. It brings together information on: 
economic, energy-related and agricultural developments; 
emissions-control measures and costs; and atmospheric 
dispersion and chemistry (Figure 2.1). IIASA-GAINS 
quantifi es the emissions and impacts of nine air pollutants 
(SO2, NOX, coarse particulate matter [PM10] and PM2.5, BC, 
OC, CO, NH3, volatile organic compounds [VOCs]) and 
six greenhouse gases (CO2, CH4, nitrogen dioxide [N2O], 
hydrofluorocarbons [HFCs], perfluorocarbons [PFCs], 
sulfur hexafl uoride [SF6]) on human health, crop losses, acid 
deposition, and long-term radiative forcing from a multi-
pollutant and multi-eff ect perspective. IIASA-GAINS explores 
the co-control of some 2000 specifi c measures on multiple 
air-pollutant and greenhouse-gas emissions, identifi es trade-
off s and win-win measures, and assesses their impacts on 

ambient air quality, population exposure, health, vegetation, 
and various climate metrics. IIASA-GAINS has a global 
coverage and is currently implemented for 180 countries/
world regions. Th e GAINS model and databases are accessible 
over the Internet.

Social development
and economic activities

Health, ecosystems, and
climate impact indicators Policy targets

Least-cost
optimization

Emission control options:
~2000 measures.

co-control of 10 air pollutants
and 6 GHGs

Emissions

Atmospheric transport

Costs

Figure 2.1 Th e IIASA-GAINS model explores linkages between human 
activities, emissions-control measures, atmospheric pollutants and 
impacts on health, climate and ecosystems.
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Box 2.2 Key assumptions behind the 2021 assessment’s anthropogenic emissions scenarios

Th e energy data for the research came from International Energy 
Agency (IEA) statistics (Data ref. 2.1), while the projections 
were drawn from the 2018 World Energy Outlook (IEA, 2018) 
and then implemented in the IIASA-GAINS model framework. 
Th e macro-economic assumptions in IEA (2018) include a 25% 
growth in global population and a 90% increase in global gross 
domestic product (GDP) by 2050. Th e energy scenarios applied 
were as follows: 

• New Policy Scenario (NPS). This scenario assumes 
implementation of national energy programs and revised 
(in 2018) commitments of the Nationally Determined 
Contributions (NDCs) of the Paris Climate Agreement. Its 
CO2 emissions appear comparable to SSP2–4.5 evolution 
(Figure 2.2), and it is used in the IIASA-GAINS baseline 
current legislation (CLE) scenario.

• Current Policy Scenario (CPS). In this scenario, NDCs are 
not included, resulting in higher fossil-fuel use and a CO2

emissions trajectory that resembles SSP4–6.0 (Figure 2.2). 

• Sustainable Development Scenario (SDS). Th e CO2 trajectory 
for this scenario is similar to the SSP1–2.6 decarbonization 
scenario (Figure 2.2), due to a rapid shift  away from fossil 
fuels, greater access to clean energy for cooking, and the 
achievement of several other United Nations (UN) Sustainable 
Development Goals (SDGs). 

Agricultural projections were derived from the Food and 
Agriculture Organization (FAO) of the UN (FAO, 2012). 
Figure 2.2 compares the CO2 emission trajectories of the 
above scenarios (derived from the IIASA-GAINS ECLIPSE v6b 
dataset [Data ref. 2.2]) with the key SSP cases, and shows CO2

emissions for the aggregate of Arctic Council Member states.
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Figure 2.2 Top: How global anthropogenic CO2 emissions under IIASA-
GAINS ECLIPSE v6b scenarios compare to the SSP scenarios. Bottom: 
Combined CO2 emissions for Arctic Council Member states, as depicted 
by IIASA-GAINS ECLIPSE v6b scenarios. Gt = gigatonnes
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Figure 2.3 Spatial distribution of total BC emissions for 2015, north of 60°N latitude, in the ECLIPSE v5a dataset (left , [Data ref. 2.3] used in AMAP 
(2015a) and its successor ECLIPSE v6b (right).
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 • Baseline (CLE): Assumes NPS energy projection and 
efficient implementation of current air-pollution legislation 
(committed to before 2018). 

 • Mitigation: These scenarios focus on additional (beyond 
baseline) reductions in emissions. Two types of mitigation 
scenarios were developed:

 � Maximum technically feasible reduction (MFR) case. This is 
where implementation of the best available and technically 
feasible emissions-mitigation technologies is included for 
all pollutants defined in the IIASA-GAINS model and 
CH4. The introduction of measures is not constrained by 
their costs (or current political obstacles) but there are 
limitations on how quickly certain measures achieve high 
market penetration; no premature scrapping of equipment 
is assumed. Under this case, two scenarios were developed: 
(i) MFR for baseline (NPS) activity projections (MFR); 
and (ii) MFR for the sustainable development case, in 
which the energy projections follow the SDS scenario 
(MFR_SDS). 

 � Climate forcing mitigation (CFM) case. Here, the focus 
is on further reducing emissions of warming SLCFs, 
applying technologies that result in lower net climate 
forcing after abatement. Principally, this assumes MFR-
type mitigation for CH4, and ambitious reduction of BC 
emissions. It accounts for changes in co-emitted species, 
in other words, technologies that achieve strong BC 
reduction will also reduce cooling species (OC, SO2, 
and NOX), as well as CO and NMVOC, while NH3 
remains at the level of CLE.  This type of scenario was 
developed to facilitate comparison with the mitigation 
simulations performed in the AMAP 2015 assessment, 
as well as to explore futures in which less-pronounced 
reduction of cooling species occurs while emissions of 
warming SLCFs are minimized. A single CFM scenario 
was developed using the NPS energy landscape. 

 • Failure: No further control (NFC) case. This scenario 
type demonstrates the importance of current policies, 
and assumes a failure in implementation of recent 
policies by freezing legislation at pre-2015 level. Two 
scenarios were developed under this case: (i) NFC 
for baseline (NPS) energy projections (NFC); and  
(ii) NFC for the higher fossil fuel (CPS) case outlined in 
Box 2.2, which assumes that national energy efficiency and 
structural goals resulting from the Paris Climate Agreement, 
as well as recent air-pollution laws, are not efficiently 
implemented (NFC_CPS).

The following text provides analysis of trends in emissions for 
Arctic Council Member states and Observer countries, as well 
as the potential available for mitigation.

2.3  Trends in SLCF emissions of 
Arctic Council Member states  
and Observer countries 

Figure 2.4 shows global emissions of SLCFs over the period 2010 
to 2050, as per the baseline scenario (CLE) of the IIASA-GAINS 
model. Global anthropogenic BC emissions are estimated at 
66 teragrams (Tg1) for 2010 and 5.9 Tg for 2020. Following 
the CLE scenario, the emissions decline to 5.4 Tg in 2030, and 
further to 5.3 Tg in 2050. The most important source sectors 
globally throughout the period are residential combustion 
(contributing about half) and surface transportation (roughly 
a quarter). 

Global SO2 emissions are estimated to be 89 Tg in 2010 but, 
under the CLE scenario, decline significantly to 55 Tg by 2020 
and to 48 Tg by 2030, after which they slightly increase if 
no further policies beyond those committed to by 2018 are 
introduced. The reductions are mainly due to developments in 
the energy and industrial sectors, and in international shipping. 
The former include the introduction of more stringent emissions 
standards, reduced coal use, and access to clean energy in the 
residential sector of Observer countries (particularly China 
and India), while the latter results from a new International 
Maritime Organization (IMO) rule limiting sulfur in fuel oil 
from 2020 onwards.

Global anthropogenic CH4 emissions are estimated at 340 Tg in 
2015 and 350 Tg in 2020. Following the baseline CLE scenario, 
the emissions increase to 380 Tg in 2030 and further to 440 Tg 
in 2050. The largest sources in 2015 are: agriculture (42% of 
total emissions); oil and gas, primarily through extraction 
and distribution (18%); waste (18%); and energy production, 
including coal mining (16%). These are projected to still be 
the most important sources in 2050. According to Höglund-
Isaksson et al. (2020), the global emissions trend is primarily 
driven by the anticipated increase in solid waste and wastewater 
generation – as populations grow and countries become 
wealthier – as well as by greater extraction of natural gas, as 
gas and renewables replace coal (translating to a levelling-
off of future emissions from coal mining). In addition, about 
a fifth of the increase in future emissions is attributed to 
livestock production. 

Table 2.1 Studied scenarios and their identifiers. The CLE is from 1990 to 2050, with others spanning 2025 to 2050. ESM = Earth system model; CTM 
= chemical transport model

Scenario type Scenario identifier Energy scenario Emission control policy Model category (Chapter 8)

Baseline CLE NPS CLE ESM; CTM; Emulators

Failure scenarios NFC NPS NFC

NFC_CPS CPS NFC

Mitigation scenarios MFR NPS MFR ESM; CTM; Emulators

CFM NPS Warming SLCFs ESM; Emulators

MFR_SDS SDS MFR

1 1 Tg = 1000 kt
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For 2015, the Arctic Council Member states are estimated to 
account for 8%, 13% and 20% of the global anthropogenic 
emissions of BC, SO2 and CH4, respectively (Figure 2.4). 
Under the baseline CLE scenario, the corresponding values 
for 2050 are 6%, 12% and 17%. Respective values for the 
Arctic Council Observer countries are much larger. These 
nations contribute 40%, 40%, and 30% in 2015 for BC, SO2, 
and CH4, respectively, with the corresponding baseline values 
for 2050 being 23%, 30%, and 29%. Jointly, Arctic Council 
Member states and Observer countries currently contribute 
about half of the global anthropogenic emissions of these 
pollutants. Provided the baseline development takes place 
until 2050, the collective share would decrease in the case of 
BC (to 29%) and SO2 (43%), but would remain at around 50% 
for CH4. International shipping is only a minor source of BC 
and CH4 globally. For 2010, the share of SO2 emissions from 
shipping is approximately 10%, but this is estimated to decline 
significantly by 2020 following regulation on the sulfur content 

of maritime fuels. Steady reductions in emissions of CO and 
NOX, of around 20% and 10%, respectively, are also expected 
in the coming decades. These are driven by a decline in solid 
fuel use for cooking (important for CO, VOC) and tighter 
emissions standards for vehicles (CO, NOX, VOC) and, in 
several countries, also for power plants (NOX). International 
shipping is important with regard to NOX, accounting for about 
20% of total emissions. In spite of improving access to clean 
energy and lower transport emissions, anthropogenic VOC 
remains roughly constant under the baseline CLE scenario, 
as the increasing contribution of VOCs from the chemical 
industry and solvent use counteracts other trends. 

Open biomass burning (forest fires, savannah burning) are 
discussed in detail in Chapter 4; Figure 2.4 illustrates the 
importance of this source for considered species at a global 
level, with about a quarter and two-thirds of total BC and OC, 
respectively, originating from fires. 
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Figure 2.4 Emissions of SLCFs, other air pollutants and O3 precursors under the baseline scenario (CLE), as estimated by the IIASA-GAINS model, 
and open biomass burning (including forest and savannah fires) from van Marle et al. (2017). For CH4 and VOCs, biogenic sources are not included 
(natural releases of CH4 are discussed in detail in Chapter 3). Emissions from international shipping and open biomass burning are not allocated to any 
country but are shown separately as global totals.
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Figure 2.5 shows levels of anthropogenic BC, SO2 and CH4 
emissions until 2050 in the Arctic Council Member states and 
Observer countries, as estimated under various scenarios by 
the IIASA-GAINS model (presented emissions do not include 
those from international shipping and forest fires). All analyzed 
emissions scenarios indicate a declining trend for BC emissions 
for these two groups, in contrast to the ‘rest of the world’ where 
emissions of BC are expected to increase under the baseline 
(CLE) scenario (Figure 2.4).

Failure to implement post-2015 legislation in the Arctic Council 
Member countries (NFC, NFC_CPS), would move the BC 
emissions trajectory further from meeting the 2025 goal, and 
would lead to approximately 15% and 11–19% higher emissions 
of BC and SO2, respectively, towards the end of the period, 
compared with the baseline (CLE). CH4 levels are relatively 
similar in the baseline and the failure scenarios (for both Arctic 
Council Member states and Observer countries), since there 
has been little new legislation introduced recently; most of the 
observed difference is for the NFC_CPS case, where it is due to 
the exclusion of Nationally Determined Contributions (NDCs) 
included in the Paris Agreement (see Section 2.2 for full scenario 
description). For Observer countries, the BC emissions are 
about 7% and 14% higher for the 2030–2050 period in the NFC 
scenario, respectively, and 15% and 26% higher, respectively, 

in the NFC_CPS scenario. The most significant difference is 
seen for SO2 emissions, which are almost double the baseline 
values (under the NFC scenario) or more than double (in the 
NFC_CPS scenario) by 2030–2050, and follow an increasing 
trend rather than following the reducing trend of the baseline. 
These results highlight the importance of timely and effective 
enforcing of existing policies and legislation. 

Figure 2.5 also includes an ECLIPSE v5a_base baseline 
scenario that represents the emissions trajectory driven by 
IEA projections from the Energy Technology Perspectives 
(ETP) project (IEA, 2012) and air-pollutant legislation that 
was current when the AMAP 2015 assessment was in progress. 
Comparison with the current baseline scenario (CLE), indicates 
the effect of subsequent legislative changes and the adoption of 
new policies. Emissions of BC from the Arctic Council Member 
states appear similar in both baseline scenarios. However, the 
estimates for past years are higher in the latest (CLE) estimates 
due mostly to an increase in emission factors for gas flaring – 
drawing on recent measurements (Conrad and Johnson, 2017) 
– resulting in higher estimates for Russia (Dong et al., 2019; 
Böttcher et al., 2021). For the Arctic Council Observer countries, 
the updated BC emissions (CLE) are lower by approximately 
a third compared to the AMAP 2015 baseline (V5a) but both 
exhibit a similar declining future trend. The major reason for 

Figure 2.5 BC, SO2 and CH4 emissions under the baseline CLE and failure (NFC and NFC_CPS) scenarios developed for this assessment, as well as 
the baseline scenario (v5a) used in the AMAP 2015 assessment. A time series for these emissions dating back to 1990 is presented in Appendix 2 
(Section A2.4), along with national data (Section A2.1).
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the lower overall estimate is lower coal use for China (current 
data originates from IEA (2018) while v5a used the estimates 
of the Tsinghua University (Beijing) drawing on the provincial 
Chinese statistics). Meanwhile, the future decline is driven by a 
combination of more stringent vehicle standards, and policies 
to reduce coal and fuelwood use for heating and cooking in 
China and India. 

The future trajectory of SO2 emissions in the updated baseline 
(CLE) shows a strong decline for both Arctic Council Member 
states and Observer countries, unlike in the previous baseline 
(v5a). Determining factors for this difference include the 
introduction and effective enforcement of reduction measures 
in power plants and industry in China and the USA, and, for 
the coming decades, also in India. At the same time, the new 
data and energy projections indicate reduced coal use in the 
power sector (in several countries), and increased capacity for 
gas and renewable energy; this trend is expected to continue. 
CH4 emissions increase for the 2010–2050 period in both the 
Arctic Council Member states and the Observer countries. 
However, the rise towards the end of the period is lower under 
the newer baseline (CLE) than with the 2015 baseline.

Figure 2.6 shows sector shares for 2015 emissions of BC, 
SO2 and CH4 in the Arctic Council Member states and the 
Observer countries. The ‘surface transport’ sector dominates 
BC emissions in Arctic Council Member states (47%), followed 
by ‘residential combustion’ for heating (21%), ‘flaring’ from 
‘oil and gas’ extraction (14%), ‘agricultural waste burning’ 
(9%), and combustion in ‘industry’ (6%). In Arctic Council 
Observer countries, ‘residential combustion’ comprises 56% of 
BC emissions, followed by ‘surface transport’ (21%), combustion 
in ‘industry’ (12%) and ‘agricultural waste burning’, as well as 
household ‘waste’ (5% each). SO2 emissions are dominated by 
combustion in ‘industry’ and ‘energy’ production, with 95% 
and 83% in the Arctic Council Member states and Observer 
countries, respectively. The remaining share originates from 
the ‘residential combustion’ sector. Key sources of CH4 include 
‘agriculture’, ‘waste’, ‘coal mining (energy)’, and ‘oil and gas 
(extraction and distribution)’, with a minimal contribution 
from energy use in ‘residential’ and ‘industry’ sectors. In Arctic 
Council Member states, most of the CH4 is emitted from fossil-
fuel production, storage and distribution; intended venting 
and unintended leakage during extraction and distribution 
of ‘oil and gas’ account for 52%, with the release of CH4 in 

Figure 2.6 Share of BC, SO2 and CH4 emissions in 2015 by major sectors under the CLE scenario in the Arctic Council Member states and Observer countries.

Arctic Council Observer countries, CH4Arctic Council Observer countries, SO2Arctic Council Observer countries, BC

Arctic Council Member states, CH4Arctic Council Member states, SO2Arctic Council Member states, BC
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ventilation air during ‘coal mining’ contributing 9%. Other 
significant sources of CH4 are from biological processes, for 
example the anaerobic decomposition of organic materials in 
‘waste’ and wastewater management (18%) or from livestock 
metabolism and manure management within ‘agriculture’ 
(20%). Incomplete combustion processes, in particular from 
‘agricultural waste burning’ and burning of biomass in the 
‘residential’ sector, contribute minor (1%) CH4 emissions. In 
the Arctic Council Observer countries, ‘agriculture’ accounts for 

45% of total anthropogenic emissions followed by ‘coal mining’ 
(25%), ‘waste and wastewater’ (21%), ‘combustion’ sources (4%) 
and the ‘oil and gas’ sector (5%).

Figure 2.7 presents relative emissions changes by 2030 
and 2050, compared to the 2015 emissions under the CLE 
scenario. In the Arctic Council Member states, the surface- 
transport sector delivers a large share of the 30% reduction 
in BC emissions under the baseline scenario (CLE) between 

Figure 2.7 Relative change in emissions from 2015 to 2030 and 2050 under the baseline scenarios. All changes are in relation to the 2015 emissions of 
the CLE scenario.
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2015 and 2030. Surface transport, flaring (in the oil and 
gas sector) and agricultural waste burning are responsible 
for the further reductions to BC emissions of about 10% 
expected between 2030 and 2050 (counteracted, however, by 
a few percent increase in residential combustion emissions). 
SO2 emissions decline in the baseline scenario until 2030 by 
approximately 50% and 30%, compared with 2010 and 2015 
emissions, respectively (Figures 2.4 and 2.6). This is due 
to reductions in the energy sector (Figure 2.7). The post-
2015 policy failure scenarios (NFC and NFC_CPS) would 
particularly influence emissions from the industrial sector, 
offsetting 7%–8% or so of the reductions in the energy (power 
plants) sector. From 2030 to 2050, SO2 emissions remain fairly 
constant – or even slightly increase – in the baseline scenario, 
owing to lack of further legislation. CH4 emissions in Arctic 
Council Member states increase under the baseline scenario 
by almost 10% by 2030, and a further 5%–10% between 2030 
and 2050. This rise is, however, lower than the 40% increase 
projected for 2015–2050 under the AMAP 2015 assessment’s 
baseline scenario (AMAP 2015b). The oil and gas sector is 
responsible for the exhibited increase by 2030, supplemented 
by the waste sector to 2050. 

BC emissions in the Arctic Council Observer countries are 
anticipated to decline by 39% from 2015 to 2050 in the CLE 
baseline developed for this report, which is greater than the 
20% reduction estimated in the 2015 assessment. This is due 
to further clean-air policies that have been introduced for 
the residential and surface-transport sectors, and to some 
extent also in industry, since 2015. The difference between 
the 2015 assessment baseline, the current baseline (CLE) 
and the failure scenarios is very large for SO2. This is due 
to a number of post-2015 mitigation policies introduced 
within the residential, energy and industry sectors, and to 
re-evaluation of the enforcement of previous policies in 
the energy and industry sectors, particularly in the Asian 
Observer countries. In total, these add up to 40% reductions 
in emissions by 2030 compared to 2015. Failure to implement 
these policies would lead to stagnation of, or even an increase 
in, emissions by 2030, and an even greater rise by 2050. 
Compared with the situation in 2015, CH4 emissions in 
the Arctic Council Observer countries are anticipated to 
increase by 10%–15% and by 25%–35% by 2030 and 2050, 
respectively, mostly due to development in the agriculture and 
waste sectors. These are, however, lower than the increases 
estimated in AMAP’s 2015 assessment (20% and 55% in 2030 
and 2050, respectively).

2.4 Arctic emissions sources 

Sources close to, or within, the Arctic have a higher relative 
impact on the region compared to those farther south (AMAP, 
2015a). Additionally, local sources can lead to high air-pollution 
concentrations in remote communities and elevated exposure 
levels for the inhabitants (Aliabadi et al., 2015; Schmale et al., 
2018a). Key reasons include: (i) energy production for electricity 
and heating is decentralized (diesel generator sets, old boilers) 
and often uses outdated and polluting equipment; and (ii) often 
poor waste-management practices, including open burning 
of waste, result in emissions of toxic air pollutants. Local air 

pollution in the Arctic can often be overlooked because some 
of the characteristics and sources may not be recognized in 
national-level emissions inventories, and the contributing 
emissions sources are not well identified and quantified in terms 
of locations or amounts (i.e. Aliabadi et al., 2015; Schmale et al., 
2018a; see also the discussion in Section 2.7).

Industrial operations, such as fossil-fuel extraction and mining, 
and the traffic supplying these sites and remote communities, 
are additional sources of air pollution in the Arctic. The 
changing ice conditions in Arctic waters have led to an increase 
in the transit traffic of ships, as the Northern Sea Route and 
the Northwest Passage have become more accessible. Boreal 
forest fires emit significant amounts of air pollutants during 
summer (Schmale et al., 2018a; see also Chapter 4). The 
following pages provide an update of two major High-Arctic 
emissions sources: Arctic shipping and fossil-fuel extraction. 
Quantitative emissions inventories from Arctic communities 
are not available, so issues related to them are not discussed 
here. Additionally, Chapter 9 includes a section discussing how 
Arctic emissions sources contribute to the health impacts of 
air pollution.

2.4.1 Arctic shipping

The AMAP 2015 assessment included a review of emissions 
inventories of air pollutants from shipping (AMAP, 2015a). 
Since then, new work has become available that has utilized 
continuous data on the position and speed of ships logged 
on Automatic Identification Systems (AIS) and includes 
improved coverage of the Arctic Ocean (Johansson et al., 
2017a). AIS data is retrieved from AIS satellite receivers and, 
in some cases, from terrestrial base stations, and can include 
other information about the ship’s characteristics, including 
its type and engine operation. Combining AIS data with ship 
engine power functions and emission factors has allowed 
for more realistic estimation of emissions from individual 
ships, and facilitated the creation of ‘bottom-up’ emissions 
inventories. Additionally, updated emission-factor data taking 
into account recent regulations on ship emissions have also 
become available.

Regulatory changes since 2015 have taken place under the 
auspices of the IMO, a United Nations agency responsible for 
the safety and security of shipping, and for the prevention 
of marine and atmospheric pollution by ships. The IMO has 
agreed to introduce a 0.5% sulfur-content cap for marine fuels 
starting in 2020. The regulation will reduce total PM and SO2 
emissions from marine engines, but the impact these changes 
will have on BC emissions is less clear (ICCT, 2017). The IMO 
has provided a definition of BC for use by the community 
and has recommended the measurement methods to be used 
in connection with marine-engine emissions. Additionally, a 
review of available control technologies has been conducted. 
However, for the time being, the IMO is not regulating BC 
emissions from ships (ICCT, 2017). In the case of smaller marine 
engines, national legislation on PM exists – for example, in the 
European Union, the USA and Canada – which is expected to 
indirectly influence BC emissions (ICCT, 2017).  

This section discusses those Arctic shipping emissions 
inventories that have become available since 2015. The IMO 

13



regulation has decreased emissions of sulfur in comparison 
with the estimates given in AMAP (2015a), but BC emissions 
estimates remain similar. Shipping activities in the area may 
increase in the future due to more traffic within the Arctic, as 
well as from traffic being diverted from more southerly lanes. 
Compared with the emissions situation for 2015–2016, the 
SO2 and NOX emissions are estimated to decrease, whereas 
BC emissions remain unchanged. These general statements 
are based on an assessment of recent inventories, which are 
discussed in more detail below.

Johansson et al. (2017a) provided a global shipping emissions 
inventory based on AIS 2015 data and the Ship Traffic Emission 
Assessment Model (STEAM3). In 2017, the International 
Council of Clean Transport (ICCT) published a global 
emissions inventory of BC for shipping based on combined 
terrestrial- and satellite-based AIS and ship registry data. The 
inventory by DCE (2017), which uses 2012–2016 AIS data for 
shipping north of 60°N latitude, updates the Winther et al. 
(2014) work that was used in the AMAP 2015 assessment 
(AMAP, 2015a). 

The global ECLIPSE v6b emissions dataset (Data ref. 2.2), 
used as input for the impact estimates in this assessment, also 
includes emissions from shipping based on 2015 shipping 
activities from Johansson et al. (2017a). The different fuel types 
(heavy fuel oil [HFO], light fuel oil [LFO], liquified natural gas 
[LNG]) have separate emission factors, and since the shares of 
the fuels change over time and also by region (being different 
across Emission Control Areas (ECAs)), the implied emission 
factors are also regionally specific and change over time. 

In terms of current shipping activity in the Arctic sea areas, 
the DCE (2017) inventory indicated that north of 60°N 
latitude, for the time period 2012–2016, annual fuel use 
increased from approximately 5 megatonnes (Mt) of fuel in 
2012 to 6.5 Mt in 2015, but fell back to 5.5 Mt in 2016. The 
Arctic Council’s Protection of the Arctic Marine Environment 
(PAME) Working Group’s Arctic Ship Traffic Data (ASTD) 
System provides additional insight, indicating that the sailed 
distance within the Polar Code Area (a subdomain of the area 
north of 60°N latitude) increased by 75% from 6.1 million 
nautical miles in 2013 to 10.7 million nautical miles in 2019 

(PAME, 2020). According to PAME (2020), fishing vessels 
dominate, accounting for 45% of the activity. It is important 
to note that the trends in the DCE (2017) and PAME (2020) 
studies are not comparable, due to the different geographical 
scope; significantly more shipping activities take place outside 
of the Polar Code Area than within it. AMAP (2015a) reported 
that only 10%–15% of ship traffic north of 60°N took place 
inside the Polar Code Area.

Translating the ship activities into emissions, Figure 2.8 presents 
SO2, NOX and BC emissions from shipping activities north 
of 60°N, as estimated by the available emissions inventories. 
The ECLIPSE v6b inventory has the highest SO2 emissions at 
85 Mt/y, which are about 50% higher than those detailed in 
DCE (2017) and 85% higher than those presented by Johansson 
et al. (2017a). Overall, as a consequence of lower sulfur content 
in the fuel, the SO2 emissions are lower than those estimated in 
the 2015 assessment (AMAP, 2015a). DCE (2017) uses a higher 
fuel-consumption estimate, which is why the NOX emissions 
(360 Mt/y), are about 80%–100% higher than in ECLIPSE 
v6b and Johansson et al. (2017a), but relatively similar to the 
estimate in AMAP (2015a). 

ECLIPSE v6b, DCE (2017) and ICCT (2017) estimated 
emissions of BC from Arctic shipping to be between 0.3 and 
0.5 tonnes per year (t/y) whereas the Johansson et al. (2017a) 
inventory was 1.3 t/y, 2.6–4 times higher than the other three. 
The relatively large difference between Johansson et al. (2017a) 
and the rest is explained by the choice of emission factor. At 
0.47 grams per kilogram (g/kg) fuel, the emission factor is 
relatively high in Johansson et al. (2017a), as compared with 
the ICCT (2017) global mean figure of 0.25 g/kg fuel; the 
ECLIPSE v6b figure of 0.11 g/kg fuel for shipping outside the 
ECAs and <0.05 g/kg fuel within the ECAs; and that in DCE 
(2017) of 0.10 g/kg fuel (mean). The BC emission estimates by 
ECLIPSE v6b (Data ref. 2.2), DCE (2017) and ICCT (2017) are 
also lower than the AMAP 2015 assessment (AMAP, 2015a), 
which assumed a constant 0.35 g/kg fuel emission factor based 
on work by Corbett et al. (2010). 

For estimating future Arctic shipping activities and emissions, 
DCE (2017) used the same growth scenarios for different 
ship types as AMAP (2015a). In the baseline scenario, total 

Figure 2.8 Left: emissions of SO2, NOX and BC in tonnes per year (t/y) from shipping north of 60°N latitude for the year 2015/2016 from the ECLIPSE 
v6b, DCE (2017), Johansson et al. (2017a) and ICCT (2017) emissions inventories. Right: baseline and diversion (from southerly shipping lanes) scenarios 
from the ECLIPSE v6b dataset and DCE (2017) for the year 2050. Please note the pollutant-specific scaling as indicated on the x-axis.
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fuel use by shipping in the Arctic is estimated to increase 
by 14% between 2016 and 2050 (without additional fuel 
consumption from the diversion of ships from traditional 
southern routes into Arctic waters). ECLIPSE v6b, on 
the other hand, assumes that future shipping activities in 
the Arctic increase by 60% between 2015–2050, refl ecting 
the general trend in international shipping presented in the 
World Energy Outlook 2018 projections (IEA, 2018). An 
additional aspect is that, with changing ice conditions in the 
future, more shipping activity and emissions may divert from 
the traditional southern routes into Arctic waters (see also 
AMAP, 2015a). DCE (2017) includes scenarios with additional 
shipping activities due to the diversion of ships from more 
southerly areas to the Arctic routes, whereas ECLIPSE v6b 
does not. 

Figure 2.8 also presents SO2, NOX and BC baseline emissions 
scenarios for shipping North of 60°N latitude in 2050. 
Compared with the 2015/2016 situation, the SO2 and NOX

emissions are estimated to decrease by 60%–75% and 10%–
30%, respectively, whereas the BC emissions are estimated to 
remain at a similar level. In addition, the diversion of ships from 
more southerly sea lanes (DCE, 2017_div and DCE, 2017_div_u 
on the right-hand graph) could increase the emissions by up 
to 50%–100% depending on the pollutant and the diversion 
scenario (DCE, 2017). 

Compared with the baseline scenario presented in AMAP 
(2015a), the emissions from more recent studies are 
approximately 80%, 50%–75% and 80%–90% lower for SO2, 
NOX and BC, respectively, due to updated emission factors 
taking into account the expected changes in ships and fuel 
sulfur content. Th e emissions levels estimated by ECLIPSE v6b 
and DCE (2017) are relatively similar for all studied pollutants. 

 2.4.2 Fossil fuel extraction and distribution 

Extraction of crude oil and natural gas is a source of BC and 
CH4. BC is emitted from the fl aring of associated gas during 
oil extraction. CH4 emissions originate primarily from the 
venting of associated gas during oil extraction, as well as due 
to unintended leakages along the production process chain 
from wellhead to upgrading and storage (Höglund-Isaksson, 
2017). CH4 can also be released during coal mining and from 
abandoned coal mines. 

According to Stohl et al. (2013), a large share of BC in the 
high latitudes originates from the oil and gas sector, mostly 
from Russia. While the amount of fl ared gas has declined in 
recent years (WB/GGFR, 2020), the ECLIPSE V6b emissions 
dataset confi rms that fl aring remains the largest source of 
anthropogenic BC emissions in the high latitudes, with 
major sources located in Russia, the North Sea and the USA 
(Figure 2.9). Th e spatial pattern used for emissions data relies 
on the work of Böttcher et al. (2021); that work also shows 
that new fi elds have been developed (with associated fl ares) 
further north (Figure 2.10). Even though fl aring activity has 
declined, and it is expected it will be reduced further, data 
on emissions from Conrad and Johnson (2017) indicate that 
actual emission factors might be higher than previously used, 
stressing the importance of developing policies to reduce 
routine fl aring. 

 2.5  Policy scenarios for further 
mitigation of emissions 

Th e current legislation (CLE) scenarios presented in Section 2.2 
assume no further abatement of emissions than that prescribed 
in already adopted legislation. The IIASA-GAINS model 
enables identifi cation of a portfolio of technical measures for 
reducing emissions – such as improved stoves, catalysts, fi lters 
and so on – but ignores the potential for further mitigation 
through policies addressing energy effi  ciency, fuel switching, 
premature equipment scrapping, or even behavioral changes. 
Th e latter can be modeled, however, using externally developed 
scenarios where such structural changes are implemented. 
Th e mitigation scenarios discussed in this section assume 
maximum feasible implementation of existing best available 
abatement technologies, for diff erent types of future activity 

BC emissions, kt/y
0 0.50.10.010.001 1

Figure 2.9 Black carbon emissions in kilotons per year (kt/y) from gas 
fl aring in 2015, according to the ECLIPSE V6b emissions dataset.

Figure 2.10 Change in black carbon emissions in kilotons per year (kt/y) 
from gas flaring in northern Russia between 2017 and 2012, based 
on Visible Infrared Imaging Radiometer Suite (VIIRS) satellite data 
(Böttcher et al., 2021).
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scenarios. Some of them include structural changes compared 
to the baseline development (e.g, the Sustainable Development 
Scenario [SDS] – see also Section 2.2 for a brief characterization 
of scenarios). However, the scenarios discussed do not consider 
any potential effects from future technological development 
(Höglund-Isaksson et al., 2020; Amann et al., 2013).

The AMAP 2015 assessment (AMAP, 2015a, 2015b) analyzed 
a mitigation scenario that focused primarily on the role and 
importance of reducing emissions of the warming SLCFs BC 
and CH4 in connection with the Arctic climate. It presented an 
emissions-mitigation scenario that strongly reduced emissions 
of BC and CH4, but did not include further dedicated control 
of sulfur emissions. In contrast, this 2021 assessment analyzes 
emissions-mitigation scenarios incorporating a broader set of 
air pollution-mitigation opportunities, and targeting a larger 
set of pollutants that include both climate warming and cooling 

species (Figure 2.11). This is justified by the fact that emissions-
reduction policies for sulfur continue to be strengthened 
around the world, driven primarily by air-quality concerns.

Significant potential for further reducing BC emissions using 
existing technologies has been identified (MFR, CFM, MFR_
SDS scenarios). In the Arctic Council Member states, adoption 
of best available mitigation technologies for road and non-road 
transport (such as the European emissions standard Euro 6/VI 
and enforcement of policies to remove high-emitting vehicles 
from the road), residential heating and cooking (advanced 
solid fuel boilers and stoves) and in the oil and gas sectors 
(reduced flaring, particularly in Russia) would approximately 
halve BC emissions by 2030 (Figure 2.11 and 2.12). A further 
10% reduction could be achieved with measures in industry 
and effective enforcement of bans addressing open burning of 
agricultural residues. Assuming immediate implementation, 

Figure 2.11 BC, SO2 and CH4 emissions under the current legislation baseline (CLE) scenario, mitigation scenarios (MFR, MFR_SDS, CFM), and the 
climate forcing scenario used in the AMAP 2015 assessment (v5a_SLCF_Mit).
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and strict and effective enforcement of policies, almost full 
potential could be achieved by 2030, and only 10% additional 
reduction potential would remain between 2030 and 2050. In the 
Arctic Council Observer countries, depending on the scenario, 
a reduction in BC emissions of 60%–70%, could be achieved by 
2030 by implementing measures targeting practically the same 
sectors as in the Arctic Council member states (Figure 2.11 and 
2.12). Outstanding potential to reduce emissions by a further 
20% would remain for the period 2030–2050, which could be 
achieved by widening access to clean energy for cooking and 
improving municipal solid-waste management to the extent 
that virtually no open burning of waste remains.

The global anthropogenic CH4 emissions in the IIASA-GAINS 
model are discussed in more detail by Höglund-Isaksson et al. 
(2020). The maximum technically feasible reduction (MFR) 
of global anthropogenic CH4 in 2050 is estimated at 54% 
below baseline CLE emissions for that year. This corresponds 
to global emissions that are 30% below the 2015 level, and 
reflects that baseline emissions are expected to grow by 30% 
between 2015 and 2050 (Höglund-Isaksson et al., 2020). 
For the oil and gas sector, the global emissions reduction 
potential under the MFR scenario compared with CLE is 
74%, achievable through recovery of associated petroleum 
gas and, in addition, leakage detection and repair (LDAR) 

Figure 2.12 Relative changes in emissions by 2030 and 2050 under the mitigation scenarios (MFR, MFR_SDS, CFM), compared to the CLE scenario.
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programs to reduce unintended leakage during extraction, 
transmission and distribution of natural gas (Höglund-
Isaksson et al., 2020). Maximum reduction potential in solid 
waste management is estimated at 80%, assuming that, over 
20 years, the infrastructure for source separation, recycling 
and energy-recovery schemes is extended globally, a ban on 
all landfill of organic waste is introduced and the carbon 
content of waste is utilized (Gómez-Sanabria et al., 2018; 
Höglund-Isaksson et al., 2020). In agriculture, the maximum 
technical reduction potential is estimated to be 21%, with 
about half attributed to measures related to rice cultivation 
and the other half to changes within the livestock sector. The 
latter encompass better control of emissions from enteric 
fermentation – achieved through changes to animal feed, as 
well as breeding schemes that simultaneously target genetic 
traits for improving productivity and enhancing animal 
health, longevity and fertility, – and reductions in emissions 
brought about by treating manure in anaerobic digesters with 
biogas recovery (Höglund-Isaksson et al. 2020).

For Arctic Council Member states, the technical mitigation 
opportunities for CH4 are relatively extensive, potentially 
achieving emissions about 50% below baseline CLE in 2050 
(Figure 2.11 and Figure 2.12). About 60% of this mitigation 
potential relates to measures that abate emissions from oil 
and gas extraction, storage and distribution. Meanwhile, 
measures to improve waste and wastewater management, for 
example by avoiding landfilling of organic waste through source 
separation and treatment, make up about fifth of the technical 
mitigation potential. 

Further potential for reducing SO2, beyond the CLE baseline, 
is assessed in the MFR scenarios. For the Arctic Council 
Member states and Observer countries, up to 60% and 
40% reductions, respectively, could be achieved by 2030 
by implementing the best available technologies. These 
reductions would mostly result from changes within the 
energy and industrial sectors and, to a smaller extent, the 
residential sector. The measures to reduce SO2 emissions 
include after-treatment devices to remove sulfur compounds 
from flue gases, as well as cuts in the sulfur content of fuel. 
The maximum reduction potential of Arctic Council Member 
states could be almost entirely reached by 2030, whereas in 
the Observer countries, an additional 15% to 20% could be 
abated in the period between 2030 and 2050.

Some interconnections exist between the opportunities 
for mitigating BC, CH4 and SO2, but generally these effects 
are estimated to be relatively minor. Key CH4-mitigation 
measures primarily affect CH4, but have some co-benefit 
to air pollutants including BC. For example, proper 
waste management will eliminate open burning of waste; 
production of biogas can lead to lower use of solid fuels and 
reduce air-pollutant emissions; and gas recovery and reuse 
can also reduce flaring volumes. Measures to reduce BC, 
meanwhile, – such as applying diesel particulate filters that 
require desulfurized fuel, and reducing coal use for heating 
and cooking – will have a relatively small effect on total 
SO2 emissions. The CFM scenario includes these associated 
reductions of cooling species (e.g., SO2, NOX, OC) while 
focusing on significant mitigation of BC and CH4. 

Figure 2.13 illustrates IIASA-GAINS scenarios of anthropogenic 
BC and CH4 emissions in the Arctic Council Member states 
for the 2010–2030 period. The baseline (CLE) and failure 
(NFC, NFC_CPS) scenarios indicate a declining trend of BC 
emissions, suggesting that the voluntary Arctic Council BC goal 
can almost be achieved with current policies. An additional 
reduction of 19–60 kilotons (kt) BC appears necessary by 2025 
to reach the collective BC goal. This appears feasible, since the 
mitigation scenarios (MFR and MFR_SDS) indicate significant 
further emissions-reduction potential that can be achieved 
primarily with technical measures (important, as the additional 
potential due to structural changes shown in the MFR_SDS is 
less than 5% in the short term). 

The Arctic Council CH4 emissions are expected to increase by 
2050 and thus do not comply with the Arctic Council vision 
“...to significantly reduce our overall methane emissions”.  
However, significant mitigation potential exists to reduce CH4 
emissions, as illustrated in the mitigation scenarios (MFR, 
MFR_SDS, CFM).

Comparing the sector-specific data on the maximum reduction 
potential of the best available technologies (Figure 2.12) with 
the recommendations for further actions outlined by the 
Arctic Council’s EGBCM (Expert Group on Black Carbon 
and Methane) (Arctic Council, 2019) indicates that the Expert 
Group has identified and targeted key sources of BC and CH4.

Figure 2.13 BC and CH4 emissions in Arctic Council Member states in the 
baseline (CLE), mitigation and failure scenarios.
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2.6  Comparing official national emissions 
data and research inventories

This section presents emissions reported by countries to 
international fora (CLRTAP, UNFCCC and the Arctic 
Council), the emissions data used in this assessment (IIASA-
GAINS ECLIPSE v6b [Data ref. 2.2]), and other independent 
emissions inventories (such as the Emissions Database for 
Global Atmospheric Research [EDGAR v5.0 – Data ref. 2.4]). 
The chapter presents the data and discusses the main differences 
between datasets, but does not provide detailed analyses. More 
in-depth comparisons can be found for BC emissions in EU-
funded Action on Black Carbon in the Arctic (EUA-BCA, 
2019a), Hoesly et al. (2018), Huang et al. (2015), Evans et al. 
(2017), and Klimont et al. (2017). Further information regarding 
CH4 is provided by Höglund-Isaksson et al. (2020). 

2.6.1 Black carbon 

Tables 2.2 and 2.3 show BC emissions for Arctic Council 
Member states and Observer countries from national sources, as 
well as from the independent ECLIPSE v6b (developed with the 
IIASA-GAINS model) and EDGAR v5.0 emissions inventories. 
The IIASA-GAINS historical estimates are discussed in Klimont 
et al. (2017) but were further updated with new statistical 
data for 2015, as well as for the European Union, during the 
development of the Clean Air Outlook (IIASA, 2018) where 
2005 and 2010 emissions were reviewed and compared to the 
CLRTAP submission 2017 (Data ref. 2.5). National sources 
include emissions as reported to the CLRTAP in 2020 (Data 
ref. 2.6). For countries that do not report to the CLRTAP, the 
latest emissions data reported to the EGBCM was included 
(Arctic Council, 2019).

Table 2.3 Black carbon emissions (kilotons) from the Arctic Council Observer countries in 2015 from national sources, ECLIPSE v6b and EDGAR 
v5.0. National data was taken from the CLRTAP 2020 submissions, with values for Japan and the Republic of Korea coming from national reports to 
the EGBCM (Arctic Council, 2019).

2015 National data ECLIPSE v6b (IIASA-GAINS) EDGAR v5.0

China 1170.3 1313.8

France 31.3 46.2 23.0

Germany 16.1 15.8 19.5

India 1110.4 794.4

Italy 21.9 33.1 19.2

Japan 17* 14.9 38.8

Republic of Korea 13.4† 16.9 20.2

Netherlands 3.1 3.0 2.9

Poland 14.2 51.2 20.1

Singapore 1.2 3.0

Spain 37.1 27.3 17.0

Switzerland 1.5 1.8 1.9

United Kingdom 19.2 18.2 13.5

Total (excluding China, India and Singapore) 179.8 228.4 176.1

Total 2510.2 2287.3

* 2013, from national reports to the Arctic Council EGBCM (Arctic Council, 2019) 
† 2014, from national reports to the Arctic Council EGBCM (Arctic Council, 2019)

Table 2.2 Black carbon emissions (kilotons) from the Arctic Council Member states in 2015 from national data sources, ECLIPSE v6b and EDGAR v5.0. 
National data was taken from the CLRTAP 2020 submissions and, for the USA, from national reports to the EGBCM (Arctic Council, 2019). 

2015 National data ECLIPSE v6b (IIASA-GAINS) EDGAR v5.0

Canada 37.7 46.6 32.6

Denmark 2.9 3.5 2.3

Finland 4.2 4.9 8.2

Iceland 0.2 0.1 0.1

Norway 3.3 4.3 2.7

Russia * 171.2 34.8

Sweden 2.7 4.1 6.8

USA 260† 260.6 198.7

Total 495.3 286.1

* Russia didn’t report black carbon emissions 
† 2014
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The largest differences between the estimates are for Russia, for 
which the emissions from ECLIPSE v6b are approximately five 
times higher than those of the EDGAR v5.0 inventory; this is 
primarily due to emissions from oil and gas flaring being missing 
from EDGAR v5.0. This raises the question of differences in the 
inclusion of source sectors between the inventories. 

Some non-European Arctic Council Observer countries lack 
official national emissions inventories with which to make 
comparisons with other assessments. In general, ECLIPSE v6b 
emissions are closer to national CLRTAP 2020 submissions 
than EDGAR v5.0, except for those from Poland, France, and 
Italy, which are estimated highest in ECLIPSE v6b. According to 
EU-funded Action on Black Carbon in the Arctic (EUA-BCA, 
2019a), the differences for these countries between the previous 
version of EDGAR (v4.3.2) and the current IIASA-GAINS 
(ECLIPSE v6b) originate mainly from residential combustion. 
ECLIPSE v6b makes the highest estimates for total emissions 
from the Arctic Council Observer countries, while the sum 
from EDGAR v5.0 (excluding China, India and Singapore) 
is close to the total of the national inventories. For the largest 
Observer countries, ECLIPSE v6b estimates higher emissions 
for India, and EDGAR v5.0 for China. A recent study (Kanaya 
et al., 2020) discussed the magnitude and trends of BC emissions 
in China, analyzing data from measurement stations on islands 
east of China. This confirmed the results of the IIASA-GAINS 
model, and the trajectory in the ECLIPSE v6b emissions dataset.

EU-funded Action on Black Carbon in the Arctic (EUA-BCA, 
2019a) compared BC emissions for 2010 from independent 
inventories to CLRTAP national submissions. The comparison 
highlighted some variation in the inclusion and handling of 
important emissions sectors between the inventories. Of the 
main source sectors, road-transport emissions showed the 
smallest variation between inventories. Non-road machinery 
showed higher variation than road transport. For residential 
combustion (household heating, cooking, lighting), and 
commercial and agricultural heating different methods were 
used to estimate the activity (amount of combusted fuel) and 
allocation between technologies, causing variations in the 
emissions estimated by different inventories. For most countries, 
emissions reported to CLRTAP for residential combustion were 
close to the ECLIPSE v6b numbers used in this assessment. 
Emissions from flaring showed the largest variation between 
the inventories. Overall, significant improvements were made 
in the reporting completeness in several countries. In recent 

years, Russian emissions have received considerably more 
attention, which has resulted in several studies involving 
Russian scientists. An exhaustive discussion of that process 
and progress is presented in Box 2.3.

2.6.2 Methane

Table 2.4 compares anthropogenic CH4 emissions in Arctic 
Council Member states for the year 2015, as estimated in 
three different bottom-up inventories: national reporting to 
UNFCCC (Data ref. 2.7), IIASA-GAINS ECLIPSE v6b, and 
EDGAR v5.0. There are a few noteworthy differences between 
the estimates of the three inventories. IIASA-GAINS’ estimates 
of emissions from the oil and gas sector are considerably higher 
than the others, with almost double or higher emissions for 
Canada, the USA and Russia. The difference can primarily 
be related to higher emissions from venting of associated 
petroleum gas (APG). In the IIASA-GAINS model, these 
are estimated using a consistent methodology that attributes 
country-specific amounts of APG generated to either recovery 
(for reinjection or utilization), flaring or venting (see Höglund-
Isaksson, 2017). A description of IIASA-GAINS estimates 
for 2015 using national statistics as input data is presented 
in Section S6 of the Supplement to Höglund-Isaksson et al., 
2020. The USA estimate for 2015 is calibrated to the average 
national leakage rate for the oil and gas sector as estimated by 
Alvarez et al. (2018) and assumes considerably higher average 
leakage for shale gas extraction (2.7%) than for extraction of 
conventional gas (1%). For Russia, the estimate for 2015 reflects 
assumptions about an average CH4 content of APG of 60% 
(derived from Huang et al., 2015) and an average APG recovery 
rate increasing from 55%–68% between 2010 and 2015, as 
indicated by the changes in the volumes of gas flared (measured 
from satellite images [Elvidge et al., 2016]), and controlling for 
changes in production volumes.

Another notable difference between the CH4 emissions values 
in the three bottom-up inventories is that EDGAR v5.0 
estimates considerably higher emissions for Finland, Norway 
and Sweden than the other two inventories. The difference here 
can primarily be related to the wastewater sector and, more 
specifically, to assumptions about the release of CH4 from the 
degradable organic content in wastewater from the pulp and 
paper industry. IIASA-GAINS and EDGAR v5.0 values do 
not contain land use, land-use change and forest (LULUCF) 

Table 2.4 CH4 emissions, in kt, from the Arctic Council Member states in 2015 from national reporting to UNFCCC, IIASA-GAINS and EDGAR v5.0. 

2015 UNFCCC without LULUCF IIASA-GAINS EDGAR v5.0 UNFCCC with LULUCF

Canada 3822 4787 5348 3848

Denmark 288 262 356 299

Finland 194 173 913 226

Iceland 26 38 21 172

Norway 202 254 798 208

Russia 14,520 28,105 17,294 15,433

Sweden 184 171 477 202

USA 25,539 31,829 25,289 26,185

Sum 44,776 65,618 50,496 46,573
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Box 2.3. Recent developments in black carbon emissions inventories for Russia

In recent years, out-of-date or missing information has affected 
the quality of Russian BC estimates, leading to biases in both 
rates and spatial distribution of emissions. This bias is a key 
reason why chemical transport models struggle to accurately 
reproduce BC levels over the Arctic. To improve the accuracy 
of Russian BC emissions estimates, sources including flaring, 
transportation, residential, energy, industry, wildfires, and 
agricultural burning have been much studied of late.

Flaring in the oil and gas industry
Flaring is estimated to contribute significantly to Russia’s total 
anthropogenic BC emissions. However, there are significant 
uncertainties around estimating volumes of flared gas, as well 
as BC emission factors. Data based on satellite observations 
indicate that higher volumes of gas have been flared than those 
reported in Russian official statistics. The satellite-based data 
has been extensively used in peer-reviewed studies (Stohl et al., 
2013; Huang et al., 2015; Evans et al., 2017; Klimont et al., 2017; 
Böttcher et al., 2021). Evans et al. (2017) reviewed the emission 
factors from available literature and established Russia-specific 
emission factors. The authors adopted the approach described 
in Huang et al. (2015), and adjusted data input to McEwen 
and Johnson (2012) to derive an average emission factor of 
2.27 gram per cubic meter (g/m3), with a range from 0.51 to 
2.56 g/m3, for 2010. BC emissions in 2014 were estimated 
to be 32.2 kt, with an uncertainty range from 10.0–54.1 kt. 
Reducing the uncertainty in the emissions estimates would 
require more site-specific information on gas composition 
and the corresponding heating value, as these factors can vary 
over time and across different production sites. 

Transportation
Vehicles, vessels and machinery emit significant amounts of 
BC. The actual amounts emitted depend on the relative shares 
of diesel and gasoline vehicles, vehicle types and the respective 
emissions standards they comply with, and are estimated 
based on fuel consumption or mileage. BC emissions can be 
estimated directly based on BC emission factors or indirectly 
using PM2.5 emission factors combined with BC/PM2.5 ratios. 
Other factors that need to be accounted for include the 
distribution of traffic by road type, ambient temperature (for 
cold starts), average speed, and the presence of super-emitters 
(vehicles that, due to a malfunctioning or tampered-with 
exhaust treatment system, have very high emissions compared 
to regular ones). For rail and shipping, most studies use a fuel-
consumption-based method to estimate BC emissions. The 
2014 emissions values available from literature were 3.9–8.0 kt 
for Russian rail, and from 0.5–0.6 kt for shipping (Hoesly et al., 
2018; Kholod et al., 2016; Evans et al., 2017). According to 
Evans et al. (2017), total BC emissions from the transportation 
sector (diesel and gasoline vehicles, locomotives and ships) 
ranged from 16.3–41.2 kt with a central value of 29.8 kt.

Residential combustion
Most of the households in Russia rely on district heating systems 
(84%) and natural gas supply (69%) for heating and cooking. 
About 10% of all households in rural areas rely on wood. Evans 
et al. (2017) collected BC emission estimates from the literature, 
which ranged from 13–102 kt with a central estimate 27.0 kt. 

Energy and industry
In Russia, natural gas is the predominant fuel for district 
heating (60%), while coal and oil provide 20% and 5%, 
respectively. Hoesly et al. (2018) estimated emissions of BC 
from the heat and power sectors to be 16.4 kt, and Evans 
et al. (2017) estimated the uncertainty range to be from 
11.9–26.7 kt. Natural gas accounts for about 80% of the 
energy used in industry, but the largest emissions are from 
diesel combustion (85%). The mining industry alone is the 
largest source of BC emissions (about 40% of industrial BC 
emissions). Hoesly et al. (2018) estimated emissions from 
industry to be 5.2 kt of BC, and Evans et al. (2017) estimated 
the uncertainty range to be 1.0–51.3 kt of BC with a central 
value of 5.1 kt. The uncertainty in BC emissions from industry 
in Russia is very large. There are no Russia-specific emission 
factors for BC, and emission factors from other countries may 
not be comparable to those in Russia. 

Wildfires
BC emissions are calculated as the product of the burned 
area, fuel load, combustion completeness, and the emission 
factors for the specific plant species burned. Either satellite 
data or official government statistics can be used to quantify 
the burned area, but official statistics are several times lower 
than the satellite data on area burned. Because official 
statistics may overlook remote areas where there is no 
direct land-based observation, researchers often prefer using 
satellite data. Data on fuel load and combustion completeness 
are limited for Russia, and direct use of data from other 
countries is not always appropriate. Since information on 
Russia-specific emission factors is limited, Evans et al. 
(2017) assumed 0.93 g/kg and 1.36 g/kg, respectively, for 
forest and non-forest fires. This was based on a study by 
Hao et al. (2016), which conducted aircraft measurements 
in the USA and used an emission factor of 0.69 g/kg for 
agricultural residue from McCarty et al. (2012). Evans 
et al. (2017) estimated the total annual BC emissions from 
wildfires in forests, grasslands, and other natural areas to be 
569 kt during the 14-year period from 2002 to 2015, with 
uncertainty ranging from 345–793 kt. They attributed most 
of the uncertainty to burned areas.

Emission factors contribute comparable uncertainty when 
the inventories are applied in atmospheric models. The most 
widely adopted factor, from Akagi et al. (2011), organized 
factors into three broad types of forests susceptible to wildfire: 
tropical, temperate and boreal. But in reality, one type of 
forest may have various types of plant species, which may 
have substantially different emission factors. For example, 
May et al. (2014) reported the factor for BC was 1.11 g/kg for 
black spruce (Picea mariana) and 2.72 g/kg for white spruce 
(Picea glauca). But the emission factor used by the Global Fire 
Emission Database (GFED) for burning of boreal forest is 
0.56 g/kg, suggesting that emission factors at terrestrial biome 
scale contain large uncertainty. The high-latitude boreal forests 
in Siberia are important contributors of BC in the Arctic region. 
Thus, developing a better emission factor database for biomass 
burning should be an urgent priority in order to constrain the 
uncertainties associated with this phenomenon.
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emissions. In general, emissions from LULUCF sectors are 
small compared to the anthropogenic sources; they represent 
4% of total CH4 emissions from the Arctic Council Member 
states and 2% from Observer countries. 

Table 2.5 shows the corresponding comparison across the 
three bottom-up emissions inventories for the Arctic Council 
Observer countries. For China, the EDGAR v5.0 inventory 
estimates 16% higher CH4 emissions in 2015 than the IIASA-
GAINS or national estimate reported to UNFCCC, with the 
higher estimate for rice cultivation in EDGAR v5.0 being the 
main reason for the difference. Both IIASA-GAINS and EDGAR 
v5.0 estimate 32–33 Tg CH4 emissions for India in 2015, which 
is considerably higher than the figure of about 20 Tg CH4 
reported by India for the year 2010. The IIASA-GAINS estimate 
for year 2010 is about 30 Tg CH4, and a comparison for this 
year reveals that the difference to the national estimate can be 
related to the roughly double estimates of emissions from rice 
cultivation (8.4 versus 3.4 Tg CH4), and waste and wastewater 
sources (5.2 versus 2.5 Tg CH4). The higher emissions estimate 
for Japan in IIASA-GAINS and EDGAR v5.0 can be traced 
to these inventories having higher emissions estimates for 
livestock and for waste and wastewater management than 
the national reports to the UNFCCC. Finally, the double CH4 
emissions estimated for the UK in EDGAR v.5.0, compared to 
the other two inventories, can be related to higher emissions 
estimated from solid waste management.

2.7  Uncertainties within anthropogenic 
emissions inventories

This report discusses and, to a large extent, uses bottom-up 
emissions inventories to support modeling. Additionally, 
many international conventions, such as the CLRTAP and the 
UNFCCC, oblige countries to calculate national emissions data 

with such methodologies. Arctic Council Member states are 
also committed to provide that national emissions information 
to the Arctic Council, and Observer countries are encouraged to 
do so. National estimates often support the design of mitigation 
strategies and policies. 

It is important to acknowledge that the calculated emissions 
are subject to uncertainties, due to missing or incomplete 
information or limited understanding of emissions relevant 
parameters. These apply to all key elements underlying the 
estimates, including: data on activities and their temporal 
distribution; aggregation of individual sources or more detailed 
information; emissions-relevant parameters, such as technology 
type, emission factors; as well as spatial distribution and vertical 
profiles of sources. A systematic uncertainty analysis has not 
been performed for this study, but a quantitative comparison 
(Section 2.6) and qualitative assessment have been made of the 
robustness of several national and international inventories.

Activities for major industrial and transport sectors are 
relatively well documented, regularly updated and can be 
accessed from national and international sources, such as the 
IEA (Klimont et al., 2017). Some other major source categories, 
for example non-commercial fuel use in heating or cooking 
stoves or local vehicle fleets, are not well known (Klimont et al., 
2017). Moreover, there is considerable temporal variation for 
some activities. A good example is the heating need in northern 
latitudes, which has a considerable monthly – and even daily 
– variability between cold and warm seasons and periods. 
The temporal distribution can also be an important source of 
uncertainty related to emissions data, as generalized temporal 
weight factors are often used instead of real meteorological data.  
Considering the above, significant differences in uncertainties 
may exist between subsectors and fuel types (Super et al., 2020)

For SO2, the sulfur content of the fuel is the prime determinant 
of the emission factor for residential combustion and transport, 

Table 2.5 CH4 emissions, in kt, from the Arctic Council Observer countries in 2015 from UNFCCC submissions, IIASA-GAINS and EDGAR v5.0.

CH4 2015 UNFCCC without LULUCF IIASA-GAINS EDGAR v5.0 UNFCCC with LULUCF

China 53,570* 52,450 62,331 55,290*

France 2332 2302 2616 2380

Germany 2271 1887 3152 2305

India 19,623** 31,796 33,339 19,776**

Italy 1755 1709 1639 1766

Japan 1243 1685 2095 1246

Republic of Korea 1238 1063 1384 1252

Netherlands 728 639 854 728

Poland 1992 1628 2528 1993

Singapore 4*** 29 79 4***

Spain 1568 1418 1715 1575

Switzerland 199 180 218 199

UK 2125 2076 4234 2126

Total 88,648 98,861 11,6184 90,640

*2014 **2010 ***2012
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while for power plants and industrial boilers, the presence 
and efficiency of flue gas treatment is key. For other species, 
including NOX, CO, BC and OC, the emissions depend on 
several factors, primarily the combustion conditions and 
applied exhaust treatment technology, which vary according to 
the source. This results in high variability in emissions estimates 
(Super et al., 2020; Klimont et al., 2017; Bond et al., 2013). 
Operating modes and user behavior can affect the combustion 
process or engine performance and consequently also the 
emissions (Bond et al., 2013) but information is too scarce to 
include such factors systematically into emissions inventories. 
In the case of BC, the lack of a consistent definition, and the 
use of various measurement methods for determining emission 
factors, makes comparing results difficult (Bond et al., 2013).

Proxies that support the spatial distribution of emissions can 
introduce uncertainties to the datasets used in atmospheric 
transport and climate models. Important sources may be 
wrongly placed, or emissions in a specific location may be 
weighted inappropriately (see also discussion in AMAP, 2015a). 
Additionally, the resolution of the spatial proxies may be so 
coarse that important local characteristics of emissions are lost.

Comparing emissions results obtained with different 
calculation frameworks or models can be used as an indicator of 
uncertainty, and it is common practice to provide such analyses 
when new emissions datasets are introduced. A comparison of 
newly available emissions inventories is presented in Section 2.6 
for BC and CH4. There are also methodologies, for example the 
Monte Carlo method, which quantify uncertainties around 
emissions by combining individual uncertainty distribution 
estimates of the various inventory calculation elements and 
provide an aggregated emissions distribution from which 
minimum, maximum and mean estimates can be derived 
(see e.g., Super et al., 2020). The uncertainties inherent in the 
estimates of emissions of individual pollutants vary depending 
on the specific characteristics of the calculation elements. 

Conducting a quantitative uncertainty analysis of a global 
emissions database is a laborious task, but some estimates for 
individual pollutants exist. The previous AMAP reports (AMAP, 
2011, 2015a) quoted the work by Bond et al. (2004, 2013) on BC. 
Bond et al. (2004) gave a 95% confidence interval of 31–10 Tg/y 
(-30% to +120%) for anthropogenic emissions and 16– to 9.8 Tg/y 
(-40% to +200%) for open biomass burning. Solazzo et al. (2021) 
assessed the uncertainty for greenhouse gas emissions in the 
EDGAR v5.0 inventory; global uncertainties for CH4 emissions 
from the IPCC sectors are presented in Table 2.6. Solazzo et al. 
(2021) assessed uncertainties separately for industrialized and 
developing countries, and concluded that uncertainties for many 
sectors were lower for the industrialized countries. 

The uncertainty estimate for Russian BC emissions conducted 
by Huang et al. (2015) gave a range of 59.1%–349.2% (95% 
confidence level). Karvosenoja et al. (2008), assessed PM2.5 
emissions uncertainties for 2000 in Finland, estimating 
emissions for traffic exhaust to be 4.2 kt/y (3.72–4.73 kt/y 
with 95% confidence intervals) and for residential wood 
combustion to be 7.58 kt/y (4.87–11.4 kt/y). According to 
Statistics Norway (2001), NOX and NMVOC emissions for 
Norway had an uncertainty of 12% and 15%, respectively, while 
the uncertainty in SO2 was estimated to be 5%. Uncertainties 
for emissions from wood stoves in Norway were estimated at 
7% for PM, and at 45% and 27% for EC for new and old stoves, 
respectively (SINTEF, 2013). 

This report discusses a suite of emissions estimates and presents 
in more detail the data calculated with the IIASA-GAINS 
model. At the time of writing, the ECLIPSE v6b dataset of 
IIASA-GAINS discussed in this report had not undergone a 
quantitative uncertainty estimate, but Amann et al. (2011) and 
Schöpp et al. (2005) described the treatment of uncertainties in 
the context of the IIASA-GAINS model. Since the 2015 AMAP 
assessment, steps have been taken to reduce the uncertainty in 
emissions datasets, including using: updated activity data; more 
data on source structure and emission factors originating from 
new regional studies (for example, see discussion in Box 2.3 on 
emissions from Russia); new emission factors for flaring, as well 
as venting and leakage for CH4 (see Höglund-Isaksson et al., 
2020); and updated spatial proxies.   

The spatial proxies for many sources have been revised – 
including for the residential sector, shipping, transportation, 
power plants, and oil and gas operations (including flaring) 
(Böttcher et al., 2021). In all cases, new data was used, either 
providing higher resolution or a more up-to-date representation 
of source locations. 

Amann et al. (2013) argued that, even though uncertainties 
can be quantified and the quantification may indicate a large 
uncertainty range, another element to consider besides the 
statistical uncertainties is the robustness of the emissions 
inventories. The authors define robustness to imply that 
emissions control needs and priorities between countries, 
sectors and pollutants do not significantly change due to 
changes in the uncertain model elements. The scenarios 
developed and used in this assessment are deemed to be robust 
from the above perspective, highlighting the importance of 
mitigation in particular sectors regardless of the uncertainties 
associated with them. 

2.8 Summary and main messages

In 2015, the Arctic Council Member states accounted for 8%, 
13% and 20% of the global anthropogenic emissions of BC, SO2 
and CH4, respectively. Jointly, Arctic Council Member states 
and Observer countries currently account for about half of the 
global anthropogenic emissions of these pollutants.

 • The surface transport sector dominates the BC emissions 
in the Arctic Council member states (47%), followed by 
residential combustion for heating (21%), flaring in oil and 
gas extraction (14%), agricultural waste burning (9%), and 

Table 2.6 Uncertainties for global CH4 emissions for the EDGAR v5.0 
emissions inventory (Solazzo et al., 2021). 

IPCC sector Lower uncertainty (%) Upper uncertainty (%)

1 Energy 60.4 94.2

2 Industrial 53.4 35.4

3 Agriculture 30.6 37.5

4 Waste 77.7 78.8

5 Other 117.3 117.3
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industrial combustion (6%). In the Arctic Council Observer 
countries, residential combustion comprises 56% of BC 
emissions, followed by surface transport (21%), combustion 
in industry (12%) and burning of household and agricultural 
wastes (5% each).

 • SO2 emissions are dominated by combustion in industry 
and energy production, with 95% and 83% in the Arctic 
Council Member states and Observer countries, respectively.

 • In the Arctic Council Member states, most of the CH4 emitted 
comes from fossil fuel production, storage and distribution 
(intended venting and unintended leakage during extraction 
and transportation of oil and gas [53%], and release of CH4 
in ventilation air during coal mining [8%]). Other significant 
sources of CH4 are anaerobic decomposition of organic 
materials in waste and wastewater management (17%), as 
well as livestock metabolism and manure management 
(19%). Incomplete combustion processes, in particular from 
agricultural waste burning and burning of biomass in the 
residential sector, contribute minor (2%) CH4 emissions. In 
the Arctic Council Observer countries, agriculture accounts 
for 46% of total anthropogenic emissions, followed by fossil 
fuel production (29%), waste and wastewater (21%) and 
combustion sources (5%). Notably, the oil and gas sector 
is estimated to be responsible for only 4% of total CH4 
emissions in the Arctic Council Observer countries.

Considering the recent energy outlook, existing and decided 
environmental legislation (if effectively enforced) are expected 
to reduce BC and SO2 emissions, but CH4 emissions are 
anticipated to continue to increase.

 • The baseline scenario (CLE), studying anthropogenic 
emissions trajectories under current legislation, indicates 
a declining trend for BC emissions in the Arctic Council 
Member states (up to 37% by 2050 compared with 2015, with 
reductions mainly due to the surface-transport sector) as 
well as the Observer countries (up to 52% by 2050 compared 
with 2015, with reductions due to the surface-transport and 
industry sectors), in contrast to the ‘rest of the world’ where 
baseline emissions are expected to increase. 

 • Also, under the CLE scenario, SO2 emissions decline 
significantly by 2050 compared with 2015 in both regions – by 
up to 30% and 40%, respectively, for Arctic Council Member 
states and Observer countries. This is due to the further policies 
in the energy (Arctic Council Member states and Observer 
countries), industry and residential sectors (Observers). 

 • CH4 emissions are projected to increase in the 2010 to 2050 
period by 16% and 33% in the Arctic Council Member states 
and Observer countries, respectively. The oil and gas and 
the waste sectors account for the increase in Arctic Council 
Member states, whereas the waste and agriculture sectors 
are the key drivers in the Observer countries.

Significant opportunities exist to reduce emissions of BC, SO2 
and CH4 in the Arctic Council Member states and Observer 
countries, as well as globally, as indicated by the MFR, CFM 
and MFR_SDS scenarios.

 • There is significant outstanding potential to further reduce 
BC emissions, globally, using existing technologies. In the 

Arctic Council Member states, adopting the best available 
mitigation technologies for road and non-road transport, 
residential heating and cooking, and in the oil and gas sectors 
would roughly halve BC emissions by 2030 compared with 
the baseline. A further 10% reduction could be achieved by 
implementing measures within industry and by enforcing 
bans on the open burning of agricultural residues. In the 
Arctic Council Observer countries, BC emissions could be 
reduced by 60%–70% by 2030 by implementing measures 
targeting practically the same sectors as for the Arctic 
Council Member states. Additional reduction potential of 
up to 20% would remain for the 2030–2050 period, which 
could be achieved by widening access to clean energy for 
cooking, and improving municipal solid waste management 
to the point where virtually no open burning of waste 
remains. Achieving such deep cuts in BC emissions will 
be also associated with some reduction of SO2, NOX, CO, 
and OC, since these species are co-emitted from many 
sources and reduction technologies simultaneously affect 
several pollutants; this is reflected in the SLCF-targeted 
scenario (CFM).

 • The maximum technically feasible reduction (MFR) of 
global anthropogenic CH4 by 2050 is estimated to be 54% 
below the CLE baseline emissions for that year. In the 
Arctic Council Member states, the technical mitigation 
opportunities for CH4 results in about 50% lower emissions 
than the baseline for 2050. A third of this can be achieved 
via measures to abate emissions from oil and gas extraction, 
storage and distribution, while changes to improve waste 
and wastewater management contribute around a fifth of 
the technical mitigation potential.

 • The potential to further reduce SO2 emissions was 
estimated in the MFR scenarios at up to 60% and 40% 
by 2030, respectively, for Arctic Council Member states 
and Observer countries. These cuts are feasibly mostly 
through implementation of further measures in the 
energy and industrial sectors, and, to a lesser degree, in the 
residential sector. 

Further actions are needed to reach the Arctic Council 
commitments to mitigate emissions of BC and CH4.

 • According to the baseline scenario (CLE), the voluntary 
Arctic Council BC goal that the “black carbon emissions 
be further collectively reduced by at least 25–33 percent 
below 2013 levels by 2025” could almost be achieved with 
current policies. The remaining reduction gap, estimated 
at 19–60 kt, could be achieved by 2025 with additional, 
primarily technical, mitigation measures. 

 • The Arctic Council Member state’s CH4 emissions are 
expected to increase by 2050 and thus would not comply 
with the Arctic states’ common vision “...to significantly 
reduce our overall methane emissions”, as expressed in 
the Arctic Council Framework for Action on Black Carbon 
and Methane Emissions Reductions (Arctic Council, 2015). 
However, significant potential to reduce CH4 emissions 
exists if the best available technologies are implemented.

 • Failure to implement the post-2015 legislation would move 
the BC emissions trajectory further from meeting the 2025 
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goal, and would lead to approximately 15% higher emissions 
levels of BC and SO2 towards the end of the period, 
compared with the CLE baseline. CH4 emissions remain 
relatively similar in the baseline (CLE) and failure (NFC 
and NFC_CPS) scenarios for both Arctic Council Member 
states and Observer countries. These results highlight the 
importance of timely and effective enforcing of existing 
policies and legislation.

 • Comparing the potential for reducing emissions using best 
available technologies with the recommendations for further 
actions by the EGBCM (Arctic Council, 2019) indicates that 
the Expert Group has identified and targeted key sources 
of BC and CH4.

Current emissions inventories are known to be missing some 
important local pollution sources. Local Arctic air-pollution 
sources identified in the scientific literature include: boreal 
forest fires; outdated and polluting equipment used for energy 
production (diesel generators and old boilers); burning of waste; 
land transport and shipping; and industrial operations. These 
can be overlooked if they are not recognized in national-level 
emissions inventories (because the contributing emissions 
sources are not well identified and quantified in terms of 
locations or amount). 

Comparing the emissions inventories used in this study with 
official national submissions and other independent datasets 
indicates that there is variation in the inclusion and handling 
of important emissions sectors, as well as in activity and 
emissions parameters between the inventories. The calculated 
emissions are subject to uncertainties, due to missing or 
incomplete information or limited understanding of calculation 
parameters. The scenarios developed and used in this AMAP 
assessment are robust in their approach to, and inclusion 
of, uncertainty; however, it remains important to mitigate 
emissions in particular sectors regardless of the uncertainties 
associated with them. 

2.8.1  Remaining challenges and 
recommendations for further work

As identified in AMAP (2015a, 2015b), work to further develop 
emissions inventories for high latitudes should continue. More 
detailed spatial emissions inventories for Arctic communities 
would benefit local emissions mitigation planning. Arctic 
states should work to better identify and quantify local Arctic 
emissions sources, and to include them in national-level 
emissions inventories. Further effort to validate assumptions 
about the potential to mitigate emissions, especially the 
pace at which some necessary transitions could take place, 
is recommended.

While current work draws on a number of national assessments 
of local emissions sources, the future projections of activities 
rely entirely on international sources, such as the IEA and FAO. 
Explicit consideration of national visions and plans could be 
better integrated in analyses, and compared to the internally 
consistent projections used now. Such analyses could also 
highlight national priorities and sensitivities that could be 
better addressed in subsequent modeling work, to better inform 
policy discussions. 

2.8.2  Follow-up of recommendations 
from the 2015 assessment

The AMAP 2015 assessment included recommendations to 
support and guide further development of anthropogenic 
emissions datasets, particularly in the Arctic area. This section 
provides a follow-up on these recommendations and specifically 
outlines how the datasets used in this assessment take these 
recommendations into account.

 • Recommendation 1 (AMAP, 2015a): A comparison of 
several global emissions inventories has shown that relative 
uncertainties in the total emissions per latitude band 
increase with latitude and are largest in the Arctic. The 
global inventories thus need improvement, especially at high 
latitudes. This could be achieved by including information 
from regional and Arctic Council national inventories.

The spatial representation of emissions in the Arctic area has 
been improved in the anthropogenic emissions datasets used 
and assessed in this study. Since the AMAP 2015 assessment, 
a new population pattern has been introduced to significantly 
improve allocation of certain activities to Arctic communities. 
Effort has been made to enhance datasets representing 
Arctic shipping, including the local traffic and that on rivers. 
Improvements in mapping road networks, power plants, 
and industrial facilities (including oil and gas activities, and 
encompassing flares) in the Arctic have been made.  

 • Recommendation 2 (AMAP, 2015a): Further analysis of observed 
and modeled historical trends of SLCFs should be made.

This recommendation does not directly address anthropogenic 
emissions datasets. However, emissions are a key driver in 
explaining the trends of SLCFs in atmospheric concentrations 
and thus such comparisons can provide important insights into 
further improvements of emissions datasets. In this assessment 
we have continued, as in previous assessments, to analyze and 
compare observed and modeled historical trends of SLCFs. 
Chapter 6 of this assessment addresses trends in observations 
and Chapter 7 evaluates the performance of models used in 
this assessment against observations.     

 • Recommendation 3 (AMAP, 2015a): Future work should 
develop emission scenarios that describe a strong increase in 
anthropogenic activities within the Arctic and quantify the 
projected impacts these activities would have on the Arctic 
climate and environment. 

An emissions scenario representing high-growth in activities in 
the Arctic area still remains an interesting topic for further work. 
However, the scenario representing slower energy transition 
(CPS) and failure to comply with existing air-quality legislation 
(NFC) addresses some potential aspects of such development. 

 • Recommendation 1 (AMAP, 2015b): Undertake additional 
direct or on-site source measurements (at scales that support 
extrapolation), harmonize development and application of 
emission factors internationally, and improve the temporal 
(interannual) resolution of reported emissions in order to 
improve estimation of anthropogenic methane emissions.

This recommendation points out an ongoing, overarching effort 
to iteratively improve our understanding of CH4 emissions and 
to streamline the flow of information from source measurements 
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to emissions evaluations. The recommendation remains valid, 
and AMAP could endeavor to find ways to facilitate such efforts.

 • Recommendation 2 (AMAP, 2015b): Subsequent assessment 
efforts should focus on fugitive emissions from all aspects 
of oil and gas systems from exploration through production 
and distribution.

Since AMAP (2015b) was published, extensive work has been 
conducted to better understand the magnitude of fugitive 
emissions from the upstream oil and gas sector. A wide range 
of methodological approaches have been applied, including 
ground-based monitoring, airborne-measurement campaigns, 
measurements of isotopic shifts in the atmospheric CH4 
concentration, atmospheric transport modeling, bottom-
up inventories, inverse modeling, and the development of 
satellite-based monitoring technology. Without claiming to 
be exhaustive, a short summary of findings so far indicates 
that CH4 emissions from fossil-fuel sources have likely been 
underestimated in past bottom-up inventories, but that the very 
strong increase in atmospheric CH4 concentrations observed 
in the last decade can only be partly ascribed to increased 
emissions from fossil-fuel activities and partly is of biogenic 
origin (Nisbet et al., 2019; Saunois et al., 2020). 
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Chapter 2 Appendix

A2.1 National emissions

Table A2.1 National emissions in kilotons per year (kt/y) under the baseline scenario and failure scenarios. Baseline: CLE (CLE = current legislation; 
assumes recent policies implemented, including Nationally Determined Contributions [NDCs] of Paris Climate Agreement); Failure: NFC (NFC = no 
further control; assumes failure of recent policies); NFC_CPS (CPS = current policy scenario; with NDCs excluded).

CLE NFC NFC_ CPS 

kt/y 2015 2030 2050 2030 2050 2030 2050
Arctic Council Member states

Canada        
BC 46.6 40.4 45.0 42.5 47.6 30.4 33.2
CH4 4793.1 5421.9 6636.0 5422.0 6636.2 5460.9 7294.7
SO2 1073.0 1062.1 1102.1 1062.9 1102.9 1131.1 1247.5

Denmark        
BC 3.5 1.2 0.7 1.8 1.3 1.8 1.4
CH4 253.8 214.0 210.2 216.2 219.2 215.6 216.9
SO2 14.4 13.7 14.2 15.5 16.0 15.6 17.7

Finland        
BC 4.9 3.1 2.6 3.2 2.7 3.1 2.9
CH4 172.4 131.6 140.2 131.7 140.8 130.9 140.0
SO2 45.1 30.3 25.7 30.3 25.7 33.8 32.7

Iceland        
BC 0.1 0.1 0.1 0.1 0.1 0.1 0.1
CH4 38.1 44.2 48.7 44.2 48.8 44.2 48.6
SO2 5.9 1.9 1.9 6.8 7.3 7.5 9.9

Norway        
BC 4.3 1.5 1.2 1.8 1.7 1.9 1.8
CH4 254.1 234.8 207.6 235.4 208.5 231.4 199.5
SO2 50.2 41.8 47.2 67.6 75.2 71.4 88.9

Russia        
BC 171.2 154.3 128.5 157.6 133.0 158.3 144.3
CH4 28,018.1 30,176.7 30,957.5 30,177.5 30,960.6 30,608.8 34,450.1
SO2 3864.6 3055.0 3240.5 3710.6 3880.8 3905.9 3930.0

Sweden        
BC 4.1 1.7 1.4 2.6 2.4 2.5 2.5
CH4 174.8 167.5 187.8 173.5 195.4 171.8 190.6
SO2 23.5 26.3 26.2 26.4 26.2 25.6 26.4

USA        
BC 260.6 146.4 133.8 181.7 176.0 181.4 170.8
CH4 31,819.1 34,940.4 35,536.9 35,009.7 35,623.7 35,932.5 36,789.1
SO2 4160.8 2041.4 1748.6 2068.0 1776.8 2242.3 2057.0

Arctic Council Observer countries
China

BC 1170.4 696.5 466.8 735.5 534.1 843.5 647.1
CH4 52,526.4 60,456.9 65,455.0 60,484.0 65,468.4 62,435.0 72,111.2
SO2 16,394.2 9710.3 7738.8 11,275.5 9146.2 12,079.1 11,150.6

European Observers
BC 197.1 85.3 60.7 121.2 96.8 120.9 100.1
CH4 12,011.7 9412.6 9235.4 9564.6 9398.9 9580.3 9538.1
SO2 2117.4 967.2 762.6 1199.5 998.0 1363.5 1240.9

India 
BC 1110.7 739.7 666.2 768.5 726.0 785.3 759.7
CH4 31,930.2 37,902.2 46,662.0 37,947.0 46,723.3 38,547.5 50,025.0
SO2 8121.2 4448.3 5958.3 13,977.7 17,128.8 15,208.2 23,208.6

Other Asian Observers
BC 33.0 16.8 15.6 18.8 17.6 19.7 19.2
CH4 2776.4 2534.3 2826.6 2547.6 2837.7 2550.9 2847.9
SO2 1149.4 913.5 801.2 1264.8 1182.5 1345.7 1456.5
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Table A2.2 National emissions under the mitigation scenarios: MFR (MFR = maxium feasible reduction; assumes recent policies implemented, including 
Nationally Determined Contributions [NDCs] of Paris Climate Agreement, and best available, technically feasible emissions-mitigation takes place); 
CFM (CFM = climate forcing mitigation; assumes MFR-type mitigation, with a focus on using technologies that result in lower net climate forcing); 
MFR_SDS (SDS = sustainable development scenario, assumes MFR technologies and rapid emissions reductions that result in achievement of several 
UN Sustainable Development Goals).

MFR CFM MFR_SDS
kt/y 2030 2050 2030 2050 2030 2050
Arctic Council Member states

Canada       
BC 12.2 9.5 12.2 9.5 8.9 5.7
CH4 3715.3 3308.7 3715.3 3308.7 3529.3 2425.0
SO2 677.1 690.4 917.6 947.9 643.9 629.8

Denmark       
BC 0.6 0.4 0.6 0.4 0.6 0.4
CH4 188.3 189.7 188.3 189.7 188.0 187.0
SO2 12.0 12.2 13.7 14.3 11.0 10.2

Finland       
BC 1.4 1.0 1.4 1.0 1.4 1.0
CH4 115.3 111.5 115.3 111.5 115.4 110.8
SO2 25.3 19.3 30.2 25.8 22.9 16.7

Iceland       
BC 0.0 0.0 0.0 0.0 0.0 0.0
CH4 43.1 26.0 43.1 26.0 43.0 25.7
SO2 0.7 0.7 1.9 2.0 0.6 0.4

Norway       
BC 0.8 0.6 0.8 0.6 0.7 0.4
CH4 211.4 179.1 211.4 179.1 194.6 141.8
SO2 28.0 32.8 41.6 47.0 26.3 32.0

Russia       
BC 34.5 17.7 34.5 17.7 31.5 12.5
CH4 11,448.2 7784.3 11,448.2 7784.3 10,694.7 6679.4
SO2 980.4 878.4 2977.5 3162.2 889.0 981.4

Sweden       
BC 0.9 0.8 0.9 0.8 0.9 0.7
CH4 151.9 164.8 151.9 164.8 151.7 162.9
SO2 26.1 25.9 26.3 26.3 24.9 23.7

USA       
BC 72.8 53.9 72.8 53.9 67.3 45.2
CH4 25,988.4 26907.9 25,988.4 26908.0 25,178.4 24,785.7
SO2 1336.6 1008.1 2026.2 1725.3 871.9 692.7

MFR CFM MFR_SDS

2030 2050 2030 2050 2030 2050
China

BC 264.4 73.1 264.4 73.2 220.7 58.0

CH4 38841.4 30674.4 38841.4 30674.6 35789.2 27106.9

SO2 7225.8 4802.7 9002.3 6093.8 6326.3 3323.7

European Observers

BC 52.4 36.2 52.4 36.2 47.9 30.9

CH4 7822.7 6804.6 7822.7 6804.8 7768.0 6757.0

SO2 641.7 471.3 939.6 735.5 558.2 404.9

India

BC 248.8 143.9 248.8 143.9 170.8 99.7

CH4 29680.2 31961.0 29686.8 31968.6 28219.7 28481.5

SO2 2072.9 2169.7 3885.8 4913.5 1783.6 1783.2

Other Asian Observers

BC 8.7 6.6 8.7 6.6 8.1 5.0

CH4 1953.4 1624.9 1953.4 1625.1 1955.6 1591.1

SO2 583.3 464.6 905.7 792.3 509.7 393.8
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Table A2.3 Baseline (CLE) emissions figures in kilotons per year (kt/y) by modeling region (see also Chapter 8, Figure 8.1).

 kt/y 1990 2010 2015 2025 2030 2050

Arctic Council (East)       

BC 528 217 188 179 162 135

CH4 61,774 30,638 28,911 31,078 30,969 31,752

CO 27,544 15,337 12,798 12,001 11,384 9744

NH3 1846 963 990 1058 1095 1129

NOX 10,021 5337 4772 4376 3971 3282

OC 550 268 253 243 232 224

PM2.5 3611 1420 1316 1274 1226 1160

SO2 11,777 4480 4005 3259 3169 3356

VOC 7895 4470 3952 3800 3690 3568

Arctic Council (West)       

BC 371 308 307 221 187 179

CH4 25,430 33,050 36,612 39,534 40,362 42,173

CO 111,613 39,240 38,524 34,763 31,532 27,838

NH3 3488 4527 4653 4827 4919 5195

NOX 29,002 15,475 14,897 10,944 9051 7852

OC 614 525 497 422 404 407

PM2.5 2352 1717 1604 1276 1215 1235

SO2 23,729 7655 5234 3223 3104 2851

VOC 21,599 11,745 11,801 11,178 10,435 9887

Asian Observers       

BC 2378 2539 2314 1688 1453 1149

CH4 59,215 80,297 87,233 95,986 100,893 114,944

CO 168,373 214,677 226,844 179,510 164,431 136,019

NH3 16,540 23,064 24,276 26,907 28,326 31,308

NOX 16,947 40,023 39,036 32,025 29,733 25,993

OC 5429 4901 4542 4177 4065 4032

PM2.5 16,711 16,739 15,930 14,190 13,796 14,255

SO2 21,813 33,931 25,665 18,710 15,072 14,498

VOC 24,780 33,002 35,033 35,065 34,630 32,761

European Observers       

BC 535 411 337 242 180 150

CH4 33,122 22,971 20,605 17,845 17,169 17,257

CO 64,106 27,139 22,601 17,747 15,683 15,008

NH3 5912 4361 4395 4406 4425 4421

NOX 20,963 11,745 10,176 6833 5757 4739

OC 927 639 582 467 375 315

PM2.5 4610 2316 2034 1694 1452 1318

SO2 30,276 7036 5262 2407 2198 2125

VOC 19,249 8032 7137 6192 5776 5402

A2.2 Emissions as per modeling regions
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A2.3  Share of emissions from Arctic Council Member states, 
Observer countries and rest of the world

Table A2.4 Anthropogenic emissions of BC, SO2 and CH4, and the shares of the global total contributed by the Arctic Council Member states and Observer 
countries, and the rest of the world, for 2015, 2025 and 2050 under the baseline scenario (CLE).

kt/y 2015 2025 2050

Arctic Council Member states BC 495 (8%) 400 (7%) 313 (6%)

SO2 9239 (13%) 6482 (13%) 6207 (12%)

CH4 65,523 (20%) 70,612 (20%) 73,925 (17%)

Arctic Council Observer countries  BC 2511 (40%) 1816 (33%) 1209 (23%)

SO2 27,782 (40%) 19,859 (40%) 15,261 (30%)

CH4 99,245 (30%) 105,966 (30%) 124,179 (29%)

Rest of the World  BC 3205 (52%) 3313 (60%) 3680 (71%)

SO2 33,170 (47%) 23,446 (47%) 28,666 (57%)

CH4 162,865 (50%) 181,656 (51%) 236,736 (54%)

Figure A2.1 Baseline (CLE) emissions fi gures in kilotons per year (kt/y) 1990 – 2050 by modeling region (see also Chapter 8, Figure 8.1).
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Figure A2.2 Trends in emissions of SLCFs for Arctic Council Member states (left) and Observer countries (right) between 1990 and 2050 under the 
scenarios: CLE (CLE = current legislation; assumes recent policies implemented, including Nationally Determined Contributions [NDCs] of Paris Climate 
Agreement); NFC (NFC = no further control; assumes failure of recent policies); NFC_CPS (CPS = current policy scenario; with NDCs excluded); and 
V5a (represents the emissions trajectory driven by International Energy Agency projections and air-pollutant legislation that was current during the 
AMAP 2015 assessment).

A2.4 Baseline emission scenarios from 1990–2050

Chapter 2 presents emissions from 2010 onwards. It has a 
distinctive regional focus to link the data with the SLCF work 
of the Arctic Council. However, the original emissions datasets 
start from 1990 onwards, and were developed and operate at the 
sub-national or national level. Examining the period between 
1990 and 2010 indicates that, in Arctic Council Member states, 
BC emissions approximately halved, and SO2 emissions reduced 

by about two thirds. After an initial 25% decline between 1990 
and 2000, CH4 emissions started to steadily increase, with the 
rise projected to continue until 2050. The trends are different 
in the Arctic Council Observer countries. Here, between 1990 
and 2010, BC emissions were stable, while those of SO2 and 
CH4 increased by approximately 10% and 20%, respectively. 
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A2.5 Spatial changes in emissions

Figure A2.5 Diff erence in SO2 emissions in kilotons per year (kt/y) between 
1990 and 2000 

Figure A2.6 Diff erence in SO2 emissions in kilotons per year (kt/y) between 
2000 and 2015
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Figure A2.4 Diff erence in BC emissions in kilotons per year (kt/y) between 
2000 and 2015 

Figure A2.3 Diff erence in BC emissions in kilotons per year (kt/y) between 
1990 and 2000 
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3. Natural sources of methane within the Arctic

Authors: Frans-Jan W. Parmentier, Torben R. Christensen, Brett F. Thornton

3.1 Introduction

Sources of methane (CH4) within the Arctic are predominantly 
natural (AMAP, 2015b). Wetlands and lakes, which cover 
large expanses of the region, emit CH4 to the atmosphere, 
as does the Arctic Ocean. Aside from a few limited areas in 
which fossil-fuel extraction takes place, the region has little 
human activity that releases CH4 to the atmosphere. Th ese 
characteristics stand in contrast to the black carbon (BC) that 
aff ects the Arctic, sources of which are primarily anthropogenic 
and originate from outside the region. Acknowledging these 
diff erences, this section focuses on natural sources of CH4 in 
the Arctic that originate from marine, freshwater and terrestrial 
environments. Anthropogenic CH4 emissions – of Arctic and 
non-Arctic origin – originating from within the borders of the 
Arctic nations are discussed in Chapter 2.

3.1.1  Terrestrial and freshwater 
sources and sinks

Early studies of global atmospheric CH4 identifi ed wetlands as 
a major natural source (Ehhalt, 1974). Th e overall emissions 
values calculated by these studies, of 140–280 teragrams of 
CH4 per year (Tg CH4/y), are still within the uncertainty 
range for the total estimates of CH4 in the most recent budgets 
(Christensen, 2014; Saunois et al., 2020). Although these global 

emissions are dominated by tropical wetlands, which contribute 
about 65% (Saunois et al., 2020), a considerable amount comes 
from northern wetlands, including wet tundra and surrounding 
environments. Th e overarching context for these substantial 
emissions is the waterlogged nature of organic soils in the 
Arctic, which host stable anaerobic environments with optimal 
conditions for methanogenic activity. 

Such anaerobic conditions exist below the water table, where 
CH4 is produced from soil organic matter by archaea (single-
celled prokaryotic organisms that are distinct from bacteria). In 
places where the water table drops below the surface, CH4 may 
be oxidized into CO2 by other microorganisms when it diff uses 
upwards through the aerobic top layers of the soil. However, 
it may also bypass this zone when channelled through plant 
tissues or by bubbling upwards through the process of ebullition 
(Christensen et al., 2003; Ström et al., 2003). Th e microbial 
processes of methanogenesis (production) and methanotrophy 
(consumption) are both temperature dependent, with the 
position of the water table being dominant amongst controls on 
their relative importance (Olefeldt et al., 2013). Th e production 
of CH4 in lakes and ponds follows the same pathway as in 
wetlands, but ebullition comprises a relatively larger fraction 
of the emissions to the atmosphere from lakes, since diff usive 
CH4 fl uxes can be oxidized more readily in lake surface waters 
(Walter et al., 2008a; Wik et al., 2016b). Compared to emissions 

Upland tundra

Glacial outflow

Wetlands

Geological

Rivers and streams
Permafrost

Ponds, lakes
and thermokarst

Figure 3.1 An overview of the diversity in natural sources and sinks of methane (CH4) in the terrestrial Arctic. Th e widths of the arrows provide a very 
rough indication of the relative importance of each component, given the high uncertainties in estimates of their actual magnitude.



from tropical wetlands, which are heavily influenced by seasonal 
flooding, wet northern source areas tend to be more stable in 
their extent, with emissions subject to the balance between 
CH4 production at depth and microbial oxidation in aerobic 
surface layers (Reay et al., 2010). Many factors – such as the 
available nutrients, vegetation composition, soil carbon content, 
topography and hydrology – modulate the size of emissions. 
However, a stable, non-tidal, natural wetland will under normal 
circumstances always be a source of atmospheric CH4.

Within the context of the wider landscape, the constantly 
emitting wet-soil environments are surrounded by and 
intermixed with uplands, glaciers, lakes and rivers as depicted 
in Figure 3.1. As these all have distinct, and sometimes very 
different, CH4 flux characteristics, spatial detail is needed to 
estimate landscape-wide emission estimates. This is particularly 
important in areas where small lakes and ponds abound; these 
water bodies are poorly constrained, which may lead to the 
double-counting of emissions, inflating budget estimates 
(Thornton et al., 2016a). Due to this high heterogeneity of 
CH4 sources, large temporal and spatial uncertainties exist in 
estimates of overall composite landscape emissions. Therefore, 
new observations of unexpected fluxes remain possible. 

Recently, glacial outflow of CH4 has been identified as a hitherto 
unknown source of atmospheric CH4 in the terrestrial domain 
(Christiansen and Jørgensen, 2018; Lamarche-Gagnon et al., 
2019), although its relative contribution to the Arctic CH4 
budget appears minor since it is restricted to areas of rapid 
glacier or ice-sheet retreat. Another interesting new discovery 
is that of crater-like formations, tens of meters across and 
deep, in Siberian Russia – notably on the Yamal Peninsula 
(Bogoyavlensky et al., 2020). It has been suggested that they 
are the result of explosive degassing events, or cryovolcanism, 
although the exact mechanism for their formation remains 
under debate (Buldovicz et al., 2018; Bogoyavlensky et al., 
2020). The dramatic and sudden appearance of these craters 
in the landscape, and the high CH4 concentrations measured 
within them, have attracted much media attention. However, 
they do not seem to represent a significant new source of CH4 

to the atmosphere, given their seemingly limited extent and 
indications that they may revert to lakes a few years after 
formation (Chuvilin et al., 2020).

Most uncertainties in the Arctic CH4 budget arise from temporal 
and spatial shortages in current monitoring efforts. Once CH4 
enters the atmosphere, it can be taken up again by drained 
upland soils and oxidized by methanotrophs, which may lower 
estimates when included in models (Oh et al., 2020). However, 
these areas are often overlooked in observational studies. The 
winter period is also under-sampled, even though the cold 
season may account for up to half of annual emissions (Treat 
et al., 2015). Short-lived pulses caused by freeze-thaw actions 
can contribute significantly to cold season emissions, but 
observations remain sparse (Mastepanov et al., 2013; Pirk et al., 
2015; Raz-Yaseef et al., 2017). The extent to which observed 
CH4 emissions are due to the release of ancient carbon from 
thawing permafrost soils remains uncertain, although site-
level studies have shown that most CH4 comes from modern 
carbon (Cooper et al., 2017). Improved mapping of Arctic 
landscapes and year-round monitoring are needed to provide 
more accurate budget estimates.

3.1.2 Marine sources and sinks

How CH4 is produced, consumed and transported differs 
significantly between terrestrial and marine environments. 
Some similarity exists on the production side, since methanogens 
produce CH4 in ocean sediments (Garcia et al., 2000), but 
thermogenic processes are also an important producer of CH4 
deep down in the ocean sediment (Archer, 2007). When CH4 
of biogenic or thermogenic origin migrates up towards the sea 
floor, it can be captured in gas hydrates (crystalline compounds 
that are stable under high pressure and low temperatures [Buffett, 
2000]), or geological traps, and it can be anaerobically oxidized in 
the sulfate-methane transition zone near the ocean floor (Knittel 
and Boetius, 2009). In areas with high production or hydrate 
dissociation, this transition zone may be bypassed, with CH4 
bubbles escaping the seafloor through gas seeps and entering 
the water column. Whether this CH4 reaches the atmosphere 
depends on the rate of dissolution of CH4 from these bubbles 
into the ocean water (Rehder et al., 2009), and the amount of 
aerobic CH4 oxidation in the water column (Steinle et al., 2015). 
The importance of these processes depends on water depth, 
since the probability of CH4 dissolving into and microbially 
oxidizing in the ocean (Valentine et al., 2001) before reaching the 
atmosphere becomes greater with increasing depth. Finally, in 
the mixed surface layer, CH4 can be produced aerobically (Damm 
et al., 2010) or, alternatively, taken up from the atmosphere in 
undersaturated areas. An overview of the processes that lead to 
the formation, oxidation and migration of CH4 in the ocean and 
its sediments is depicted in Figure 3.2.

3.2  Natural methane sources: 
estimates from observations 
and process models

3.2.1 Terrestrial methane emissions

From a ground-based measurement perspective, extrapolated 
estimates of northern wetland emissions have, for a long 
time stayed between 20 and 100 Tg CH4/y. Sebacher et al. 
(1986) estimated that Arctic and boreal wetlands contributed 
45–106 Tg CH4/y, while Crill et al. (1988) estimated that 
72 Tg CH4/y came from undrained peatlands north of 
40°N. Whalen and Reeburgh (1992) derived an estimate of 
42±26 Tg CH4/y, from their measurements in wet-meadow 
and tussock-shrub tundra, and Christensen (1993) estimated 
20±5 Tg CH4/y from measurements taken in comparable habitats 
in the Alaska North Slope region. Reviewing the literature 
available at the time, Bartlett and Harriss (1993) estimated mean 
emissions from wetlands north of 45°N to be 38 Tg CH4/y – a 
value not far from the early estimates of 42–45 Tg CH4/y made 
using inverse modeling for the northern hemisphere to derive 
an estimate for total emissions (Chen and Prinn, 2006). 

All of these early, mostly ground-based, extrapolated estimates 
lie at the higher end of the ranges that emerged once dynamic 
process models capable of simulating CH4 emissions became 
available. Historically, these models focused on wetlands; not 
only did these ecosystems represent the largest source of CH4 
in the Arctic but they provided a longer and more extensive 
record of observations for testing and validating the models. 
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One of the earliest modeling attempts to establish a budget for 
northern wetlands modifi ed a vegetation model by allocating a 
fi xed fraction of heterotrophic respiration to CH4 production 
(Christensen et al., 1996). Th is built upon the assumptions 
that CH4 production generally correlates with net primary 
production (NPP – the amount of CO2 taken in by vegetation 
through photosynthesis, minus that released by plants through 
respiration) and that forested and open wetlands each showed 
a narrow range of CH4/CO2 ratios. Th is study estimated that 
wetlands north of 50°N emitted 20±13 Tg CH4/y. Surprisingly, 
this was comparable to the 21.3 Tg CH4/y estimated by a more 
process-based study released in the same year, which modeled 
CH4 production in relation to soil and vegetation carbon pools, 
temperature and the position of the water table (Cao et al., 
1996). Nonetheless, both of these estimates were lower than the 
~35 Tg CH4/y that atmospheric inversions and extrapolations 
from fl ux measurements indicated at the time (Christensen 
et al., 1996).

Th e representation of CH4 production and consumption in 
these early model runs was rudimentary.  Th is meant they 
were mostly useful to estimate steady-state budgets rather than 
the response of wetland emissions to future change. Seeking 
to overcome this limitation, Walter and Heimann (2000) 
designed a CH4 model that improved upon these pioneering 
studies, and was both process-based and climate sensitive. Th is 
made it useful for studies of global change. Production and 
consumption of CH4 were modeled as temperature-sensitive 
processes, while diff usion, transport via plants and ebullition 

were explicitly represented. Most CH4 schemes that are used 
in land-surface models today incorporate some or all of the 
concepts introduced by the studies above (see e.g. Kaiser et al., 
2017; Parmentier et al., 2015; Wania et al., 2010, 2013; Zhuang 
et al., 2004). Moreover, new processes continue to be added, 
such as the inclusion of microbial mechanisms (Xu et al., 2015), 
sensitivity to pH (Zhuang et al., 2004) and improved oxidation 
of atmospheric CH4 in upland soils (Oh et al., 2016). Th ese 
continued improvements to how processes are represented 
has made CH4 models capable of estimating CH4 emissions, 
and their outputs compare well to fi eld observations made at 
the site level (see e.g. Treat et al., 2018b).

Eff orts to obtain accurate budgets for the entire terrestrial 
Arctic have been hampered by a lack of knowledge on the 
total surface area of wetlands and where they are located. 
It is telling that, despite valuable attempts to overcome this 
challenge, the global wetland map presented in the seminal 
paper by Matthews and Fung (1987) was still in use several 
decades later (see e.g. McGuire et al., 2012; Parmentier et al., 
2015). Th is was mostly due to a lack of alternatives proven to 
perform substantially better in the Arctic. Depending on the 
prescribed wetland extent, budget estimates can easily vary by a 
factor of four (Petrescu et al., 2010). Still, even if static wetland 
maps were perfect representations of the location of current 
wetlands, it could not be expected that this extent would stay 
constant for decades – especially under a changing climate. 
Th is hampers the modeling of an accurate transient response. 
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In recent years, this problem has been tackled by combining 
the knowledge gleaned from static wetland maps with that of 
the dynamics of surface-inundation products derived from 
microwave remote sensing data (Poulter et al., 2017). In practice, 
this is a shift away from defining wetlands ecologically, such as 
by vegetation composition, to describing them in relation to a 
physical property, such as the water table. However, this method 
assumes that wetlands do not emit CH4 in winter when soil 
water is frozen, even though up to half of annual emissions from 
permafrost wetlands may originate from deeper unfrozen layers 
during the winter (Mastepanov et al., 2008; Treat et al., 2018a; 
Zona et al., 2016). Despite these limitations, though, combining 
wetland maps with inundation products is a valuable advance 
from the perspective of modeling global emissions of CH4.  

The study by Saunois et al. (2020) is one of the most recent 
applications of a hybrid wetland and inundation product. 
The authors used the global remote-sensing-based Wetland 
Area Dynamics for Methane Modeling (WAD2M) dataset 
with 13 biogeochemical models to determine global wetland 
emissions. For the region north of 60°N, these models estimated 
that wetlands emitted 9 [2–18] Tg CH4/y in the time period 
2008–2017. This is more than three times lower than the 
35 [21–47] Tg CH4/y estimate derived using two process models 
for the significantly smaller area of Arctic tundra (McGuire 
et al., 2012). This lower estimate was likely influenced by two 
main factors. First, WADM2 has a lower wetland extent at 
high latitudes than the previously used Sustainable Wetlands 
Adaptation and Mitigation Program – Global Lakes and 
Wetlands (SWAMPS–GLWD) monthly wetland dataset 
(Saunois et al., 2016a). This is due to the subtraction of surface 
area covered by ponds and small lakes to avoid double-counting 
(Thornton et al., 2016a). Second, the exclusion of frozen soils 
also reduced the extent of CH4-emitting wetlands in the 
winter, which may have led to an underestimation of fluxes. 
While observations of winter fluxes remain limited, a recent 
study estimated that, for the region north of 60°N, they may 
contribute as much as 1.6±0.6 Tg CH4/y (Treat et al., 2018a). 
Then again, biogeochemical models may also underestimate 
the oxidation of atmospheric CH4 in drained upland soils by 
as much as 5.5 Tg CH4/y for the area north of 50°N (Oh et al., 
2020). These errors cancel each other out to some extent, and 
the estimate by Saunois et al. (2020) could therefore be relatively 
close to the emissions from Arctic wetlands minus the uptake 
by drained uplands. 

3.2.2 Freshwater methane emissions

Freshwater systems (lakes, ponds, rivers, streams) are 
abundant in the Arctic, and are subject to strong seasonal 
variability in their CH4 emissions due to freeze-thaw cycles. 
Although formerly thought to be mostly inert during the 
ice-covered or winter season, it is now well known that CH4 
is actively produced and destroyed in below-ice processes, 
with a rapid release of stored CH4 at spring thaw (Jammet 
et al., 2015). The dynamic nature of these systems, combined 
with the fact that current freshwater studies are taking place 
within a wider landscape that is already experiencing effects 
from climate change (Callaghan et al., 2010), complicates 
interpretation of observations when extrapolating to the 
Arctic as a whole.

3.2.2.1 Lakes and ponds

Wik et al. (2016a) elevated the relative importance of lakes 
and ponds as a source of CH4 in the Arctic, when they derived 
a pan-Arctic estimate of emissions from these bodies of 
16.5 Tg CH4/y. Although the overlapping and conflation of 
small, shallow lakes and ponds with wetlands, and lake-wetland 
interface zones, continued to be a challenge (Thornton et al., 
2016a), this estimate by Wik et al. (2016a) indicated that CH4 

emissions from Arctic lakes were of a similar magnitude to 
those from wetlands. Local hydrology is a key regulator of 
carbon cycling and CH4 emissions in landscapes underlain by 
thawing permafrost. For example, terrestrially produced CH4 
can be transported from the active layer within wetlands into 
lakes via groundwater flow (Paytan et al., 2015).

Large numbers of Arctic lakes lie in thermokarst environments, 
which are characterized by the thawing of ice-rich permafrost 
and subsequent surface subsidence. Such lakes are often quite 
shallow, which makes them more vulnerable to heating and 
increased permafrost thaw taking place below and around 
them under climate warming (e.g. Arp et al., 2016). The net 
contribution of small lakes and thaw ponds has proven difficult 
to determine; such lakes are numerous and rich in dissolved 
organic carbon (DOC) and CH4 (e.g. Langer et al., 2015; Wik 
et al., 2016a). However, one recent study of lakes in the West 
Siberian Lowlands (a well-known major terrestrial wetland 
CH4 source) found only a minimal contribution to total CH4 
from the small thaw lakes within this landscape (Polishchuk 
et al., 2018).

Similar to wetlands, it has become more recognized in recent 
years that, during the so-called ‘edge’ seasons of spring and 
autumn, lakes can be major and variable contributors to total 
annual CH4 emissions, depending on lake ice-out and freeze-
up conditions. Moreover, these edge seasons are anticipated 
to experience the most dramatic warming changes in the 
future, as ice-free seasons of lakes are extended. Year-round 
eddy covariance observations have demonstrated that lake 
spring CH4 efflux varies from year to year (Jammet et al., 2015, 
2017), being lower in years with less snowmelt (Jansen et al., 
2019). Spring contributions to total annual emissions vary 
hugely (from 4% to 74%) between years (Denfeld et al., 2018a), 
driven by the build-up of sub- and within-ice CH4 over winter 
(e.g. Juutinen et al., 2009; Walter Anthony and Anthony, 2013; 
Wik et al., 2011; Langer et al., 2015; Denfeld et al., 2018b). 
Although the spring emission of CH4 was once thought to be a 
single large burst or pulse at ice-out and lake overturn (mixing 
of the entire water column), recent measurements have shown 
more variability (Denfeld et al., 2015). 

CH4 emissions from lakes occur via various pathways (Bastviken 
et al., 2004). Ebullition- and turbulence-driven diffusion are 
generally the most important, although very shallow lakes 
can contribute substantial emissions via transport through 
vascular plants. Ebullition is historically the most difficult 
to quantify, due to its episodic and often stochastic nature. 
Approaches have included ice-bubble surveys of frozen lakes 
(Walter Anthony et al., 2010; Wik et al., 2011), bubble traps 
(e.g. Wik et al., 2013; Walter et al., 2008a), and synthetic 
aperture radar surveys of frozen lake surfaces (Walter et al., 
2008b; Engram et al., 2020). The high temporal variability of 
ebullition, combined with the difficulty and expense of long-
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term ebullition sampling from lakes in the Arctic, has likely 
led to many studies underestimating CH4 emissions from lakes 
(Wik et al., 2016b).

The development of large lake-site-specific datasets (e.g. 
Jansen et al., 2020) has facilitated detailed analysis of how 
different regulators of CH4 emissions, such as wind shear and 
temperature, control emissions over short and long timescales. 
Proposed controls for ebullition include the energy input to lakes 
(Wik et al., 2014), as well as temperature and lake productivity 
(DelSontro et al., 2016). Shallow lakes in permafrost regions 
appear more vulnerable to warming (Arp et al., 2016), while 
all lakes are experiencing increased energy input due to longer 
ice-free seasons (Wik et al., 2014; Thornton et al, 2015). These 
observations indicate that lakes will become a sustained CH4 

source under climatic warming (Wik et al., 2018), a prediction 
not confined to the Arctic (see e.g. Zhu et al., 2020).

3.2.2.2 Streams and rivers

A compilation of measurements from freshwater fluvial systems 
indicated that 7.5 Tg CH4/y are emitted from streams and 
rivers alone north of 66°N (Stanley et al., 2016; Thornton et al., 
2016a). This figure was 25 times higher than a similarly derived 
earlier estimate of 0.3 Tg CH4/y (Bastviken et al., 2011). Both 
compilations were quite limited in their number of observations. 
However, the influence of large freshwater fluvial systems on 
coastal marine CH4 cannot be understated, as large increases in 
dissolved CH4 in surface waters have been frequently observed 
near major river outlets (Bussmann, 2013; Shakhova et al., 
2010a,b; Kohnert et al., 2017; Schneider et al., 2014).

3.2.2.3  Process modeling of methane emissions 
from freshwater sources

While many advances have been made in simulating the 
biogeochemistry of wetlands and their extent, very few studies 
have attempted to model CH4 emissions from lakes – and even 
fewer have been able to estimate a budget for lakes across the 
entire Arctic. One of the few studies that did attempt this 
estimated the pan-Arctic budget to be 11.9 [7.1–17.3] Tg CH4/y 
(Tan and Zhuang, 2015). In this model, CH4 production in 
lake sediment, and transport through diffusion and ebullition, 
were explicitly represented (Tan et al., 2015). Since there are 
no other comparable lake models that have been used at 
the pan-Arctic level, and limited validation data exists, this 
number is uncertain but it compares reasonably well to the 
above-mentioned bottom-up estimates based on extrapolations 
of flux measurements (Bastviken et al., 2011; Saunois et al., 
2020; Wik et al., 2016a). Ongoing development, such as the 
integration of nutrient loading and primary production into 
models, (see e.g. Bayer et al., 2019), will lead to more precise 
simulations of the Arctic freshwater budget and its transient 
response to climate change.

3.2.3 Marine methane emissions

Not long ago, marine emissions of CH4 to the atmosphere 
were thought to be almost negligible globally, and were not 
considered to have contributed to recent atmospheric CH4 
increases (Reeburgh, 2007). This point of view was reasonable, 

as ocean water and sulfate-rich seawater in sediments are 
hostile to CH4, rapidly dissolving any of the gas contained 
in small bubbles and then readily oxidizing it into CO2 once 
dissolved. Seafloor vents of CH4 and its widespread production 
in and release from the oxic surface layer of the ocean, while 
scientifically interesting, were not seen as liable to change under 
a warming climate. In the Arctic seas, early measurements 
supported this view (Kvenvolden et al., 1993). However, over 
the past decade, this view has shifted, especially regarding 
emissions from shallow seas where the water-column depth is 
more favorable for mixing dissolved or bubbled CH4 out of the 
water and into the atmosphere (McGinnis et al., 2006). It is clear 
that some CH4 from seafloor gas seeps reaches the atmosphere 
via bubble transport (Leifer and Patro, 2002), although the 
total amount of CH4 reaching the atmosphere via this pathway 
is controversial. 

The Arctic Ocean has extensive shelf seas that are relatively 
shallow (Jakobsson, 2002), with known large petroleum basins 
(Cramer et al., 2005), and subsea permafrost that contains large 
amounts of frozen organic material laid down when the land 
was exposed to the air in previous ice ages (Romanovskii et al., 
2000). Even larger stores of CH4 exist as methane hydrates 
(clathrates), a solid methane-water compound that is stable 
at great depths (Romanovskii et al., 2005; Ruppel and Kessler, 
2017). Despite these large potential sources of CH4, loss 
processes in the sediment (e.g. Overduin et al., 2015; Stranne 
et al., 2019) limit present-day CH4 releases to the ocean water, 
and ultimately the atmosphere. The past decade has seen a wide 
variety of estimates put forward for present-day CH4 emissions 
from the Arctic Ocean – and considerable uncertainty remains 
– but the most recent studies have supported total emissions 
of less than 10 Tg CH4/y, with most studies pointing to less 
than 5 Tg CH4/y. Significant uncertainty remains about the 
net emissions from the surface waters from the Arctic Ocean 
proper, and how that may change in the future. Finally, it is 
worth noting that reductions in sea-ice coverage will likely 
affect not only marine CH4 emissions, but also terrestrial 
Arctic CH4 emissions. This is because the sea-ice albedo effect 
increases atmospheric warming, which ultimately extends to 
the land (Parmentier et al., 2013, 2015).

3.2.3.1  East Siberian Arctic Shelf and 
other marine regions

Interest continues to be focused on shallow shelf areas of the 
Arctic seas, especially the East Siberian Arctic Shelf (ESAS; 
consisting of the Laptev, East Siberian, and in most definitions, 
the Chukchi Sea), for example as in Kosmach et al. (2015). 
Emissions are, in some areas, enhanced by direct bubble 
transport from the sediment to the atmosphere, and resupply of 
CH4 to surface waters by dissolving bubbles. Berchet et al. (2016) 
used a regional inverse model to propose that ESAS emissions 
had been overestimated in early studies, and suggested a range 
of 0–4.5 Tg CH4/y. A global modeling study (Warwick et al., 
2016) indicated that Arctic wetland emissions would have to 
be overestimated to accommodate the previously suggested 
large ESAS emissions. Thornton et al. (2016b) used surface 
water and atmospheric measurements in the central ESAS to 
suggest 2.9 Tg CH4/y from the ESAS region, dramatically lower 
than earlier estimates of 17 Tg CH4/y (Shakhova et al., 2014). 
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Meanwhile, an eddy covariance-based study (Thornton et al., 
2020), estimated 3.02 Tg CH4/y for the ESAS, even though 
emission ‘hotspots’ above seafloor gas seeps reached emission 
rates of >600 milligrams per square metre per day (mg/m2/d) 
– roughly an order of magnitude higher than onshore sources. 
The apparent spatial rarity of these large emissions seems to 
limit their influence at the regional scale. 

The ultimate source of emissions from marine shelf areas has 
been controversial. CH4 could conceivably originate from 
organic material eroded from thawing permafrost onshore, 
thawing submerged permafrost, surface seawater CH4 sources 
(see below), sub-seafloor transport of CH4-rich terrestrial 
freshwater (Charkin et al., 2017), or deep thermogenic 
(petroleum-associated) sources. The existence of extensive 
petroleum sources in the ESAS is well established (Cramer and 
Franke, 2005). However, the presence of vast subsea petroleum 
reserves is not enough to imply that emissions of CH4 are being 

released to the atmosphere. For example, while old thermogenic 
CH4 is present at depth on the petroleum-rich Beaufort Shelf, 
it does not reach the surface and atmosphere in substantial 
quantities (Sparrow et al., 2018). Nonetheless, a study of 
carbon-14 (C14) in CH4 and stable methane isotopologues from 
water samples collected near a large gas seep in the outer Laptev 
Sea has also pointed to a deep thermogenic source (Steinbach 
et al., 2021). Measurements in other regions of the Arctic – 
primarily in the North American Arctic (Fenwick et al., 2017) 
and near Svalbard (Westbrook et al., 2009; Lund Myhre et al., 
2016) – have revealed much smaller CH4 emissions to the 
atmosphere than from the ESAS. In one study conducted in the 
waters  near Svalbard, CO2 uptake from the atmosphere above 
active seafloor CH4 seeps resulted in a net negative radiative 
forcing, despite some CH4 reaching the atmosphere (Pohlman 
et al., 2017).

3.2.3.2 Gas hydrates

For decades, the concept of large-scale releases of CH4 from 
subsea hydrates to the atmosphere in rapid cataclysmic events, 
has been seen as a potential climate tipping point (e.g. Nisbet, 
1990; Dickens, 2003; Dickens, 2011). Such methane hydrates 
are present beneath the Arctic continental shelves, and can be 
exposed on some Arctic continental slopes (e.g. Westbrook 
et al., 2009). However, due to the processes that destroy CH4 in 
the ocean water (explained in Section 3.1.2), the scale of hydrate 
emissions reaching the atmosphere is thought to be relatively 
insignificant (James et al., 2016). Nonetheless, uncertainties 
remain with respect to hydrate stabilities and rapid transport 
through sediments under certain circumstances (Stranne 
et al., 2017). Over glacial-interglacial cycles, the expansion and 
contraction of massive ice sheets has modulated the location 
of the hydrate stability zone (e.g. Portnov et al., 2016). The 
current understanding from modeling is that CH4 releases 
from hydrates under a warmer climate will most likely take 
place over timescales of centuries or millennia (Kretschmer 
et al., 2015; Archer, 2015).

3.2.3.3 Emissions from the ocean surface

In the central Arctic Ocean, where deep water prevents seafloor 
CH4 sources from reaching the atmosphere, the connection 

between below-ice CH4 production and the more general 
‘marine methane paradox’ of CH4 production in oxygenated 
surface waters remains somewhat unclear. However, Damm 
et al. (2010) proposed a model whereby phosphate-poor, Pacific-
origin seawater led to more near-surface CH4 production than 
phosphate-rich, Atlantic-derived seawater.

Sea ice may modulate emissions of CH4 from the ocean 
surface (Damm et al., 2015), with polynya openings within 
ice potentially emitting CH4, even during winter (Damm 
et al. 2007; Shakhova et al., 2010b). Aircraft measurements 
have demonstrated CH4 emissions from ice leads (long, linear 
fractures) in the deep Arctic Ocean. These areas seem unlikely 
to be influenced by seafloor CH4 sources (Kort et al., 2012), 
although the Transpolar Drift (a major current in the Arctic 
Ocean) seems to move some dissolved CH4 from shallow shelf 
seas to the central Arctic Ocean (Damm et al., 2018). The 
discovery of supersaturations of CH4 under sea ice in the ESAS 
(Shakhova et al., 2010a,b) and in the Canadian Arctic (Kitidis 
et al., 2010) support the idea of wintertime accumulation and 
later release of CH4. 

Recent studies show that the production of CH4 in oxic surface 
waters is more prevalent than previously believed (Bižić 
et al., 2020; Klintzsch et al., 2020) and this provides a likely 
additional source of CH4 from the marine environment in the 
Arctic. However, the scale of this process in the Arctic marine 
environment and the amount it contributes to the atmosphere 
remain to be quantified.

3.2.3.4  Process modeling of methane emissions 
from marine sources

While detailed biogeochemical models exist to estimate 
terrestrial sources of CH4 to the atmosphere, the situation is 
quite different for the Arctic Ocean. Although the presence 
and evolution of gas hydrates has been modeled in great detail 
(Archer, 2015; Kretschmer et al., 2015), these models typically 
calculate the release of CH4 into the ocean, not the atmosphere. 
Since the ocean is an efficient filter for CH4 (Reeburgh, 2007), 
even when CH4 is released from the seafloor as bubbles 
(Sparrow et al., 2018), only a small amount is expected to reach 
the atmosphere. At the same time, there is a paucity of reliable 
data and insufficient understanding of related processes to 
parameterize and validate models. More knowledge is needed 
on the depth and location of gas hydrates, the carbon content of 
the sediment, the extent of subsea permafrost, the thickness of 
the sulfate-methane transition zone, the oxygen content of the 
water column at different depths, and the influence of sea ice 
and microbial processes on CH4 production in surface waters.

Because of these issues, there are no process models that can 
deliver a reliable estimate of the total release of CH4 from the 
Arctic Ocean to the atmosphere, although models are useful 
to study the interaction of processes and their hypothetical 
impact on the atmospheric budget (see e.g., Wåhlström and 
Meier, 2014). Other approaches, such as machine learning, can 
provide insights in the meantime. A recent machine learning-
based study (Weber et al., 2019) compiled surface seawater 
CH4 concentration measurements globally from the MarinE 
MethanE and NiTrous Oxide data collection (MEMENTO) 
database (Data ref. 3.1; Kock and Bange, 2015) and suggested 
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that a strong correlation existed between surface ocean 
CH4 emissions and NPP. Th is may be a way forward for the 
modeling of CH4 emissions from the Arctic Ocean, although 
it remains unclear how this correlation plays out in regions 
with seasonal sea-ice cover. Th e vast majority of Arctic marine 
CH4 measurements have been collected during the Arctic 
summer season (Figure 3.3). Additionally, the Arctic marine 
environment is undergoing dramatic changes in seasonal ice-
cover extent and thickness, which are predicted to continue 
(e.g. Barnhart et al., 2016). Incorporating these disparate eff ects 
into models remains an enormous challenge.

3.2.4 Total natural methane emissions

Table 3.1 shows a range of CH4 budget estimates from 
terrestrial, freshwater and marine sources, most of which have 
been published within the last ten years. Th ese studies refl ect 
the wide range of estimates currently present in the literature, 
and include both low and high estimates of CH4 from Arctic 
sources. A simple average across these northern CH4 budgets 
suggests that: terrestrial sources emit 23 [0–47] Tg CH4/y; 
freshwater sources 18 [7–33] Tg CH4/y; and the Arctic Ocean, 
including shelf seas, 7 [2–29] Tg CH4/y. According to these 
estimates, the total budget for natural sources of CH4 with a 
high northern signature is 49 [9–109] Tg CH4/y. 
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Figure 3.3 CH4 measurements in Arctic marine surface water (<10 m depth) 
at >60°N as of September 2020, from the MEMENTO database of global 
marine methane measurements (Kock and Bange, 2015). Measurements 
were made almost entirely in July and August, with almost no sampling 
during the edge or winter seasons.

Table 3.1 Estimates for the CH4 budgets of terrestrial, freshwater and marine sources in the Arctic. 

Source   Method CH4 emissions (Tg/y) Study

Terrestrial

Wetlands >60°N Process models (13) 9 (2–18) Saunois et al. (2020)

Wetlands >50°N Process model (1) 31±5 Bousquet et al. (2011)

Wetlands and mineral soils >60°N Process model (1) 21 Zhuang et al. (2004)

Wetlands and mineral soils >50°N Process model (1) 29.3±3 Oh et al. (2020)

Tundra Process models (2) 35 (21–47) McGuire et al. (2012)

Tundra Upscaled fl ux measurements 15 (0–29) McGuire et al. (2012)

Freshwater

Lakes and ponds >50°N Upscaled fl ux measurements 16.5±9.2 Wik et al. (2016a)

Lakes and ponds >60°N Process model (1) 11.9 (7.1–17.3) Tan and Zhuang (2015)

Rivers and streams >54°N Upscaled fl ux measurements 7.5 Stanley et al. (2016)

Rivers and streams >54°N Upscaled fl ux measurements 0.3 Bastviken et al. (2011)

Marine

Arctic Ocean + Beaufort and 
Chukchi Seas (<82°N)

Upscaled airborne fl ux measurements 2* Kort et al. (2012)

East Siberian Arctic Shelf (ESAS) Upscaled diff usive fl uxes and ebullition 
measurements

17 (12.9–26.5) Shakhova et al. (2014)

ESAS Upscaled diff usive fl uxes 2.9 Th ornton et al. (2016b)

ESAS Upscaled eddy covariance fl ux measurements 3.02 Th ornton et al. (2020)

ESAS Regional atmospheric inversion 0–4.5 Berchet et al. (2016)

ESAS Regional atmospheric inversion 0.58±0.47 Tohjima et al. (2021)

Beaufort Sea Upscaled diff usive fl uxes 0.05 Lorenson et al. (2016)

Arctic Ocean (seas >60°N, ESAS 
excluded)

Regional atmospheric inversion 2 (1.7–2.2)** Tohjima et al. (2021)

*2 Tg/y is upscaled from the emission rates given in Kort et al. (2012), extended for a year and scaled to the area they surveyed. 
**Tohjima et al. (2021) reported 1.8±0.1 Tg CH4/y for a September inversion and 2.1±0.1 Tg CH4/y for a November inversion.
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This estimate is double that indicated by global atmospheric 
inversions for the area north of 60°N (Saunois et al. 2020), which 
suggests that our central estimate is at the high end. However, 
some of the studies listed in Table 3.1 define the area between 
50°N and 60°N latitude as part of the Arctic, which explains 
some of this discrepancy. The varying definitions of the Arctic 
domain by biome, permafrost status, watershed or latitude 
range make it difficult to directly compare source estimates. 
To compensate for this, this assessment included studies with 
a broad definition of the Arctic (>50°N), as well as those with 
a narrow definition, such as the tundra biome at sea level. The 
latter excludes the treeless tundra of northern highlands, despite 
having the same vegetation types and being of similar extent 
(Virtanen et al., 2016). Double-counting of sources is another 
factor that can contribute to overestimations by bottom-up 
methods (Thornton et al. 2016a). It is worth noting that the 
bottom-up-versus-top-down discrepancy observed in this 
chapter was also noted by Saunois et al. (2020), and that the 
AMAP assessment’s central estimate is close to their bottom-
up estimate of 43 [26–72] Tg CH4/y – albeit with a higher 
uncertainty range. Global bottom-up estimates of natural CH4 
sources suggest a total budget of 371 [245–488] Tg CH4/y 
(Saunois et al. 2020), which means that the Arctic constitutes 
13% [10%–20%] of all global natural CH4 sources – about 
2.5 times lower than global emissions from fossil fuels. 

3.3 Conclusions and recommendations

At present, the Arctic terrestrial and marine environment 
is most likely a modest source of CH4 to the atmosphere of 
49 [9–109] Tg CH4/y. According to this study’s central estimates, 
terrestrial ecosystems are responsible for around 48% of this 
budget; lakes, ponds and rivers approximately 37%, and the 
Arctic Ocean in the region of 15%. However, the absolute and 
relative sizes of these estimates carry high uncertainties. Despite 
decades of research on the processes that govern CH4 emissions 
from northern wetlands, there is only medium confidence on 
the size of this source. Freshwater budget estimates are even 
less constrained and carry medium-to-low confidence, while 
there is low confidence in the proposed marine contributions. 
The reasons for these low confidence levels are many, but 
include the difficulty of performing fieldwork in the harsh 
Arctic environment, the high spatial heterogeneity of terrestrial 
and freshwater systems, and the inadequate accuracy of spatial 
datasets used for upscaling.

Since the 2015 AMAP assessment on Arctic methane was 
undertaken (AMAP, 2015b), progress has been made at the 
site level to attain year-round monitoring of CH4 fluxes from 
terrestrial ecosystems (Treat et al. 2018a). There is now also 
increased airborne coverage at the regional level (Miller 
et al. 2019). And, remote sensing instruments – airborne or 
from orbital platforms – are increasingly capable of mapping 
CH4-emitting landforms (see e.g., Elder et al., 2020; Engram 
et al., 2020). However, these studies still need to be validated 
with reliable ground-based monitoring, which remains sparse 
outside of Alaska and northern Scandinavia due to logistical 
limitations, such as transport and the availability of a stable 
power supply. Increased monitoring in Siberia and the Canadian 
Arctic (especially in carbon-rich landforms), aided by novel 

techniques, such as drone surveys, are essential to quantify 
pan-Arctic variability in CH4 emissions from both terrestrial 
and freshwater systems. Equally important are greater efforts to 
place existing infrastructure in a wider regional context through 
an enhanced focus on capturing the high heterogeneity of Arctic 
landscapes (Siewert et al. 2021), and scaling this information 
up from the site level to the regional scale and the entire Arctic. 
Leveraging remote sensing products to develop high-resolution 
maps of CH4-emitting landforms, such as fens, bogs, marshes, 
lakes and ponds, is essential to achieve this.

Significant advances have also been made in the marine domain 
over the past six years, where shipborne observations and 
atmospheric monitoring have delivered budget estimates for 
the ESAS that were much lower than previous studies (Berchet 
et al., 2016, Tohjima et al., 2021, Thornton et al., 2016b; 2020). 
This suggests that the Arctic Ocean is a rather small component 
of the global CH4 budget, contributing less than 2% of natural 
CH4 sources globally. However, it remains uncertain how these 
emissions will develop in the future in response to bottom-
water warming, sea-ice decline and the thawing of subsea 
permafrost. Vast knowledge gaps remain on the drivers of 
marine fluxes, including the extent of gas hydrate deposits, 
the size of the vulnerable carbon pool in subsea permafrost, 
emissions rates from seafloor sediments to the ocean, and the 
fraction of CH4 that may pass directly through the water column 
and reach the atmosphere. Quantification of these processes is 
essential and can provide data with which to validate models 
for simulating responses to climate change. A recent expert 
assessment suggests a moderate increase of 25% [13%–55%] 
could be expected this century under the strong warming 
scenario known as the Representative Concentration Pathway 
(RCP) 8.5 (Sayedi et al., 2020). However, marine emissions 
– given the small size of this source currently  – would have 
to show an extraordinary rise, vastly exceeding this expert 
estimate, to strongly affect global atmospheric concentrations 
(Christensen et al., 2019).

Whether the Arctic will play a larger role in the global CH4 
budget with future climate change remains uncertain. This will 
strongly depend on whether the region continues to harbor 
environments favorable to methanogenesis, such as wetlands 
and lakes. If the Arctic becomes wetter as a result of climate 
change, it is anticipated that CH4 emissions will rise with 
further temperature increases (Watts et al., 2014). If the Arctic 
becomes drier, CH4 emissions may not increase at the same 
pace, although soil carbon could be respired by microorganisms 
and released as CO2 instead (Schuur et al., 2015). Abrupt 
thawing of permafrost could further amplify the loss of soil 
carbon, a process which present-day Earth system models do 
not account for (Turetsky et al., 2020). Wetting and drying 
will also affect the natural release of nitrous oxide (N2O) from 
the Arctic, emissions that probably take place across a quarter 
of the Arctic terrain (Voigt et al., 2017). To fully understand 
these feedbacks, and because of the close interactions among 
processes, we recommend that future assessments consider 
the full greenhouse gas budget of the Arctic – including the 
long-lived greenhouse gases CO2 and N2O.

At the pan-Arctic level, there is significant evidence for an 
increased seasonal cycle of CO2, with an enhanced uptake in 
summer and a stronger release in winter. However, natural CH4 
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emissions may only have increased marginally (Bruhwiler et al., 
2021). This could change in the future, although likely scenarios 
of Arctic CH4 release – from terrestrial, freshwater and marine 
sources – are lower than the maximum feasible reduction in 
CH4 emissions from anthropogenic sources (Christensen et al., 
2019). Reducing anthropogenic emissions carries the added 
benefit of reducing global warming, and lowering the risk of 
Arctic climate feedbacks, such as an increased release of CH4 
into the atmosphere. 
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4. Open biomass burning
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4.1 Introduction

Open biomass burning is a known disturbance in the 
ecosystems of the Arctic Council region. Krylov et al. (2014) 
found that stand-replacement wildfi res, fi res that kill most 
aboveground vegetation and trigger ecological succession, are 
responsible for 66% of total forest disturbance in the Russian 
Federation. Results from the Global Fire Emissions Database 
Version 4s (GFED4s [including small fi res]; Data ref. 4.1) 
found that between 1990 and 2016, fi res in boreal forests 
of Russia and North America, but excluding Fennoscandia, 
accounted for 15% of global methane emissions (van der 
Werf et al., 2017). In terms of burned area, 2015 was the largest 
fi re year for the southwestern Alaskan tundra ecoregion since 
monitoring by satellites began in 1971 (Michaelides et al., 
2019). Recent evidence suggests that northern and Arctic 
ecosystems will become more susceptible to fi re as the climate 
warms (York et al., 2017). 

Broadly speaking, wildfi re regimes are driven by climate and 
weather, fuels and fuel conditions, and the presence of people 
as ignition sources (Silva and Harrison, 2010; de Groot et al., 
2013). Human-caused fi res are driven by management needs 
and sometimes cultural practices (Granström and Niklasson, 
2008; Bowman et al., 2011). Fuels and anthropogenic ignition 

sources can be managed to reduce open biomass burning. 
Astrup et al. (2018) argued that boreal forests should be 
managed to increase broad-leaved stands to reduce wildfi re 
risk and fi re emissions, and increase surface albedo, since 
broad-leaf trees reduce surface temperatures locally (Schwaab 
et al., 2020). Given these complexities, management strategies 
are best defi ned by regional needs. Th is chapter will focus on 
three biophysical regions of the Arctic: North America and 
Greenland, Fennoscandia and European Russia, and Siberia 
and the Russian Far East. 

Figure 4.1 depicts anticipated ecological and meteorological 
shift s and the potential impact of these transitions on fi re risks, 
as reported in the scientifi c literature, with the locations of 
fi re-risk indicators on the map derived from the locations of 
these studies. First, boreal forests experience permafrost thaw, 
with initially wet soils (Wrona et al., 2016; O’Neill et al., 2020) 
desiccating to eventually become dry ground fuels (Turetsky 
et al., 2015; Box et al., 2019). In response to this progression, the 
risk of fi re rises, then falls, then rises again. Second, the predicted 
transition of boreal forest to deciduous stands decreases fi re 
risk in eastern Canada and small regions of interior Alaska 
(Terrier et al., 2013; Foster et al., 2019; Mekonnen et al., 
2019). Th ird, grassland ecosystems expand in northwestern 
Canada and Alaska (Whitman et al., 2019; Wang et al., 2020a). 
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Figure 4.1 A sample of future Arctic fi re-risk variables faced by Arctic Council Member states, drawn from peer-reviewed studies. Th e increases and 
decreases to fi re risk relate to expected ecological and meteorological transitions forecast for the mid- to late-21st century due to climate change. Arrows 
indicating the anticipated changes to fi re risk (up arrow, increasing risk; down arrow, decreasing risk) are placed in general locations where one or more 
studies predict this transition, although many of these changes could be possible across the Arctic. 



Fourth, increased lightning strikes increase fire risk in Alaska 
(Veraverbeke et al., 2017) and also northern Europe (Púčik et al., 
2017). Fifth, as wheat and maize cultivation are established in 
areas of West Siberia previously characterized by permafrost 
(Parfenova et al., 2019), and expand thereafter into the cold 
regions of the boreal zone (King et al., 2018) in North America, 
human-caused agricultural burning may increase. Finally, a 
threefold increase of permafrost thaw in the boreal zone by 2100 
under the Representative Concentration Pathway (RCP) 4.5 will 
potentially increase the amount of peat (Nitzbon et al., 2020), 
also increasing fire risk. 

Open biomass burning, as defined in this chapter, includes 
both wildland fires (wildfires, forest fires) and fires in human-
dominated landscapes, such as agricultural and grassland areas. 
Throughout the chapter, open biomass burning is referred to 
using several terms that have specific meanings. Agricultural 
burning and agricultural open burning define fires used to 
manage croplands. Wildland fires are fires occurring in wild 
landscapes, whether ignited naturally or by human activity. 
Smouldering fires are those that take place in peat landscapes, 
or as surface fires in the understoreys of boreal forests. Reported 
statistics and geospatial methods from Earth observations were 
used to quantify and differentiate open biomass burning as 
human-caused fires (related to agricultural open burning, timber 
and agroforestry) and natural fires (caused by lightning strikes). 

Many approaches taken to model the future risk of fires use 
RCPs to define the possible impacts of climate change on 
temperature and precipitation, as these variables influence 
fuel conditions and the availability of fuels for ignition and 
subsequent burning (Veira et al., 2016). Outlined in the AR5 
report of the Intergovernmental Panel on Climate Change 
(IPCC) (IPCC, 2013a), the RCP scenarios outline a range 
of future climate-forcing conditions that can be used for 
considering potential impacts, and appropriate mitigation and 
adaptation measures (Moss et al., 2010). RCP4.5 (~650 ppm 
CO2 equivalent [CO2 eq]; low-emissions scenario) and RCP8.5 
(~1370 ppm CO2 eq; high emissions scenario) stabilize radiative 
forcing in the year 2100 at 4.5 watts per square meter (W/m2) 
and 8.5 W/m2 respectively. These are commonly used for sub-
national, national, and regional studies (Krause et al., 2014; 
Sherstyukov and Sherstyukov, 2014; Girardin and Terrier, 2015; 
Lehtonen et al., 2016; Wotton et al., 2017), but not exclusively 
(Young et al., 2016). While the overall modeling work for this 
assessment relies on biomass burning emissions represented in 
the more recent Shared Socioeconomic Pathways (SSPs; O’Neill 
et al., 2017) – featured in IPCC AR6 – comparable assessment 
for the biomass burning conditions and impacts have not yet 
been published (Chapters 6, 7 and 8 all refer to GFED in some 
form as a proxy for biomass burning emissions within the SSPs). 
For a detailed description of the SSPs, and their relation to the 
RCPs, see IIASA (2019). It should be noted that the RCP2.6, 
RCP4.5, RCP6.0, and RCP8.5 all project temperature increases 
for the boreal and Arctic regions of between 1.5°C and 3.0°C by 
mid-century (see Figure TS15-3 of IPCC [2013]). By the end 
of the century, however, the RCP forecasts diverge for these 
regions, with anticipated temperature rises of: 2°–4°C (RCP2.6); 
3°–7°C (RCP4.5); 4°–9°C (RCP6.0); and 7°–11°C (RCP8.5). 

The 2015 AMAP assessment on black carbon (BC) and 
ozone as Arctic climate forcers (AMAP, 2015a) noted the 

key characteristics of open biomass burning. In this 2021 
assessment, many of the open biomass burning assumptions 
remain the same, including human influence on both ignition 
and suppression, as well as on fuels management (Parisien 
et al., 2016), significant interannual variation in fire events 
and emissions, spatial and seasonal clustering of burning 
related to active land management, and fuel conditions. Since 
2015, however, evidence for the direct influence of climate 
change on early season megafires has increased (Wang et al., 
2017), as well as on the fuelling of extreme wildfires in more 
populated areas (rather than just in remote boreal forests) and 
in Arctic tundra (Abatzoglou and Williams, 2016; Kirchmeier‐
Young et al., 2019). Further, this 2021 assessment provides 
clarification of ‘what is open biomass burning?’ for the Arctic 
Council region and of the specific language of fire-emissions 
sources. Specifically, it determines landscape-scale fire types 
in the Arctic and boreal regions to be either wildland (boreal 
forest, hemi-boreal forest, taiga, tundra, grasslands and steppe, 
peatlands) or anthropogenic (croplands, pasture and rangeland, 
timber and agroforestry). Ignition sources are classified as 
natural or human-caused, providing needed context for policy 
recommendations. Finally, current uncertainties of quantifying 
future emissions from open biomass burning in the Arctic 
Council region are noted. 

4.2  Understanding emissions in the Arctic

Open biomass burning is a source of many short-lived climate 
forcers (SLCFs), including black carbon (BC), organic carbon 
(OC), sulfur dioxide (SO2), methane (CH4), carbon monoxide 
(CO), nitrogen oxides (NOX), non-methane volatile organic 
compounds (NMVOC), and ammonia (NH3) (AMAP, 2015a 
and 2015b). Much of this chapter will focus on BC and CH4, 
as mitigation of BC has been found to contribute the most of 
any SLCF to reducing warming in the Arctic (Sand et al., 2016) 
and CH4 is a potent greenhouse gas. 

4.2.1  Long-term emissions from open 
biomass burning

Comparison of five biomass burning emissions models including 
GFED (van der Werf et al., 2017), the Fire Inventory from NCAR 
(FINN; Wiedinmyer et al., 2011), the Global Fire Assimilation 
System (GFAS; Kaiser et al., 2012), the Quick Fire Emissions 
Dataset (QFED; Koster et al., 2015), and the Fire Energetics 
and Emissions Research (FEER; Ichoku and Ellison, 2014), was 
completed for the period 2005–2018 (Appendix 4, Figure A4.1). 
This built on the previous work of the 2015 AMAP assessment 
of BC and ozone (AMAP, 2015a), which included 2005 biomass 
burning emissions from GFAS, GFED, and FINN. It should be 
noted that GFED is used in the CMIP5 and CMIP6 inventories 
and analyses (van Marle et al., 2017). For each global fire 
emissions model, the area of interest was defined roughly as 
45°–80° North (N) globally, split by latitude ranges of 45°–50°N, 
50°–60°N, 60°–70°N, and 70°–80°N. Average annual emissions 
from open biomass burning from all sources (agriculture, boreal 
forest, tundra, peat, and so on) were calculated for 2005–2018 
for BC, CH4, CO, and fine particulate matter (PM2.5). As open 
biomass burning emissions models are often constrained by 
the satellite epoch, roughly beginning in the 1980s, we have 
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provided a historical perspective from van Marle et al. (2017) 
(Figure A4.3), which shows an increase in emissions from high 
northern latitudes after 2000. 

A custom AMAP open biomass burning emissions model 
was developed for this report (Figure A4.4). This model 
improved on the other global fire emissions models 
through the inclusion of higher-resolution spatial fire data 
(375 meters [m] compared to 1 kilometer [km] or greater) 
and region-specific land-use products for attributing fuel 
type, loadings, and emission factors. The Visible Infrared 
Imaging Radiometer Suite (VIIRS) active fire from day and 
night detections (Oliva and Schroeder, 2015) were assumed to 
completely burn each 375 m2 pixel. A ‘best-guess’ land cover 
was created from three land-cover products, with a sample 
validation (n = 30 locations) of land-cover type performed 
for each country. Ultimately, the 750 m VIIRS Surface Type 
land-cover product (Zhang et al., 2018) was used for North 
America, Greenland, and the Russian Federation, augmented 
by the revised 1 km Circumpolar Arctic Vegetation Map 
(Raster CAVM; Raynolds et al., 2019) for missing values 
in the high northern latitudes. For Norway, Sweden, and 
Finland, the 10 m Land Cover Map of Europe 2017 from 
the Sentinel-2 Global Land Cover Project (Data ref. 4.2) 
was used. All land-cover maps were reclassified into the 
International Geosphere-Biosphere Program (IGBP) classes 
(Loveland et al., 1999) for ease of emissions calculations. Fuel 
loadings and combustion completeness were taken from van 
Leeuwen et al. (2014), with tundra values used for Greenland. 
Emission factors were taken from Akagi et al. (2011), with 
updates from Andreae (2019). The international scientific 
community’s reliance on two main emission-factor sources 
(Akagi et al., 2011; Andreae, 2019, as an update to Andreae 
and Merlet, 2001) for estimates on open biomass burning 
makes it challenging to carry out a robust uncertainty analysis 
for fire emissions models (Pan et al., 2020).

First, this study reports the emissions from the most 
commonly cited fire emissions models: GFEDv4s, GFASv1.2, 
and FINNv1.5. Most of the fire activity and emissions occur 
between 50°N and 60°N, with very few emissions from open 
biomass burning found between 70°N and 80°N, and no satellite 
observations of fire above 80°N (Figure 4.2). The latitude 
band of 50°N–60°N corresponds to the southern extent of the 
boreal region. This area is experiencing increasing fires due 
to climate change (de Groot et al., 2013); in summer 2017 the 
most extensive wildfires in British Columbia’s history occurred 
here, burning 1.2 million hectares (ha) (Kirchmeier-Young 
et al., 2019). Across these three models, 2008 and 2012 are 
peak years for emissions, with 2007 or 2009 having the lowest 
emissions. These models have high interannual variability. 

The models GFEDv4s and GFASv1.2 have a relatively high level 
of agreement. While they do not use the same satellite-based 
approaches to quantify fire activity, these versions mainly rely 
on MODIS-based burned area (GFEDv4s) and fire radiative 
power (GFASv1.2) data products, and use the same land-cover 
maps to determine fire type (Kaiser et al., 2012). FINNv1.5 relies 
on MODIS active fire points only to detect fires. This makes it 
less capable of  detecting fires than the other models – including 
the AMAP custom fire emissions model which relies on VIIRS. 
The VIIRS sensor is known to detect more fires than MODIS, 
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Figure 4.2 Annual black carbon (BC) emissions (1 Tg = 1 million tonnes) 
from three commonly used global fire emissions models, split by latitude 
ranges, covering the Arctic Council region for the period 2005–2018.
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including smaller and cooler fi res (Oliva and Schroeder, 2015), 
a capability that is important for high northern latitudes. By 
relying on MODIS active fi re only, FINNv1.5 underestimates 
the number of fires above 60°N, as the sub-Arctic boreal 
ecosystem transitions to Arctic landscapes.

In the 14-year emissions estimates from GFAS, GFED, and 
FINN, a clear increasing trend is apparent from the mid-2000s, 
with there being more emissions from fi re above 60°N than 
in the temperate zone of 45°N–50°N, where human-caused 
burning and wildfi res are common throughout North America, 
Europe, and Eurasia (Figure 4.3). Th is trend is more pronounced 
in GFED and GFAS than in FINN, although all models show 
a positive trend (note the dotted line in Figure 4.2). Further, 
while there is a slight positive trend for BC emissions between 
50°N–60°N for FINN and GFED, GFAS indicates a decline in 
emissions for this latitudinal region, which includes much of 
the boreal forest (Appendix Table A4.2). Both GFED and GFAS 
have larger, positive trends in BC emissions above 60°N and for 
50°–60°N. Since it is based on 1 km MODIS active fi re data, it 
is not surprising that FINN shows a higher positive trend for 
50°N–60°N  than for 60°N–70°N, as the MODIS active fi re 
product performs less well at high northern latitudes and does 
not detect cool fi res, such as those from burning peat. 

As well as diff ering in their trends, these fi re emissions models 
disagree in the absolute values for total emissions (Figure 4.2). 
Th e 2005–2018 multi-model (GFED, GFAS, FINN, FEER, 
QFED, and AMAP) average of annual emissions from all open 
biomass burning sources is 340,000 tonnes. Th e years with the 
highest multi-model average BC emissions are 2012, 2008, 
and 2015, being 450,000 tonnes, 440,000 tonnes, and 410,000 
tonnes, respectively. Th e years with the lowest annual average 
BC emissions from across the models are 2008 and 2013, with 
both at approximately 270,000 tonnes. Again, across all fi ve 
models, most fi re emissions originate between 50°N–60°N. 
Th e AMAP custom fi re emissions model, produced at a fi ner 
spatial resolution, assumes a smaller per-fi re burned area than 
the other fi re emissions models. Th is may be why its emissions 
outputs are lower than the other models, apart from FINN. 

To determine specifi c fi re activity from Arctic Council Member 
states, ground-based official statistics were used to report 
country or sub-region burned area for circa 2019 (Table 4.1). 
Th e Russian Federation had the highest burned area, with over 
100,000 km2 burned, resulting in approximately 25.6 tonnes 
of BC. In 2019, open biomass burning in European Russia – 
comprising Northwestern, Central, Southern, North Caucasian, 
and Volga Federal Districts – accounted for only 190 km2 of 

Table 4.1. Summary table of BC, PM2.5, CH4, SO2, and CO2 emissions from reported statistics on burned area in the Arctic Council Member states. Sources 
for burned area from: Alaska Division of Forestry (2020a)a; CIFFC (2020)b; Markuse (2019)c; DSB (2020)d, SOU (2019 – in Swedish)e; Ketola (2020)f, 
Data ref. 4.3g; and Data ref. 4.4h. Fuel loadings and combustion completeness came from van Leeuwen et al. (2014) for boreal forests, with tundra values 
used for Greenland and temperate forests for the USA/CONUS. Emission factors were taken from GFED (Data ref. 4.5). 

Country/region Year Offi  cial burned area 
(km2)

BC (tonne) PM2.5 (tonne) CH4 (tonne) SO2 (tonne) CO2 (tonne)

USA/Alaska 2019 10481a 2.660 81.40 31.71 5.85 8140

Canada 2019 18389b 4.667 142.81 55.63 10.27 14300

Denmark/
Greenland

2019 8c 1.27E-04 0.0288 0.0659 1.27E-03 5.04

Norway 2019 0.03d 7.61E-06 2.33E-04 9.08E-05 1.68E-05 0.0233

Sweden 2018 250e 0.063 1.94 0.76 0.14 194

Finland 2019 6f 0.002 0.05 0.02 0.003 4.66

Russia 2019 100785g 25.579 782.72 304.90 56.27 78300

USA/CONUS 2019 18876h 10.196 342.96 96.40 12.98 29100

Total 148795 32.97 1008.95 393.09 72.53 130000
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FEERv1.0-G1.2

AMAP Model

QFEDv2.5r1

GFASv1.2

FINNv1.5

GFEDv4s

0 0.2 0.4 0.60 21 3 4 5

FEERv1.0-G1.2

AMAP Model

QFEDv2.5r1

GFASv1.2

FINNv1.5

GFEDv4s

CH4

Figure 4.3 Annual 2018 BC and CH4 emissions in Tg from fi ve global fi re emissions models and a custom-built AMAP fi re emissions model for the 
Arctic Council region.
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burned area (Data ref. 4.3). Approximately 98.2% of burned area 
in Russia occurred in the Ural, Siberian, and Far Eastern Federal 
Districts. In general, the region encompassing Fennoscandia and 
European Russia had the lowest burned area and open biomass 
burning emissions (Figure 4.4), with all regions experiencing 
the most burning in the latitudinal band of 50°N–60°N, and 
the second-most burning in 60°N–70°N. Alaska (USA) and 
Canada accounted for approximately 29,000 km2 of total pan-
Arctic biomass burning and 17% of the BC emissions, with the 
contiguous United States (CONUS) accounting for 24% of BC 
emissions (Appendix Table A4.1). Note that while Canada and 
CONUS reported similar official statistics for burned area, fires in 
the temperate forests of CONUS tended to emit more emissions 
than boreal ecosystems. Greenland is a novel fire regime in the 
Arctic, with two relatively significant wildfires in 2017 and 2019 
that accounted for more burned area and emissions than Norway 
or Finland. However, in 2019, the majority of open biomass 
burning and related emissions for the Arctic Council countries 
originated in Siberia and the Russian Far East, followed by the 
CONUS, Canada, and Alaska.

4.2.2  Climate change will increase 
natural fire emissions

In all future climate-change scenarios, the global temperature 
increases by 2100, but with regional variability. Here we 
present findings for studies focusing on the high northern 
latitudes. An overall increase in natural fire risk is expected 
in the Arctic, as well as associated emissions. Natural fires, 
caused by lightning rather than being ignited by human activity, 
are estimated to increase, as lightning strikes are predicted to 
increase in northern Europe and Alaska (Púčik et al., 2017; 
Veraverbeke et al., 2017), respectively. Lightning strikes, fire 
weather (dictated by temperature, precipitation, and relative 
humidity), and fuel conditions are the controlling processes 
for natural fires. 

Boreal and Arctic landscapes are diverse, and thus so are 
natural fires – burning habitats from forests to grasslands and 
peatlands. Near-term warming will lead to more ignitions from 
lightning (Veraverbeke et al., 2017), with degraded permafrost 
increasing dry ground fuels, such as peat (Turetsky et al., 2015), 
and fire severity (Teufel and Sushama, 2019). By the end of 

the century, wildland fire risk is expected to increase, with 
the length of fire seasons – measured in the number of days 
of severe fire weather – predicted to increase by as many as 
20 days for high northern latitudes using the IPCC A1B, A2, 
and B1 scenarios (Flannigan et al., 2013). Similarly, Sherstyukov 
and Sherstyukov (2014) predict an increase of more than 50 
high fire-risk days for Russia under the RCP8.5 scenario, with 
potential for the area of forest fire burned to double by 2100. 
Using CMIP5 model intercomparisons, Lehtonen et al. (2016) 
found that large (≥ 10 ha) boreal forest fires in Finland may 
double or even triple in extent by the end of century, using 
RCP4.5 and RCP8.5 scenarios, but with large inter-model 
variability. Making robust predictions of the future burned 
area in wildland and human-dominated landscapes for the 
boreal and Arctic requires an understanding and quantitative 
simulation of the major drivers of fire (specifically climate, fire 
weather, ignition, fuels and human activity), including coupled 
dynamics between and among these drivers (Riley et al., 2019). 

Increased fire risk will not be uniform across the Pan-Arctic 
(Figure 4.1). For example, thawing of the permafrost will 
moisten soils (Wrona et al., 2016), reducing above- and below-
ground fire risk. Further, changing precipitation regimes that 
deliver more rainfall in the Arctic for the months of March 
through December by the end of the century under RCP8.5 
projections (Bitanja and Andry, 2017) could, on the one hand, 
reduce fire risk through increased wetness but, on the other 
hand, increase fire risk through greater vegetation growth and/
or shifting fuel regimes. 

Increased convective cloud formation has been documented 
in the Russian Arctic (Chernokulsky and Esau, 2019) and 
the North American boreal forest (Veraverbeke et al., 2017), 
with a 5% increase in convective storms in Northern Europe 
(Púčik et al., 2017). Meanwhile, 5%–20% more lightning is 
projected to occur under RCP4.5, and 10%–40% under RCP8.5 
(Rädler et al., 2019), by the end of the century. Krause et al. 
(2014) predict that burned area will increase by 40%–50% in 
the high latitudes under RCP8.5, given predicted changes in 
fuel loads, fuel moisture, and increased lightning frequency. 
And end- of-century estimates made under RCP6.0 by Young 
et al. (2016) for Alaska showed that summer temperature and 
annual moisture are the most important climatic variables 
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Figure 4.4 Average black carbon (BC) emissions in Tg for 2015–2018 from three global fire emission models – GFEDv4s, FINNv1.5, and GFASv12 – split 
by latitude ranges for the three biomass-burning regions.
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Case study: Elemental carbon concentrations in Arctic and 
boreal Canada

A case study of Arctic and boreal sites by Environment and 
Climate Change Canada (ECCC) measured long-term observed 
concentrations of elemental carbon (EC) at Alert (82°27’N,  
62°31’W) and East Trout Lake (54°21’N, 104°59’W). Figure 4.5 
shows the locations of these two sites. The observations were 
compared with corresponding assembled GFED/CMIP6 
emissions from biomass burning for Northwest Canada over 
the same period of 2006–2015. Alert is mainly influenced by 
emissions sources from Northern Eurasia and North America, 
depending on the season (Hirdman et al., 2010a; Stohl et al., 
2013; Xu et al., 2017). Biomass burning from North America 
influences Alert more during summer than winter. East Trout 
Lake, a boreal forest site, is largely affected in the summertime 
from the widespread fires across Canada, particularly in 
western Canada. 

Comparing the time series and seasonal variation of EC 
from these two sites provides insight as to how biomass 
burning in North America affects levels of EC transported 
to the Canadian Arctic. Figure 4.6 shows a six-month means 
timeseries for EC for 2006–2015. Observations from Alert 
are plotted in the top panel (winter–spring: November–April; 
and summer–fall: May–October); those from East Trout Lake 
are shown in the middle panel; and the corresponding time 
series of assembled biomass burning from GFED emissions in 
CMIP6 (van Marle et al., 2017) from the upwind area of East 
Trout Lake are presented in the lower panel. It is obvious that 
the interannual variation of EC in the middle panel is well 
correlated with the changes of biomass burning emissions 
in the bottom panel (R2 = 0.89), indicating that about 90% 
of the interannual changes in observed EC at the boreal East 
Trout Lake site can be explained by the changes in biomass 
burning emissions from the upwind area, i.e., Northwestern 
Canada. It is also noticeable that the interannual variations in 

EC at Alert in the top panel differ greatly from those observed 
at East Trout Lake in both winter–spring and summer–fall 
seasons. This may imply that the interannual variations of 
EC at Alert were not due to the impacts of biomass burning 
in North America.

Comparing the seasonal variability of EC monthly means from 
East Trout Lake with biomass burning emissions, Figure 4.7 
shows that the seasonal variation of atmospheric EC at this 
boreal site is well correlated with the corresponding profile of 
GFED/CMIP6 biomass burning emissions (R2 = 0.93). This 
suggests that more than 90% of the possibility of EC seasonal 
variability at East Trout Lake was caused by the biomass 
emissions from the upwind area. Seasonal variation in EC 
at Alert (top panel) shows an opposite pattern from that of 
East Trout Lake (middle panel), with the relatively higher 
concentrations during winter–spring months and relatively 
lower concentrations during summer–fall months. The seasonal 
variabilities are likely due to planetary boundary layer (PBL) Figure 4.5 The carbonaceous aerosols sampling network for EC/OC and 

carbon isotope measurements used by ECCC, showing the locations of the 
Alert and East Trout Lake sites discussed in the text. 

Alert

Egbert Toronto

Old Crow

Fraserdale

Whitehorse

Estevan
Point East Trout Lake

Mackenzie Delta

Whistler
mountain

0

900

600

300

BCbb emi, t C/d Emissions from NW of East Trout Lake (6-month means)

20072006 2008 2009 2010 2011 2012 2013 2014 2015

20072006 2008 2009 2010 2011 2012 2013 2014 2015

20072006 2008 2009 2010 2011 2012 2013 2014 2015

BC (winter–spring)BC (summer–fall)

EC (winter–spring)EC (summer–fall)

0

1.2

0.8

0.4

1.6
EC, µg/m3 East Trout Lake (6-month means)

0

0.02

0.04

0.06

0.08

0.10
EC, µg/m3 Alert (6-month means)

EC (winter–spring)EC (summer–fall)

Figure 4.6 Comparison between the observed interannual seasonal 
trends in EC at Alert (top panel) and East Trout Lake (mid panel), with 
the corresponding assembled GFED/CMIP6 emissions (https://gmd.
copernicus.org/articles/10/3329/2017/) from the upwind area (bottom 
panel) for the period 2006–2015. There is good correlation between the 
variables in the lower two panels: y=0.001x + 0.110 (R2 = 0.89), where y 
is the EC concentration in the middle panel, and x is the BC emissions 
in the lower panel. Data sources: Huang, personal communication, 2020;  
Rodríguez et al., 2020. 
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dynamics, and a higher scavenging rate by precipitation during 
summer months. The small peak apparent in July implies that, 
while EC emitted from biomass burning in North America 
is not the main source of the EC concentration seen in the 
Arctic overall, the influence of EC emitted by biomass burning 
during summer seasons in North America could not be ruled 
out, taking account of the fact that a larger portion of EC was 
removed via precipitation and aerosol-cloud interactions 
while transported towards Alert. Using 14C measurements in 
conjunction with the Lagrangian dispersion model provides a 
way to further quantify the relative fraction of pollutants from 
biomass burning transferred to the Arctic region. 

Figure 4.7 Comparison of the observed seasonal variations in EC at 
Alert (top panel) and East Trout Lake (ETL; middle panel), with the 
corresponding assembled GFED/CMIP6 emissions (https://gmd.
copernicus.org/articles/10/3329/2017/) from the upwind area (bottom 
panel) for the period of 2006–2015. There is good correlation between 
the variables in the lower two panels: y=0.831x - 86.3 (R2 = 0.94), where 
y is the EC concentration in the middle panel, and x is the BC emissions 
in the lower panel. Data sources: Huang, personal communication, 2020;  
Rodríguez et al., 2020. 
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driving the likelihood of new wildland fire regimes in tundra 
and the boreal forest-tundra transition zone. In general, 
lightning frequency is expected to increase over areas north 
of 50°N. The strongest relative increase is approximately 100% 
– across far northern Europe under the RCP8.5 scenario by 
the end of the century (Groenemeijer et al., 2016). Moreover, 
since summers are expected to become drier in the future, 
the relative role of lightning as an ignition source for wildfires 
may increase across northern Europe. These future models 
align with lessons learned from studies of historical drivers of 
natural fires in the Arctic region. Meta-analysis of palaeofires 
during the Holocene (4,000 BP–200 BP), for the boreal zone 
of North America and Fennoscandia, suggests that general 
trends in boreal biomass burning were primarily controlled by 
climatic changes – mainly mean annual precipitation in Alaska, 
northern Quebec, and northern Fennoscandia, and summer 
temperatures in central Canada and central Fennoscandia 
(Molinari et al., 2018). The composition of boreal needleleaf 
evergreen fuel at the landscape-level across Alaska, and central 
and southern Fennoscandia, was secondary to climatic controls.

Climate-induced vegetation shifts, which would also modify 
fire risk and related emissions, present a complex matrix 
for the Arctic Council Member states. Predictions of boreal 
forest transition to deciduous forest stands would decrease 
fire risk in eastern Canada and Interior Alaska (Terrier et al., 
2013; Foster et al., 2019; Mekonnen et al., 2019). Using three 
decades of Landsat imagery at 30 m resolution, Wang et al. 
(2020a) found that these trends are already occurring in Alaska 
and northwestern Canada, as climate shifts drive grass and 
shrub expansion in the Arctic, and wildfires drive most of the 
evergreen forest reduction and deciduous forest expansion in 
the boreal sub-Arctic region. Further work in mature deciduous 
forests of Interior Alaska show that current canopy ‘gaps’ are 
related to ecological shifts to evergreen shrubs, lichens, and 
mosses. These small patches of highly flammable coniferous 
species within low flammability deciduous stands are increasing 
overall fire risk (Alexander and Mack, 2017). 

Climate change may have both positive and negative impacts on 
boreal forests and forestry (Reyer et al., 2017). Further, changes 
may be positive in the near future, but become negative in the 
mid- and long-term. In general, climate change accelerates 
forest growth at high northern latitudes by lengthening 
the growing season. Moreover, elevated CO2 concentration 
decreases transpiration and increases photosynthetic rate, also 
enhancing forest growth (Peltola et al., 2002; Ellsworth et al., 
2012; Kellomäki et al., 2018). However, abiotic and biotic damage 
may have the opposite effect (Seidl et al., 2014). For example, 
drought increases the risk of forest fires, but also negatively affects 
the growth of Norway spruce (Picea abies) and exposes trees to 
biotic damage. Late winter temperature increases in southern 
Siberia (at 45°N–55°N) are associated with early snowmelt, early 
green-up and establishment of ground vegetation in larch (Larix 
spp.) forests, drier air conditions, and increased early-season 
fires in March and April (Kim et al., 2020). Masrur et al. (2018) 
found that, for circumpolar tundra landscapes, an increase in 
winter surface temperature increased the likelihood of wildfires 
occurring during the following summer, while a decrease in 
average winter surface precipitation and soil moisture were 
associated with higher-intensity wildfire events. Damage from 
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snow is estimated to increase in northeastern Europe but to 
decrease elsewhere in Europe by the end of the century under 
the RCP4.5 and RCP8.5 scenarios (Gronemeijer et al., 2016). 
Wind damage risk is expected to increase, due to the shortening 
of the soil frost period (Venäläinen et al., 2020).

4.2.3  Emissions from human-caused open 
biomass burning 

Open biomass burning from anthropogenic activities, such 
as agriculture, forestry, and energy-related extraction and 
production – as well as from accidental ignition – will increase 
in boreal areas and the Arctic, as climate change facilitates 
the northward expansion of human-dominated landscapes, 
increasing potential ignition sources (Figure 4.1). The 2019 
wildfire that occurred in Greenland was caused when a campfire 
ignited dry ground near a public camping site on the world-
renowned Arctic Circle Trail (McGwinn, 2019). This incident 
indicates that tourism will need to adapt to the increased fire 
risk in tundra landscapes. Greenland wildfires in 2017 and 
2019 occurred during warm, dry, and sunny summers. The 
areas that burned were east of Sisimiut, in tundra areas that 
had low vegetation cover and degraded permafrost but high-
carbon soils (Evangeliou et al., 2019). Timber logging and site 
preparation currently cause large wildfires in boreal landscapes, 
including the 2014 Västmanland fire – the largest single wildfire 
event in Sweden’s history (Lidskog et al., 2019). Northward 
agricultural expansion will likely increase human-caused 
agricultural burning, as wheat and maize become established 
in previously permafrost areas of West Siberia (Parfenova et al., 
2019) and expand into the cold regions of the boreal zone 
(King et al., 2018). Cultivation could even potentially expand 
up to the Arctic Circle from Central Siberia (Tchebakova et al., 
2016). Of course, this northward agricultural expansion will 
be controlled by local conditions, with inferior soils, existing 
land uses incompatible with agricultural conversion, and 
unsuitable topography presenting potential limitations (Ioffe 
and Nefedova, 2004; Dronin and Kirilenko, 2011). 

4.2.4  Climate change will increase non-forest 
fire emissions

Under RCP8.5, Stralberg et al. (2018) estimated that by 2100, 
grasslands will replace much of the upland conifer, mixed 
forests, and deciduous forests for a large area of the boreal 
forest zone of northern Alberta. Shorter fire-return intervals 
combined with climate change-induced drought will reduce 
the capacity of evergreen and broadleaf species to re-seed and/
or re-establish after wildfires, leading grassland ecosystems to 
expand in present-day northern Canadian forests (Whitman 
et al., 2019). The wider presence of grass-dominated landscapes 
would create a new fire regime of frequent but low-severity 
fires, with short-lived climate pollutants (SLCPs) and SLCFs 
likely being transported to the Arctic in the spring months 
of March to May (Hall and Loboda, 2018). Grassland fires 
produce less energy, with smoke plumes similar to crop-
residue burning that are unlikely to breach the tropopause 
and cause consistent, year-round transport of smoke to the 
Arctic (Hall and Loboda, 2017), unlike the current observed 
deposition from boreal forest fires in the Arctic (Thomas et al., 
2017). Further, Smirnov et al. (2015) found that forest fires in 

European Russia during 2008–2012 occurred mainly in June 
and August, with Siberia and the Russian Far East being the 
main sources of BC emissions during a time when transport 
to the Arctic is unfavorable. In the Sakha Republic, Kirillina 
et al. (2020) found that since 2011, fire seasons have, on average, 
been 13 days longer than previously, and that since 2009, fire 
seasons have started earlier in April than in previous years. 
Peak fire occurrence across the three-month period of May 
to July persists in Sakha. This indicates that BC from early-
season burning in and near Arctic Siberia could be available 
for transport. This is also relevant because Arctic snow and 
sea-ice coverage are much more widespread in the early burning 
season than late season. Emission factors for biomass burning 
in grassland and steppe ecosystems are different from those 
of boreal forests (Akagi et al., 2011; Andreae, 2019), which 

Case study: A novel Arctic fire regime in Greenland

Unusual open fires were observed by pilots in western 
Greenland and confirmed by satellite imagery between 
31 July and 21 August 2017, after a period of warm, dry 
and sunny weather. The fires burned more than 2000 ha 
of high-carbon soils (most likely peat, due to smouldering 
and fire-spread behavior), which had become vulnerable 
due to degradation of the permafrost (Daanen et al., 
2011). Evangeliou et al. (2019) estimated that the wildfire 
consumed around 117 kilotons (kt; 1 kiloton = 1000 tonnes) 
carbon (C) fuel, and emitted about 23.5 tonnes of BC and 
731 tonnes of OC (including 141 tonnes of brown carbon 
[BrC]). Although these fires were small compared to fires 
burning at the same time in North America and Eurasia, 
a large fraction (30%) of the BC, OC and BrC emitted was 
deposited on the Greenland ice sheet. Measurements of 
aerosol optical depth (AOD) in western Greenland showed 
that the air was strongly affected by the Canadian forest 
fires. Even so, the Greenland fires had an observable 
impact, doubling the column concentrations of BC. The 
spatiotemporal evolution and, in particular, the top height 
of the plume was confirmed using the vertical cross-section 
of total attenuated backscatter (at 532 nanometers) from 
Cloud-Aerosol Lidar and Infrared Pathfinder Satellite 
Observations (CALIPSO-CALIOP) Lidar. The maximum 
albedo change due to BC and BrC deposition from the 
Greenland fires was 0.007, (albedo varies between 0 [black = 
absorbs all energy] and 1 [white = reflects all energy]) while 
the average instantaneous ‘bottom of the atmosphere’ (BOA) 
radiative forcing over Greenland at noon on 31 August 2017 
(post-fire) was between 0.03 and 0.04 W/m2, with locally 
occurring maxima up to 0.77 W/m2. The summer 2017 fires 
in Greenland had a small impact on the Greenland ice sheet, 
causing almost negligible extra radiative forcing. This was 
due to the relatively small – in a global context – size of 
the fires. However, with 30% of the emissions deposited on 
the Greenland ice sheet, the 2017 Greenland wildfires were 
very efficient climate forcers on a per-unit emissions basis. 
Thus, while the fires in 2017 were small on a global scale, if 
the expected future warming of the Arctic produces more 
and larger fires in Greenland (Keegan et al., 2014), this may 
cause substantial albedo changes and, in turn, potentially 
contribute to accelerated melting of the Greenland ice sheet.
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potentially implies different impacts on atmospheric chemistry 
and SLCPs. Therefore, while boreal forest fires emit more SLCPs 
than grasslands and cropland fires, the springtime burning 
of northern grasslands, peatlands, and croplands – often 
human-caused – means these emissions are more likely to be 
transported to the Arctic than summertime forest fires.  

Peatland fires are more likely in dry conditions, but smouldering 
can persist in wet soils (Turetsky et al., 2015). Using the RCP8.5 
scenario, Teufel and Sushama (2019) estimated that a 2.0°C 
temperature increase would be reached around 2031, causing 
42% of pan-Arctic permafrost to abruptly degrade, and 
increasing fire severity in Russia, Canada, and Alaska (Figure 
4.1). However, O’Neill et al. (2020) noted that long-term field 
observations in the Canadian boreal and Arctic regions did not 
reflect this abrupt shift to degraded and dry soils, but rather 
increased soil wetness. This phenomenon – which would 
decrease fire risk, particularly for peat – was likely missed by 
the model assumptions used by Teufel and Sushama (2019). 

Surface fires can cause permafrost to thaw, producing 
thermokarst lakes (Jones et al., 2015), which previously have 
been considered to reduce fire risk (Sofronov et al., 2000). 
However, they are not perfect fire breaks, as wildfires can ‘jump’ 
over these lakes (Sofronov and Volokitina, 2010). Under RCP4.5 
and RCP8.5, wildfire emissions of BC, CO, NOX, PM2.5, and SO2 
could exceed anthropogenic emissions in northeastern Europe 
by 2090, including Sweden and Finland (Knorr et al., 2016). 
There is a clear consensus that prolonged fire seasons will become 
more common, increasing in the eastern boreal forests of Canada 
(Boulanger et al., 2013); central and northwestern Canada 
(Boulanger et al., 2014); and European Russia (particularly 
Karelia and Leningradskaya), West Siberia, and the Far East 
(Sherstyukov and Sherstyukov, 2014). Wang et al. (2017) noted 
that a recent increase in the fire season in Canada had led to a 
rise in the total number of fire-spread days, resulting in large 
increases in total fire size and emissions for early-season fires. 
An example is the human-caused Fort McMurray megafire in 
Alberta, which burned both forests and peatlands (Hanes et al., 
2019). A longer fire season, starting earlier in spring and lasting 
later into autumn, would bring increased potential for more and 
larger fire emissions throughout the season. Further, suppression 
of wildfires in Canadian boreal communities has increased the 
likelihood of flammability (Parisien et al., 2020), suggesting 
that other wildland-urban interfaces in the Arctic region may 
have similar risks due to long-term aggressive fire suppression.

4.2.5  Fire management and open biomass 
burning emissions in the Arctic

Current fire management is being addressed in future 
work planned under the Arctic Council’s Working Group 
on Emergency Prevention, Preparedness and Response 
(EPPR) and work by other relevant Arctic Council groups, 
with leadership and contributions from the six Permanent 
Participants who represent Arctic Indigenous peoples. Below 
are some specific considerations of fire management in the 
context of understanding and managing emissions. 

McWethy et al. (2019) argued that active “fuels management, 
prescribed fires and allowing wildfires to burn under moderate 
fire weather conditions will protect and promote ecological 

and cultural resources, and communities” more effectively 
than by managing fire risk through suppression and/or efforts 
to eliminate all fire from the landscape, including novel fire 
landscapes caused by warming in the Arctic. Privately owned 
grassy tussock tundra and dwarf shrub tundra vegetation types 
are more likely to burn than low shrub tundra in Alaska (Hu 
et al., 2015), showing relatively rapid vegetation re-greening 
within a decade after burning for grassy tussock tundra and 
dwarf shrub tundra (Rocha et al., 2012). Prescribed burning 
could therefore be effective in fuel management for tussock 
and dwarf shrub landscapes of the tundra. In boreal forest 
and forest-tundra landscapes, mulching treatments that 
convert canopy and surface fuels to a masticated fuel bed can 
limit peat burn depth in black spruce (Picea mariana) stands 
(Wilkinson et al., 2018). However, managing fuels will be more 
complicated in dried and degraded peatlands outside of these 
vegetation zones.

The effectiveness of prescribed burning for peatlands is unclear. 
Peat fire risk and burn depth, however, are influenced less by 
canopy and ground vegetation and more by soil bulk density 
(which affects the availability of air in soils), water-table depth, 
and precipitation (Kieft et al., 2016). After devastating fires in 
2010 in the Moscow region, the regional government undertook 
an ambitious 70,000 ha peatland rewetting project to reduce 
fire risk (Sirin et al., 2014), a landscape-scale process that 
can be monitored using existing Earth observation sensors 
at the moderate resolution (30 m Landsat to 10 m Sentinel-2; 
Sirin et al., 2018). To date, the effectiveness of this campaign 
is unclear but, in practical terms, it should reduce fire risk. In 
the larger context of CH4, Günther et al. (2020) used a radiative 
forcing model to determine that CH4 emissions from rewetting 
peatlands were less significant in the short-term than the CO2 
emissions from degraded or drained peatlands increasing long-
term warming when rewetting is postponed.

Adaptive management strategies of the timber industry in 
Fennoscandia could also reduce fire risk. Intensive management 
to maintain ditch networks and fertilize drained peatlands will 
increase timber values while also rewetting the peat (Ahtikoski 
and Hökkä, 2019). Prescribed burning for silvicultural retention, 
and maintaining and regenerating pure stands, can also reduce 
fuel loadings while increasing biodiversity (Lindberg et al., 2020). 

The variable with the highest uncertainty is people – both 
as ignition sources and in determining how demographic, 
migration, and/or development patterns in these changing 
landscapes will affect fire activity and related emissions 
(Robinne et al. 2016; Reilly et al. 2019). For example, consider 
agricultural landscapes as one source of fire. Expanding climate-
driven agricultural frontiers in the high northern latitudes 
under the RCP8.5 scenario for 2060–2080 could add 8.5 million 
km2 of new croplands in Canada and Russia alone, expanding 
wheat and maize production into areas with carbon-rich or 
peat soils (Hannah et al., 2020). Further, Parfenova et al. (2019) 
found crop-growing conditions would be established in the 
permafrost zone of West Siberia under RCP2.6 and RCP8.5 by 
2080, favorable for wheat and maize production. These crops 
are commonly managed via open burning practices in the USA, 
eastern Europe, and Russia (Kutcher and Malhi, 2010; McCarty 
et al., 2017; Theesfeld and Jelinek, 2017; Shiwakoti et al., 2019). 
While open agricultural burning in Canada is minor (ECCC, 
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2020 – see Annex 3, Section A3.4.7), recent research estimated 
that the risk of wildfires from the spread of agricultural burning 
peaks in Alberta in late April and early May (Thompson and 
Morrison, 2020). Thus, seasonality of burns and management 
of croplands, grasslands, and deciduous forests may occur at 
times when transport of emissions to the Arctic is likely, in 
other words in late winter and early spring for Russia (Hall 
and Loboda, 2018; Qi and Wang, 2020), and Canada and north 
central USA (Viatte et al., 2015), respectively. 

4.3  Uncertainties in future open biomass 
burning emissions  

Uncertainties in emissions from fires in the boreal and Arctic 
remain, due to complexities in the fire regimes. For example, 
peat fires can smoulder for months, years, or even decades (Hu 
et al., 2018), burning laterally and vertically below the surface, 
appearing to be extinguished, but releasing smoke at the surface 
in locations away from the original ignition site. In Alaska, 
this phenomenon is referred to as ‘holdover’, ‘overwintered’ 
or ‘zombie’ fires. Such fires are difficult to allocate to a single – 
albeit complex – fire event from cumulative satellite active-fire 
and burned-area pixels. In April 2020, the Alaska Division of 
Forestry was monitoring several active smoldering peat fires 
from the ~5 km2 Deshka Landing Fire of August 2019 that had 
overwintered near Willow, Alaska, despite heavy snow melt 
(Alaska Division of Forestry, 2020b). Preliminary results by 
Scholten and Veraverbeke (2020) indicated that overwintering 
fires were more likely to be holdovers from high-severity fires, 
emerging more frequently in lowland black spruce-dominated 
forests. While zombie or holdover fires are an interesting 
phenomenon in Arctic peat systems, improving estimates of BC 
emissions from wildland and human-caused fires – particularly 
peat fires in the boreal and Arctic, – should be a priority in 
terms of filling data gaps. 

4.3.1 Satellite-based fire emissions 

Earth observations from satellite products are powerful tools 
for forecasting (Pickell et al., 2017), improving rapid-response 
post-fire modeling (Miller et al., 2017), and quantifying 
fire in the boreal and Arctic regions (Hislop et al., 2020). 
Uncertainties in satellite-based emissions estimates are 
driven by the availability and quality of fire-activity data 
from satellite- and ground-based sources, as well as imperfect 
knowledge of vegetation types and cover, fuel conditions and 
loadings, and emission factors. Current global fire emissions 
inventories rely on satellite-derived fire activity from detected 
active fires, mapping of burned areas, and calculations of 

fire radiative power (Liu et al., 2020). In the Arctic, as in 
other northern regions, satellite-based observations tend 
to underestimate open burning in agricultural landscapes, 
forest-surface fires and smouldering peat fires. For example, 
Zhu et al. (2017) found that current emissions inventories 
based on satellite-derived products of burned area, such 
as GFEDv4, underestimated human-caused burning in 
agricultural landscapes and mixed forests in Eurasia between 
50°N–65°N by around 2,100 km2 annually for 12 regions 
of interest. This indicates that the actual burned area from 
anthropogenic sources in the Eurasian boreal zone is currently 
underestimated by as much as 16%. 

Surface fires under forest canopies dominate fire regimes 
in much of northern Eurasia, but are not well quantified in 
current satellite-based burned-area products (Duncan et al., 
2020) and thus emissions inventories. Smouldering fires in 
carbon-rich humus and peat landscapes are difficult to detect, 
as smouldering combustion occurs at much lower temperatures 
than flaming combustion; 500°C–700°C versus 1500°C–1800°C, 
respectively (Rein et al., 2008). Daily, global observations of 
low-intensity fire from existing satellite systems are limited 
currently to VIIRS (Johnston et al., 2018). Smouldering fires 
in Arctic landscapes can be mapped via regionally-tuned 
algorithms that have been designed to ingest daily active-fire 
detections from multispectral VIIRS (Waigl et al., 2017) and 
hyperspectral Hyperion (Waigl et al., 2019). In general, it is 
difficult for satellites and drones to detect (Burke et al., 2019) 
smouldering peat fires because these ground fires are low 
temperature and can burn underground and re-emerge in new 
locations (Rein, 2016). The coarse resolution (>1 km) of global 
satellite sensors, and obstructive canopy and cloud cover add 
further constraints to detecting fires. (Johnston et al., 2018). 

Fire emissions models are often based on satellite observations, 
with ground-based information, such as country-reported 
statistics, often needed to validate the results. There has 
consistently been little correlation between satellite-derived 
and official estimates of burned area (Fusco et al., 2019). 
Loepfe et al. (2012) found that multiple satellite fire products 
had high correlation with official reports of burned areas for 
Sweden, but little-to-no correlation with official statistics 
for Finland (see Table 4.2). And agreement between official 
Russian burned-area statistics from fires in Siberian forests and 
four satellite-based burned-area products was less than 10% 
(Kukavskaya et al., 2013). The Global Wildfire Information 
System (GWIS), a joint program between the Group on 
Earth Observations (GEO), the European Union’s earth 
observation programme Copernicus, and the US National 
Aeronautics and Space Administration, uses the MODIS 
MOD64A1 Collection 6 Burned Area product (Giglio et al., 

Table 4.2 Burned area and black carbon (BC) emissions from official burned-area statistics compared to Global Wildfire Information System satellite-
derived burned area (Data ref. 4.5) and calculated BC emissions. The fuel loadings, emission factor, and combustion completeness used in Table 4.1 were 
also used for making these emissions calculations.

Country Year Official burned area 
(km2)

GWIS burned area 
(km2)

BC (tonne) from official 
estimate

BC (tonne) from GWIS

Norway 2019 0.03 13 7.61E-06 3.30E-03

Sweden 2018 250 154 0.063 0.039

Finland 2019 6 28 0.002 0.007
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2018) to create country-level burned-area statistics. GWIS’s 
satellite-derived estimate for burned area overestimates open 
biomass burning in both Norway and Finland by 199% and 
129%, respectively, when compared to official statistics. GWIS 
underestimates by approximately 48% the total open biomass 
burning in Sweden. Note, this comparison was done for one 
year only, and comparisons of satellite and official burned-area 
data should be made over a longer time period to determine 
if this disagreement persists. 

4.3.2  Climate-driven ignitions, vegetation 
shifts, and fuel conditions

Ignition likelihood is often modeled by considering the 
moisture conditions of ground fuels (i.e., litter) and the organic 
layer (i.e., forest canopy), with humans the most likely source of 
fire on the ground, and lightning for canopy fires (Wotton et al. 
2003). Veraverbeke et al. (2017) introduced a self-reinforcing 
feedback loop between climate, lightning, fires and northward 
forest expansion, in which surface energy fluxes from forests 
appeared to be statistically increasing the probability of 
lightning in Alaska. Just as warming from climate change 
increases lightning, it also facilitates northward expansion of 
the forest via the thawing of permafrost and fires that consume 
a layer of organic matter. This alters the soil composition to 
expose mineral soil, making it easier for saplings to take root. 
These additional trees in the north not only produce more 
fuel for future fires, but increase surface albedo, encouraging 
more melting and increasing the potential for lightning-caused 
fires. Predicting lightning for the Pan-Arctic will require 
more measurements, including region-specific assessments 
(Mäkelä et al., 2014), to best understand where climate change 
is increasing lightning (Witze, 2021). 

Many forest insects responsible for killing trees will benefit 
from climate change due to the established linkage of increased 
habitat range and higher winter temperatures (Pureswaran 
et al., 2018). Such climate-driven ‘bug kill’ increases the amount 
of easily burnable material in forests and can influence fire risk. 
For example, a large-scale bark beetle invasion could increase 
the amount of fuels by adding to the amount of dead wood, 
increasing ignition and crown-fire risk, as well as increasing 
the need for, danger from, and cost of managing fuels and 
fire within forests attacked by insects. (Jenkins et al., 2014). 
According to Venäläinen et al. (2020), a warming climate is 
likely to increase the risk of bark beetle outbreaks, as well as 
wood decay caused by Heterobasidion spp. root rot in Finland’s 
coniferous forests. Moreover, the probability of cascading and 
compounding forest-damaging events – such as large-scale 
wind damage followed by a widespread bark beetle outbreak 
– may increase significantly in the future for the high northern 
latitudes. This may all contribute to increasing fuels available 
for fires. 

4.3.3  Constraining fire intensity and plume 
injection height for fire emissions 

Projections of future fire emissions in the boreal zone must 
consider fire intensity. Wotton et al. (2017) found that, by mid- 
to late-century, under both RCP4.5 and RCP8.5 scenarios, 
a typical fire season will have approximately 24 additional 

days where the intensity of wildfires (i.e., crown fires) in the 
Canadian boreal zone will be practically unmanageable by 
ground crews, even if supported by aerial support, such as water 
bombers. Emissions from such functionally uncontrollable fires 
– megafires – in boreal forests are not well quantified. This is 
due to uncertainties in combustion-efficiency observations and 
estimates (Xu et al., 2020), and the lack of fine-scale burned-
area products that account for small waterbodies and have the 
capacity to map combustion in ‘wet’, intermediate drainage, 
high-carbon soils that are often dominated by species such as 
black spruce (Picea mariana) (Walker et al., 2018). Shvetsov et al. 
(2019) found that the combination of high fire frequency and 
positive surface temperature anomalies in the Zabaikal region 
of southern Siberia was more likely to negatively affect post-fire 
reforestation than severe burns – which actually had higher 
rates of vegetation recovery. 

Smoke injection and detrainment height are critical for 
estimating the transport of smoke plumes (Sokolik et al., 2019). 
Detrainment occurs when turbulence moves smoke particles 
beyond plume boundaries or when the smoke plume is weak 
enough to be torn apart by turbulence of the surrounding air. 
For accurate plume transport estimates, current satellite-based 
injection-height models must model smoke detrainment (Val 
Martin et al., 2018), with direct observations of detrainment 
height used to determine the transport and deposition capacity 
of a smoke plume (Sokolik et al., 2019). Yu et al. (2019) found 
that a wildfire in August 2017 in British Columbia, Canada, 
produced a pyrocumulonimbus event that injected smoke into 
the stratosphere. The initial smoke injection height of 12 km 
eventually rose to 23 km in the atmosphere, due to solar heating 
of BC over a two-month period. 

Further, most research to date has focused on the transport 
of BC to the Arctic from open burning of agricultural fields 
and grasslands in eastern Europe and Russia during the late 
winter and early spring (Hall and Loboda, 2017; Qi and Wang, 
2020). Because of this limited geographical and temporal focus, 
uncertainties must still exist in quantifying the impacts of 
human-caused burning on transport for much of northern 
Europe, Canada, and the USA (Viatte et al., 2015), particularly as 
many modeling studies have relied on broad ecoregion datasets 
(i.e., Olson et al., 2001) to attribute the potential biomass fuel 
sources of observed deposits. 

4.3.4  More future fires in boreal and Arctic 
peatlands, but where and how much?

Peat smouldering can emit large quantities of smoke, 
contributing to hazardous air quality (Hu et al., 2018). However, 
current global fire emissions inventories underestimate peat 
fires, as forest fuel types currently drive fuel maps and profiles 
(Liu et al., 2020). Peatland fires in the boreal zone are not well 
quantified in terms of fuel loadings (Van Leuwen et al., 2014). 
High uncertainty in emission factors for boreal peat fires (Hu 
et al., 2018) has led to improved laboratory-derived emission 
factors, which were calculated using peat sampled from Russia 
and Alaska (Watson et al., 2019). 

With a warming climate comes a risk of increasing peatland 
and ‘legacy carbon’ fires (Ingram et al., 2019) in boreal forests. 
This is particularly the case in stands younger than 60 years, 
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where drying limits the resilience of the carbon-rich soils 
(Walker et al., 2019), and in drying fen watersheds near large 
settlements. The Horse River/Fort McMurray fire that occurred 
in May 2016 – the costliest wildfire in Canada’s history – is 
an example of the latter (Elmes et al., 2018). Future estimates 
for emissions from peat fires will need to be informed by the 
location and condition of these carbon-rich soils, particularly 
as forecast moderate-to-severe droughts in boreal peatlands 
in western Canada are expected to increase fire size by over 
500% (Thompson et al., 2019). Presently, pan-Arctic maps of 
peatlands are still incomplete (Yu et al., 2010; Xu et al., 2018), 
but improving (Hugelius et al., 2020).  

Climate adaptation and mitigation efforts, such as to restore 
or rewet peatlands, do not eliminate the risk of wildland fire in 
peat landscapes, nor rule-out the use of fire as a management 
tool (Davies et al., 2016). Thus, estimates of future fire emissions 
will need to assimilate complexities associated with peat-
fuel conditions and loadings. For example, restoring peat is 
not a linear process, with results from Canada showing that 
between one and two decades are needed to restore and rewet 
degraded peatlands that have residual peat and vegetation 
in order to ‘seed’ the sites (Nugent et al., 2019). Until these 
restored peatlands have sufficient moisture and vegetation 
cover, they remain susceptible to fire risk (Gewin, 2020). Burn 
depth in peat can be limited in naturally wet and rewetted 
peatlands if the surface maintains a high moisture content via 
hydrological and vegetation processes (Granath et al., 2016). 
Maintaining these needed hydrological processes is difficult 
for degraded, unmanaged peatlands. In Alberta, wildland peat 
sites lacking constant sources of water and depositional inputs 
(such as sand, sediment and detritus that would replenish 
high-carbon soils) experienced severe burning on the margins 
(Ingram et al., 2019), while Wilkinson et al. (2019) found that 
forested peatland margins were extremely vulnerable to peat 
smouldering combustion, especially in previously burned areas 
without a fire for 60 or more years. Ronkainen et al. (2013) 
expected that a warmer climate would lower water tables 
via evapotranspiration in unmanaged peatlands in Finland, 
thus increasing wildfire risk. Further, Thompson et al. (2019) 
estimated that fragmented dry peatlands would act as fire 
corridors between more flammable upland vegetation types, 
creating a landscape mechanism to increase fire sizes. Producing 
more complete estimates of fuel loadings for peatlands across 
the Arctic region can follow methodologies set by Johnston 
et al. (2015) to augment dynamic boreal and taiga fuel loadings, 
such as provided by Ivanova et al. (2020). 

4.3.5 Uncertainties in permafrost degradation  

Permafrost areas, especially at their southern distributions, are 
being disturbed by wildfires (Holloway et al., 2020). In Alaska 
and northwestern Canada, the impacts of wildfire disturbances 
on permafrost have been well quantified. For example, post-fire 
permafrost change in Alaska showed greater surface warming 
in boreal sites than tundra, with surface temperatures higher for 
previously burned sites than unburned sites, even after vegetation 
recovered for one to four decades (Jiang et al., 2015). Though 
the vast majority of fires in the continuous and discontinuous 
permafrost zones occur in deciduous needleleaf forests (Loranty 
et al., 2016), work is needed to fill knowledge gaps on the 

resilience of post-fire permafrost that exist for larch-dominated 
forests (Larix spp.) in Siberia. For example, recent work in Sakha 
Republic found that a 36 km2 wildfire in a landscape of open 
larch with shrub and moss lichen, some 25 km northwest of the 
Batagaika megaslump, resulted in approximately 3.5 million m3 

of permafrost thaw five years later (Yanagiya and Furuya, 2020). 
Likewise, uncertainties persist as to the resilience of permafrost, 
post-fire, in the boreal forests of eastern Canada, such as Quebec 
and Labrador (Holloway et al., 2020). 

The IPCC Special Report on the Ocean and the Cryosphere in 
a Changing Climate (IPCC, 2019) concluded with very high 
confidence that permafrost thaw and degradation will increase 
throughout the 21st century. However, exact quantification is 
still lacking. This certainty of degradation but uncertainty in 
how much and where is an important consideration regarding 
future fire emissions in the Arctic Council region. For example, 
while not all permafrost is confined to peatlands, many 
discontinuous permafrost sites are dominated by peatlands 
in Canada (Estop-Aragonés et al., 2018; Gibson et al., 2018), 
Russia (Hugelius et al., 2014), and Sweden (Chang et al., 2019), 
with recent work estimating that approximately half of all 
northern peatland carbon is presently in soils classified as 
permafrost (Hugelius et al., 2020). Further, current climate 
models may be missing the link between melting soil ice 
– sometimes referred to as thermokarst processes – and 
potential permafrost degradation of the currently stable and 
carbon-rich northeast Siberian Arctic lowlands (NESAL). 
When thermokarst processes were combined with increased 
temperature projections in numerical modeling by Nitzbon 
et al. (2020), the results indicated that a threefold increase 
of permafrost thaw could be expected in the NESAL region 
by 2100 under RCP4.5, potentially increasing the amount of 
peat fuels in a region already experiencing high fire activity. 
Combining current peatland distribution maps with newer 
modeled datasets of predicted mid-century and late-century 
permafrost extent and geohazard indices under climate-
forcing scenarios (Karjalainen et al., 2019) can reduce 
uncertainties to determine: 1) increased peat-fire risk and 
locations due to permafrost melt; and 2) decreased capability 
to deploy ground-level wildland firefighting, thus limiting 
ability to control future peat fires and fire emissions in the 
Pan-Arctic. 

4.3.6  The role of people in future Pan-Arctic 
fire regimes

The impact of humans on fire risk is dependent on local- to 
national-scale actions that may increase fire and emissions 
via deforestation, transportation networks, energy extraction, 
and agricultural open burning, as well as decrease fire and 
fire emissions via active suppression. Riley et al. (2019) noted 
that humans on the global scale have been able to disrupt 
and sometimes uncouple the direct relationship between 
temperature and biomass burning, and asked “is there a 
threshold in the magnitude of climate change after which 
humans will no longer be able to affect this relationship?” 
More input from the Permanent Participants on Indigenous 
burning practices could clarify some of these uncertainties. 

As elsewhere, while human activity in the boreal and Arctic 
may be a significant ignition source, human proximity tends 
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to reduce the area burned because of effective fire suppression; 
as a result, remote fires ignited by lightning lead to larger areas 
being burned. In Interior Alaska, where lightning-caused fires 
accounted for 95% of total burned area (Veraverbeke et al. 
2017), 52% of total ignitions were human in origin but occurred 
in areas of high fire suppression; as a result that they contributed 
only 5% of total burned area from 1990 to 2016 (Calef et al. 
2017). Archard et al. (2008) estimated that 65% of all forest 
fires in the Russian Federation were caused by human ignition, 
while a more recent study found that approximately half of 
all the fires in Sakha Republic were caused by anthropogenic 
activities (Kirillina et al., 2020). Throughout boreal Canada, 
anthropogenic factors increase fire probability (Parisien et al., 
2016), with humans igniting most fires close to roads but 
lightning-caused fires responsible for the majority of burned 
area in remote areas (Gralewicz et al., 2012). Blouin et al. (2016) 
found that 45% of wildfires in Alberta were started by lightning, 
but were responsible for 71% of the burned area. In Finland, 
lightning-caused fires account for less than 15% of forest fires 
(Larjavaara et al., 2005). Machines used for forestry operations 
in stony areas of Sweden accounted for 330 to 480 annual 
ignitions, and 40% of total burned area (Sjöström et al., 2019). 
Of fires and ignition sources reported by 19 European countries 
to the European Forest Fire Information System (EFFIS), EC 
(2017) determined that only 4% were from natural sources, 
with half of the fire records lacking a verified cause. It should 
be noted that population densities vary widely across Arctic 
Council Member states in the boreal and Arctic regions, and 
therefore the influence of human activity, including Indigenous 
cultural burning, may be location-specific. 

4.4 Summary and main messages

In 2019, the majority of open biomass burning and related 
emissions for the Arctic Council member countries originated 
in Siberia and the Russian Far East, followed by CONUS, 
Canada, and Alaska. The average annual BC emissions from all 
open biomass burning sources is 340,000 tonnes. Open biomass 
burning emissions have increased above 60°N, with fires above 
66°N occurring earlier in the year and burning later into the 
growing season. Increased length in fire seasons is coupled 
with a prediction of increased fire severity, and potentially 
physically unmanageable crown fires in the boreal as soon as 
2050 (Wooton et al., 2017). Future emissions from fires are 
difficult to predict; here more work is needed, as emissions 
from functionally uncontrollable fires in boreal forests are not 
well quantified due to uncertainties in combustion-efficiency 
observations and estimates (Xu et al., 2020). 

Pan-Arctic fire emissions in the coming decades of the 
21st century will likely be driven by climate-change impacts on 
fuels, including the interactions between peat and permafrost, 
fire weather, and ignition sources. The consensus of current 
literature is that climate change and human activity will 
increase fire risk in the Arctic, via increased lightning strikes, 
the thawing of permafrost, and transitions to grasslands and 
steppe and dry peat. In eastern Canada, northward expansion 
of deciduous forests will likely decrease fire risk. Human-caused 
fires are likely to increase, driven by the expansion of extraction 
processes for energy, transportation networks, and tourism. 

Boreal and Arctic landscapes are complex, with high levels 
of localized heterogeneity, complex and endemic vegetation 
types, and diverse communities (Raynolds et al., 2019) and 
topography. Estimates of future fire emissions will need 
to integrate multiple datasets to accurately quantify fires 
in the Arctic (Masrur et al., 2018), incorporating data on 
climate, permafrost conditions, aboveground and peat fuels, 
topography, land use, Indigenous and local fire management, 
and ignition sources. In the short-term, better understanding 
of the differences between official estimates of fire activity 
based on ground reports (bottom-up) and Earth observation 
estimates of fire activity (top-down) is needed to achieve 
accurate assessment of emissions. Importantly, the official 
statistics offer a different view of fire activity and emissions. 
Calculating future open biomass burning emissions will need 
improved satellite-based fire-detection methodologies for the 
Arctic region, fire model intercomparisons (with a potential 
to learn from the ongoing international coordination and 
multi-scale and local-to-global evaluation efforts of the Fire 
Model Intercomparison Project [FireMIP]), and also shorter 
latency in ground reports and statistics from official agencies. 
An additional research priority is to identify and quantify 
specific drivers of fire across heterogenous boreal and Arctic 
landscapes, countries, and ignition sources. Further, policy-
relevant research needs to quantify not only emissions but 
the transport of pollutants – especially BC – from fires in 
the Arctic (and from Arctic states) that have an impact on 
the Arctic, ideally accounting for errors and uncertainties. 
Understanding of the likelihood of Arctic and boreal fire 
emissions and transport in the near-term, by mid-century, 
and by end-of-century is also needed, building on current 
estimates of 12%–15% of annual BC deposition in the Arctic 
from forest fires in the source regions of Siberia, Alaska, and 
Canada when compared to global anthropogenic and biomass 
emissions (Ikeda et al., 2017). It should be noted that these 
source regions experience BC deposition due to transport 
from Eurasia, East Asia, and North America. 

Human activity and communities in the Arctic will need to 
adapt to increasing fire risk. Fire management and fighting 
strategies in the boreal may not work or might even cause 
more damage in the Arctic. Climate change will also affect 
the effectiveness of current wildland firefighting techniques. 
For example, Canadian wildland firefighters operationally use 
several key thresholds to guide fire operations based on fire 
intensity. Wotton et al. (2017) reported that at 2 Megawatts 
per meter (MW/m) fire-line intensity, ground resources 
request aerial fire support to hold the fire line; at 4 MW/m, 
aerial fire suppression by air tankers becomes ineffective at 
directly controlling a fire line; at 10 MW/m, heavy air tankers 
cannot hold or suppress a fire line. From the policy perspective, 
understanding if, or how much, fire management – from 
reducing or eliminating ignitions, to prescribed burning for 
reducing fuel and resulting wildland fires – can reduce BC 
emissions needs to be better understood. Mitigating future 
emissions may require a Pan-Arctic fire management and 
monitoring strategy, with buy-in from the Arctic Council 
Member states and Arctic Indigenous communities. 
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Chapter 4 Appendix

A comparison of five biomass burning emission models, 
including the Global Fire Emissions Database (GFED; van 
der Werf et al., 2017); the Fire Inventory from NCAR (FINN; 
Wiedinmyer et al., 2011); the Global Fire Assimilation System 
(GFAS; Kaiser et al., 2012); the Quick Fire Emissions Dataset 
(QFED; Koster et al., 2015); and the Fire Energetics and 
Emissions Research (FEER; Ichoku and Ellison, 2014), was 
completed for the entire Pan-Arctic region. Figures A4.1, A4.2, 
A4.4, and A4.5 show details of the variation in these peer-
reviewed satellite-based emissions inventories. It should be 
noted that GFED was used in the current CMIP runs and 
analyses (van Marle et al., 2017; Figure A4.3). 

The fire emissions model with the consistently highest BC 
emissions is QFED, with an annual average of 680,000 tonnes 
(Figure A4.4). FEER, GFAS, and GFED exhibit greater 
agreement, with annual BC emissions averages of 320,000 
(±70,000) tonnes, 300,000 (±71,800) tonnes, and 250,000 
(± 61,000) tonnes, respectively (Figures A4.1 and A4.5). 

FINN had the lowest annual average BC emissions of 
130,000 tonnes, with higher emissions in outlier years – 2012 
(197,000 tonnes) and 2008 (186,000 tonnes). The custom 
AMAP model produced emissions estimates slightly higher 
than FINN (Figure A4.4) for 2018. The AMAP model 
predicted BC emissions of 129,000 tonnes and CH4 emissions 
of 1,390,000 tonnes, compared to FINN’s 105,000 tonnes of BC 
and 1,190,000 tonnes of CH4. When compared for 2018 only, 
GFED showed marginally higher BC emissions than GFAS, 
while CH4 emission estimates from GFAS were substantially 
higher than GFED. 

The current satellite-based fire emissions models are not 
consistent in their ranking of which produces the highest 
overall emissions estimates, particularly when considering 
emissions from CH4, CO, and PM2.5 (Figure A4.4). Fire 
emissions calculations are not linear and thus these differences 
are expected. Consistently, FINN is the model with the lowest 
emissions estimates. 

Table A4.1 Black carbon (BC) emissions from reported statistics on burned area in the Arctic Council Member states.

Country/Region Year Official burned 
area (km2)

Fuel Loading  
(kg/km2)

Black carbon 
emission factor  
(g/kg)

Combustion 
completeness (%)

Black carbon 
emissions (g converted 
to tonne)

USA/Alaska 2019 10481a 1080 0.5 47 2.660

Canada 2019 18389b 1080 0.5 47 4.667

Denmark/Greenland 2019 8c 1650 0.04 24 1.27E-04

Norway 2019 0.03d 1080 0.5 47 7.61E-06

Sweden 2018 250e 1080 0.5 47 0.063

Finland 2019 6f 1080 0.5 47 0.002

Russia 2019 100785g 1080 0.5 47 25.579

USA/CONUS 2019 18876h 1610 0.55 61 10.196

Sources for burned area from Alaska Division of Forestry (2020a)a, CIFFC (2020)b , Markuse (2019)c, DSB, personal communication, 2020d, SOU (2019 
– in Swedish)e, Ketola, personal communication, 2020f, and Data ref. 4.2g; fuel loadings and combustion completeness from van Leeuwen et al. (2014) 
for boreal forests, with tundra values used for Greenland and temperate forests for the contiguous United States (CONUS); emission factors for BC taken 
from GFEDv4s with 0.5 g/kg assigned to boreal forest ecosystems, 0.55 g/kg assigned to temperate forests, and 0.04 g/kg assigned to peat for Greenland.

Table A4.2 Slope of trends lines for GFEDv4s, GFASv1.2, and FINN1.5 for 
50°N–60°N and 60°N–70°N for 2005–2018. 

Fire emissions model Slope (50°N–60° N) Slope (60°N–70°N)

GFEDv4s 0.0014 0.0076

GFASv1.2 -0.0019 0.0058

FINNv1.5 0.0022 0.00019
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Figure A4.1 Boxplot summaries of total annual emissions of BC in Tg for 
45°N–80°N from 2005–2018. Emissions from GFED, FINN, GFAS, QFED, 
and FEER, plus an average of the five models, are included. The horizontal 
bar is the median, with the mean indicated as a diamond. The box shows 
the 25th to the 75th percentiles, and the vertical lines show 1.5 times the 
interquartile range. Points outside of the interquartile range are shown as 
dots; the FINN outliers are for years 2008 and 2012.
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Figure A4.2 Boxplot summaries of total annual emissions of BC in Tg for 
45°N–80°N from 2005–2018. Emissions from GFED, FINN, GFAS, plus 
an average of the three fire emission models are included. The horizontal 
bar is the median, with the mean indicated as a diamond. The box shows 
the 25th to the 75th percentiles, and the vertical lines show 1.5 times the 
interquartile range. Points outside of the interquartile range are shown as 
dots; the FINN outliers are for years 2008 and 2012.

Figure A4.3 Modeled historical open biomass burning emissions from van Marle et al. (2017) for the globe (left) and the Arctic Council Member states’ 
area of interest (right). 
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Figure A4.4 Density plot of the 2018 annual emissions (Tg) for CH4, CO, BC, and PM2.5 from six satellite-based global biomass-burning emissions 
models: GFEDv.4s, GFAS v1.2, FEER v1.0–G1.2, FINN v1.5, and the custom AMAP SLCF model produced by chapter co-authors McCarty and Fain 
(Data ref. 4.7) for 45°N–80°N.
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Figure A4.5 Area plots of annual BC emissions in teragrams (Tg) from 
fi ve global fi re emissions models split by latitude ranges, for 2005–2018; 
note each latitude break is a cumulative sum and each panel has a 
diff erent y-axis. 
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5. Advances in measurement techniques and observational capacity

Authors: 5.2: Stefano Decesari, Julia Schmale, Sangeeta Sharma, Lin Huang, Hans Christen Hansson, Marco Zanatta, Andreas 
Massling, David Cappelletti, Outi Meinander, Antti Hyvärinen, Meri Ruppel, Makoto Koike, Yutaka Kondo
5.3: Kathy Law, Henrik Skov, Steve Arnold, Joakim Langner, Jens Liengaard Hjorth
5.4: Lise Lotte Sørensen, Lori Bruhwiler, Brett Thornton 
5.5: Abhay Devasthale, Manu Anna Thomas, Joakim Langner, Makoto Koike, Yutaka Kondo

5.1 Introduction

This chapter introduces advances in techniques for measuring 
SLCFs, as well as discussing the current capabilities for 
measuring SLCF concentrations across the Arctic. The principles 
of established measurement methods are not presented in detail, 
as they can be found elsewhere (e.g., AMAP, 2015a, 2015b). 
Instead, the focus is on new developments and uncertainties.

5.2  Current monitoring capabilities 
for aerosols

Black carbon (BC) is the main aerosol component responsible 
for climate warming. Activities for monitoring BC have become 
more systematic and expanded to cover a greater number of 
geographical regions over time (see Appendix Figure A5.1). 
Other aerosol components that can contribute to warming 
beside BC are iron oxides in mineral dust and light-absorbing 
organic carbon (OC, referred to as “brown carbon”). Aerosol 
compounds, meanwhile, such as sulphate and nitrate salts and 
sea salt, contribute to light scattering, and have a cooling action 
on the atmosphere. Of these, sulphate and nitrate salts and 
sea salt have been monitored over the long-term at a few sites. 
However, observations of dust and organic particles appear to 
still be very limited. Measurements relating concentrations of 
aerosols to specific sources have not been regularly carried out.

Concentrations of aerosols observed at Arctic sites are 
modulated by atmospheric transport, with considerable 
interannual variability resulting from climate and seasonal 
weather anomalies. For this reason, assessing the effects of 
changes in emissions often requires multi-annual records of 
observations, normally spanning one or two decades. Therefore, 
to evaluate the effectiveness of mitigation policies over time, 
long-term monitoring remains essential. As climate warming 
is progressing at increasing rates in the Arctic, observations of 
its feedbacks on the production and transport of atmospheric 
aerosols is becoming another priority objective for monitoring 
in this part of the world.

5.2.1  Techniques used to monitor aerosols 
in the Arctic

A variety of platforms are used for measuring atmospheric 
aerosols. Most long-term data is recorded at surface-based 
observatories that measure particles either using real-time 
techniques or by collecting samples for subsequent analysis. 
Such types of observations yield detailed information on 
chemical and microphysical particle properties. Remote 
sensing, either from the ground or from space, also produces 

longer-term timeseries, mostly of aerosol optical properties. 
Intensive, but short-term, field campaigns contribute more 
detailed knowledge on aerosol processes, since more complex 
and advanced instrumentation can be operated in these 
circumstances. Field campaigns take place regularly at ground-
based observatories, as well as on research vessels and aircraft.

Taking measurements of SLCFs in snow and ice (both in 
precipitation and snowpack) typically involves taking samples 
in the field for subsequent analysis in the laboratory. At some 
ground-based observatories, snow samples are collected 
regularly. Snowpack sampling is also carried out using transects 
across large areas. This approach is mostly limited to one-off 
efforts or a small number of repetitions. Ice-core samples are 
taken from specific drilling locations in the North American 
and European Arctic. In the Eurasian sector of the Arctic, 
no ice caps or glaciers exist that are suitable for ice coring. 
Here lake sediments can be collected instead. However, of all 
particulate SLCFs, only BC can be analysed from lake sediments 
(Ruppel et al., 2021).

5.2.1.1  Measuring atmospheric black carbon 
and co-emitted aerosol compounds

BC aerosols strongly absorb solar radiation, contributing to 
atmospheric heating and snow melt that could potentially 
accelerate Arctic warming (AMAP, 2015a). These particles 
are distinct from other forms of carbon and carbon compounds 
contained in atmospheric aerosol (Bond et al., 2013), having 
a unique combination of properties. These properties are: 
having strong visible light absorption with a mass absorption 
cross-section (MAC) of at least five square-meters per gram 
(m2/g) at 550 nanometers (nm) (Petzold et al., 2013; Bond 
and Bergstrom, 2006); being refractory with a vaporization 
temperature near 4000 Kelvin (K) (Schwarz et al., 2006); 
having aggregate morphology (Medalia and Heckman, 1969); 
and being insoluble in water and common organic solvents 
(Fung, 1990).

BC mass concentrations (MBC) are measured directly using 
incandescent and/or thermal techniques, or indirectly from 
absorption measurements using appropriate MAC values 
as the conversion factor (Petzold et al., 2013). Different 
terms are used depending on the property being measured. 
Refractory black carbon (rBC) refers to incandescent 
measurements, elemental carbon (EC) is used for thermal 
techniques, and equivalent black carbon (eBC) is the term 
for optical or photoacoustic techniques. Globally, there are 
various measurement networks related to air quality (Chow 
et al., 2004; Cavalli et al., 2010; Brown et al., 2017) and 
climate forcing (Collaud Coen et al., 2020) that utilize such 



techniques. Several methods have been used to measure BC 
in the Pan-Arctic. Intercomparison of different techniques 
show agreement within a factor of two uncertainty at Alert 
in Nunavut, Canada (Sharma et al., 2006, 2017), Ny-Ålesund 
on Svalbard, Norway, and Utqiaġvik, in Alaska, USA (Sinha 
et al., 2017). It is hence possible to derive upper and lower 
bounds on BC measurements at these locations. Similar 
studies are needed at other locations in the Arctic. Below 
is a brief description of relevant measurement techniques 
that have been published elsewhere in detail (AMAP, 2015a; 
Petzold et al., 2013; Lack and Langridge, 2013; Sharma et al., 
2017; Sinha et al., 2017; Huang et al., 2021).

The main technique to emerge in the last decade is based on 
single particle soot photometers (SP2). The SP2 measurement 
of BC involves using an online laser-induced incandescent 
(LII) technique to directly measure BC mass (rBC) of 
individual aerosols. The SP2 provides the size distribution of 
rBC for volume-equivalent diameters between 70 and 850 nm 
(Schwarz et al., 2010; Gysel et al., 2011; Moteki and Kondo, 
2010; Kondo et al., 2011a), and total mass concentrations of 
refractory BC (MrBC) can be derived directly (Moteki and 
Kondo, 2010) or by integrating size distributions – assuming 
an effective density with an analytical uncertainty of about 
10% (rest of SP2 community). Considering error propagation 
from all factors (calibration procedures, detection efficiency, 
possible interference of refractory organic carbon, linearity 
range of instrument response and so on) an overall uncertainty 
for ambient BC measurements could be up to 25% (Schwarz 
et al., 2010; Gysel et al., 2011; Laborde et al., 2012). The SP2 
can also provide information on the mixing state of BC (a 
ratio of BC to total particle diameters). This technique has 
been shown to be uninfluenced by the mixing state of BC and 
co-existence of non-BC particles. There is a well-established 
standard for calibrating the SP2 (i.e., the relationship between 
refractory BC mass and LII signal intensity). It involves 
using fullerene soot combined with an aerosol particle mass 
analyzer (APM) or centrifugal particle mass analyzer (CPMA) 
(Moteki and Kondo, 2010; Laborde et al., 2012). Ambient BC 
particles can also be used after removing compounds coating 
BC particles by heating them to 300°C–400°C, although this 
is more time consuming due to the lower BC concentration 
(Kondo et al., 2011a). Aquadag colloidal graphite can also 
be used, provided the difference in the sensitivity between 
it and fullerene soot is taken into account (Laborde et al., 
2012). If a differential mobility analyzer (DMA) is used for 
SP2 calibration instead of APM or CPMA, accurate values for 
the effective densities of standard BC samples (fullerene soot 
or Aquadag) must be determined first (Moteki and Kondo, 
2010; Gysel et al., 2011; Ohata et al., 2021.

The SP2 is considered one of the most reliable instruments 
with which to measure MBC in various atmospheric 
environments, including in the well-aged airmass (Bond 
et al., 2013). However, SP2 underestimates when particles 
sizes smaller than 70 nm dominate the size distribution. In 
the Arctic, SP2 instruments have been used for ground-based, 
shipborne, and airborne measurements (Sharma et al., 2017; 
Zanatta et al., 2018; Schulz et al., 2019; Ohata et al., 2019). 
These measurements were made mainly on a campaign basis 
due to the challenges of maintaining such systems for long-

term observations, and the amount of data they generate. 
That said, longer-term (>1 year) SP2 measurements have 
been made at Alert since 2011 and at Zeppelin since 2019. 
Moreover, SP2 measurements are used to validate various 
long-term BC measurements made in the Arctic utilizing other 
techniques. This involves making side-by-side measurements 
for comparisons over short periods of time (Ohata et al., 2019; 
Ohata et al., 2021).

For long-term monitoring of MBC in the atmosphere, two 
independent techniques are currently used. Both of these 
have individual advantages and inherent limitations. The first 
are the thermal-evolution/thermal-optical methods, which 
directly measure EC. Using the thermal methods is one of the 
most accepted approaches employed by long-term monitoring 
networks for MBC measurements around world (Chow et al., 
2007; Cavalli et al., 2010; Chan et al., 2019). An advantage of the 
thermal methods is that they can also measure OC at the same 
time. Different protocols to quantify EC have been adopted 
by different networks. IMPROVE_A (Chow et al., 2001, 2004, 
2007) is used in several North American monitoring networks; 
EUSAAR-2 (Cavalli et al., 2010) is the standard protocol in 
European networks; and EnCan-total-900 (ECT9) is the thermal 
method applied in the Canadian Aerosol Baseline Measurements 
network (Huang et al., 2006; Chan et al., 2019; Sharma et al., 
2017; Huang et al., 2021). NIOSH-5040 (1999) protocols have 
also been used in long-term observations at Arctic sites (e.g. 
EUA-BCA, 2019b). The measurement principles and the details 
of individual protocols can be found in WMO/GAW (2016), as 
well as in the literature listed above. EC or OC concentrations 
presented in Chapters 4 and 6 were measured using either 
ECT9 or NIOSH-5040 protocols. EC/OC data measured using 
ECT9 and reported to the World Meteorological Organization 
World Data Center for Aerosols (WDCA) were based on the 
data submission guidelines (Data ref. 5.1) and associated with 
corresponding uncertainties (including field blank factors). The 
mean uncertainties (reported to WDCA) of OC and EC at Alert 
are 22% and ~30% (Sharma et al., 2017) on average, respectively.

Thermal methods usually include thermal-evolution and 
thermal-optical protocols. The main difference between the 
two is that the former does not monitor optical properties 
separating EC from OC, whereas the latter does. Total carbon 
mass measurements by thermal protocols are well calibrated 
by direct volumetric injection of sucrose solution with an 
uncertainty of 5%–10% (Chow et al., 1993, 2001; Cavalli et al., 
2010; Huang et al., 2021). The separation of OC from EC using 
thermal-optical methods is not only achieved by temperature 
protocols but also in combination with signal changes in optical 
properties (either reflectance or transmittance). Consequently, 
no suitable EC standards are available for thermal-optical 
methods, resulting in protocol dependent EC/OC values. The 
disadvantage of the thermal-optical methods is the inherent 
uncertainty in the separation between EC and OC, due to 
charring corrections and associated assumptions (WMO/GAW 
2016; Karanasiou et al., 2015; Malm et al., 2020). However, 
in contrast to thermal-optical protocols, the separation of 
EC from OC by thermal-evolution protocols only depends 
on refractory carbon, similar to SP2. No optical signals are 
used in thermal-evolution methods, and standards are used 
for EC and OC separation (Huang et al., 2006, 2021). Results 

60 AMAP Assessment 2021: Impacts of Short-lived Climate Forcers on Arctic Climate, Air Quality, and Human Health



Chapter 5 · Advances in measurement techniques and observational capacity

from replicating OC/EC ratios using different EC and OC 
standards for measuring are within the range of 2%–5%, and the 
effectiveness of separating EC from OC is well demonstrated 
(Huang et al., 2021).

A literature review conducted to compare various thermal and 
thermal-optical analysis techniques (Karanasiou et al., 2015) 
revealed that EC measurements differ, on average, by a factor 
of two or less, due to differences in protocols, instruments, and 
laser signals, as well as corrections of charring that depend on 
the chemical properties of organic matter. Recently Chan et al. 
(2019) showed that OC and EC measurements differed on 
average by 15% and 75% (and up to 83%), respectively, over 
a period of ten years among three North America national 
networks co-located at a single site. These intercomparison 
differences were consistent despite the use of different 
sampling systems, frequencies, size cut-offs, analytical 
protocols (IMPROVE_thermal-optical versus ECT9_thermal-
evolution, for example) different instruments (such those from 
the Desert Research Institute [DRI] versus those from Sunset 
Laboratory) and different charring corrections. To identify 
emissions changes over time and to assess the effectiveness 
of mitigation policies by studying long-term trends, it is 
important to ensure that atmospheric measurements are 
consistent and traceable over long periods of time. Absolute 
values are also important to reveal spatial variations in MBC 
measured by different techniques over the Arctic, because this 
information is used to validate numerical model calculations 
to evaluate the impacts of BC in the region. Maximizing the 
scientific value of historical data and harmonizing the EC data 
generated by different networks, laboratories and techniques 
for accurately evaluating models and constraining emissions, 
calls for mechanisms for assessing the comparability of EC 
measurements in the Arctic (as also recommended in WMO/
GAW [2016]). For example, long-term intercomparison 
of filter samples at various co-located sites is needed, and 
regular reference intercomparisons should be made between 
networks, laboratories and techniques over decadal timescales. 
Given that SP2 is one of the most reliable techniques for 
measuring MBC, regular site-specific intercomparisons of 
SP2 measurements with thermal-evolution/thermal-optical 
methods are recommended for monitoring BC in the Arctic. 
This is particularly important because errors resulting from 
the EC/OC separation by thermal-optical methods are 
related to the chemical properties of the samples. Different 
techniques can be also cross-evaluated for individual Arctic 
sites and protocols.

The use of filter-based optical methods is another approach 
taken for long-term monitoring of MBC in the atmosphere, 
providing outputs in equivalent black carbon (eBC). Multi-
decadal results discussed in the trends section of Chapter 6 
(Section 6.1.4) were derived mostly from eBC measurements 
in the Arctic. At many locations, the particle soot absorption 
photometer (PSAP; Radiance Research, USA), continuous 
light absorption photometer (CLAP; National Oceanic and 
Atmospheric Administration [NOAA]/Earth System Research 
Laboratory [ESRL]), Aethalometer (Magee Scientific, USA) or 
multi-angle absorption photometer (MAAP; ESM Andersen 
Instruments, Germany) (Petzold and Schönlinner, 2004) have 
been used. However, the accuracies of the MBC values derived 

from these measurements have not been critically evaluated 
in the Arctic. Possible differences in the MBC arising from the 
various techniques would not largely affect the long-term trends 
in these measurements, as long as they were recorded by a single 
instrument type (and assuming that MAC for each individual 
instrument is stable – the stability of MAC needs to be confirmed 
accordingly, such as in work carried out by Sinha et al. [2017]). 
There are two major uncertainties in the filter-based absorption 
techniques that are caused by non-BC aerosol compounds. 
First, absorption coefficients babs (Mm–1) must be derived from 
measured attenuation (absorption and scattering) of light. This 
is achieved by subtracting scattering of aerosol in the filter 
medium (largely determined by non-BC compounds) based on 
the empirical relationship using independent measurements of 
aerosol-scattering coefficients (bscat), which can be derived using, 
for example, a nephelometer. For the MAAP, by measuring 
reflectance at two angles, as well as transmittance with which 
radiative transfer is calculated across the filter, insensitivity to the 
co-existing light-scattering particles (LSPs) has been evaluated 
(Petzold and Schönlinner, 2004). Second, MBC in micrograms per 
cubic meter (μg/m3) is derived as MBC = babs /MAC, where MAC 
is measured in m2/g. The MAC value is apparently affected partly 
by errors in babs for given MBC values and partly by coating the 
BC particles by LSPs, which produce a lensing effect (although 
the degree of the latter effect is not fully quantified for filter-
based instruments). Previous studies have recommended a wide 
range of MAC values (10–29 m2/g) for individual locations 
and seasons (Eleftheriadis et al., 2009; Hirdman et al., 2010b; 
Sharma et al., 2006, Zanatta et al., 2016). There has been a 
concerted effort to develop correction schemes to account for 
the above-mentioned effects in the Aethalometer absorption 
conversion from measured mass values (Backman et al., 
2017): the suggested corrected scheme gives an approximate 
factor 4 reduction in absorption at all Arctic locations. The 
Continuous Soot Monitoring System (COSMOS) instrument 
was designed to overcome the difficulties of the previous filter-
based optical technique (Kondo et al., 2011a). It uses a heated 
inlet (300°C–400°C) to evaporate major fractions of LSPs in 
the incoming air sample. As a result, one does not need to 
subtract a scattering contribution of LSPs and can use a constant 
MAC value of about 8.7 m2/g, which depends only on the size 
distribution of bare BC particles. In fact, an agreement within 
10% was found between COSMOS and SP2 measurements at 
Ny-Ålesund and in Asia (Ohata et al., 2019), indicating that 
COSMOS is comparable to the SP2. In general, MBC measured 
by COSMOS (MBC [COSMOS]) was highly correlated with babs 
for PSAP or CLAP (babs [PSAP] or babs [CLAP]) at Utqiaġvik, 
Ny-Ålesund, (Sinha et al., 2017) and Alert and babs (MAAP) at 
Pallas, in Finland (Ohata et al., 2021). Consequently, it is possible 
to construct harmonized eBC multidecadal datasets obtained 
by PSAP/CLAP, MAAP, and Aethalometer by scaling their 
values to agree with MBC (COSMOS) simultaneously obtained 
in the Arctic. This approach is reasonable because babs values 
obtained by individual instruments are not fully calibrated 
for the PSAP, Aethalometer, and MAAP instruments (WMO/
GAW, 2016), whereas MBC (COSMOS) for each COSMOS is 
calibrated using atmospheric BC particles (Kondo et al., 2011a). 
As cautioned for EC measurement, it is critical to keep the 
consistency and traceability, as well as the absolute accuracy of 
the measurements. It is therefore recommended to make long-
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term intercomparisons of various filter-based optical methods 
with COSMOS, and to perform regular intercomparisons with 
SP2 measurements in the Arctic. Comparisons between thermal 
and optical methods are also critical to establish harmonized 
measurement networks in the Arctic.

The methodologies discussed above for measuring different 
states of BC have evolved over the decades. Filter-based 
absorption photometers other than COSMOS — namely, PSAP, 
the Aethalometer, and MAAP — are still comparable to direct 
mass measurement techniques (SP2 and COSMOS) within a 
factor of about two (Sharma et al., 2017; Ohata et al., 2021); this 
means it is possible to refer to these measurements as upper and 
lower bounds in BC measurements. Limiting uncertainty in BC 
by using upper and lower bounds is very useful to minimize 
the propagating of uncertainties in model outputs.

5.2.1.1.1 Inorganic chemical speciation

Chemical characterization provides key information about the 
contributions of aerosols from different sources, and is therefore 
important in SLCF monitoring programs. The methodologies 
developed for determining the refractory components of 
aerosols, such as BC and dust, are complemented by a large 
suite of analytical techniques that provide offline filter extraction 
and chromatographic analysis for chemical speciation. The main 
targets of chromatographic methods are water-soluble ionic 
inorganic and organic compounds, and a range of solvent-
extractable organic compounds. At Arctic locations, integrated 
aerosol samples are normally collected at up to weekly frequency 
using high-volume flow systems for offline analysis of sulfate, 
nitrate, MSA (methane-sulfonic acid) and other compounds. 
Teflon or mixed-cellulose ester filters represent the most common 
substrates. The details of these techniques pertinent to the 
measurement locations used in Chapter 6 can be found elsewhere 
(Sharma et al., 2012; Quinn et al., 1998; Maenhaut et al., 1997, 
Heidam et al., 2004; Massling et al., 2015). Several studies report 
filter extraction with 10 milliliters (ml) of ultrapure water and 
analysis with Dionex 4500i Ion Chromatography (Li and Barrie, 
1993; Quinn et al., 2002; Maenhaut et al., 1994; Becagli et al., 2011; 
Heidam et al., 2004) and a specific chromatographic column 
– to meet the particular laboratory technique requirements. 
Very stringent standardization techniques are employed (Li and 
Barrie, 1993; Sharma et al., 2012; Quinn et al., 1998; Maenhaut et 
al., 1997, Heidam et al., 2004; Massling et al., 2015). The analytical 
uncertainty of inorganic ions for data used in Chapter 6 is up 
to +/- 20%.

Recently, online methods have been developed using mass 
spectrometric (MS) techniques, as described in detail in 
Section 5.2.2.2. These include Aerodyne C-Aerosol Mass 
Spectrometer (C-AMS) and Aerodyne Aerosol Chemical 
Speciation Monitor (ACSM) and are suitable for chemical 
speciation of particles of less than one micrometer (µm) 
size. Such methods provide higher-time-resolution 
chemical speciation than the off-line techniques but particle 
concentrations may be reduced due to oven collection and 
inlet transmission efficiencies less than unity (Liu et al., 2007; 
Matthew et al., 2008). A scaling factor needs to be applied to 
the Aerosol Mass Spectrometer (AMS) or ACSM measurements 
obtained by comparing the results to those arrived at using 
speciation with filter measurements (Leaitch et al., 2009, 2011). 

The overall uncertainty on the basis of filter comparison OM 
could be within +/- 25%. (Leaitch et al., 2009, 2011).

5.2.1.1.2 Organic chemical speciation

Compared to the inorganic ionic composition, the organic 
fraction of the aerosol exhibits a huge molecular complexity; 
as a result, a large diversity of analytical methods have been 
developed for speciation. Such methodologies have been 
applied to organic aerosol (OA) characterization mostly during 
intensive field campaigns or short-term observation periods. 
However, the development of techniques suitable for longer-
term monitoring, which are currently limited to a few target 
species (such as MSA), is expected to expand in the future. The 
individual organic compounds typically represent a very small 
amount of total OC, and they are mainly used as tracers for 
specific sources (or source types). Organic tracers must exhibit 
good stability during transport of the aerosol in the atmosphere; 
the atmospheric lifetimes of the most important ones have been 
extensively characterized, to demonstrate, for example their 
reactivity with atmospheric oxidants (Hoffmann et al., 2010). 
The most common organic tracers include markers for biomass 
burning (levoglucosan and its isomers, phenolic compounds, 
and resin acids), anthropogenic fossil-fuel combustion (hopanes, 
n-alkanes and fatty acids with a low “carbon preference index”) 
and biogenic sources (sugars, sugar-alcohols, amino acids, 
fatty acids with a high carbon preference index, and photo-
oxidation products of volatile terpenes), as well as for natural and 
anthropogenic combustion polycyclic aromatic hydrocarbons 
(PAHs) and other industrial emissions (phthalates, persistent 
organic pollutants [POPs] and so on) (Fu et al., 2009, 2013, 
2015, 2016; von Schneidemesser et al., 2009; Scalabrin et al., 
2012; Zangrando et al., 2013; Karl et al., 2019). Among the most 
versatile and well-established analytical methods are techniques 
involving gas chromatography coupled to mass spectrometry 
(GC/MS) determination with chemical derivatization for the 
polar compounds (Fu et al., 2009, 2015). Recent developments 
of high performance liquid chromatography (HPLC) techniques, 
such as HPLC/high-resolution mass spectrometry (HRMS)-
time of flight and HPLC/(−)-electrospray ionization (ESI)-
MS/MS, have enabled the reduction of preanalytical steps and 
increased the sensitivity for low concentrations (Zangrando et al., 
2013; Yttri et al., 2014). Trace-level concentrations represent a 
constant analytical challenge for organic speciation in remote 
environments. Even the most abundant components, such as 
levoglucosan, occur at concentrations ranging between three 
picograms (pg)/m3 and 1 ng/m3 (Fu et al., 2009; Zangrando et al., 
2013). Nevertheless, by providing sufficiently long sampling 
times in a high-volume system, limits of detection in the range 
of 0.3–1 pg/m3 can be achieved. All analytical protocols employ 
isotopically labelled internal standards for estimating the 
recovery of extraction and clean-up. There is still, however, a lack 
of suitable standards for emerging organic tracers, such as the 
photochemical products of isoprene and other biogenic terpene 
compounds (Fu et al., 2013). Clean-room facilities (class-1000 
standard) are recommended, as well as stringent standard 
operation protocols covering the entire life-time of the samples. 
All the above methodologies rely on the in-field deployment of 
high-volume sampling systems, which are susceptible to failure 
and collection problems (for example, wind and snowpacking 
of sampling inlets) in harsh environmental conditions.
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Mineral dust is another very important fraction of atmospheric 
aerosols in the Arctic. During so-called “dust events”, when soil 
erosion by strong winds leads to the formation of thick surface 
aerosol layers, dust can reduce visibility to 200 m (Dagsson-
Waldhauserova et al., 2013, 2014). Below is a brief summary 
of the vast range of physical and chemical methods used to 
measure dust in the background Arctic atmosphere. There 
is great heterogeneity in the methods, and the term “dust” is 
loosely defined.

Mineral dust can be measured using offline or online methods. 
Offline sampling includes passive and active methods. Active 
sampling is preferable, as it accurately determines atmospheric 
concentrations. The gravimetric determination of total 
suspended particles (TSP) and coarse particulate matter (PM10) 
samples is used to estimate mineral dust aerosol concentrations 
near dust sources. In addition, Feret diameter and shape factors 
of mineral dust have been characterized at ground and in the 
free atmosphere by tethered-balloon experiments (Moroni et al., 
2016). Composition measurements are helpful for identifying 
sources of sampled dust, as well as possible processes during 
transport. In background areas, offline chemical analysis is 
undertaken on the filters. In particular, water-soluble ions 
(dust is typically water-insoluble, with an exception of Ca2+ 
and Mg2+ [e.g. Galindo et al., 2013]) are measured with ion 
chromatography (IC). The elemental composition of crustal 
species may be measured with, for example, inductively coupled 
plasma mass spectrometry (ICP-MS), particle-induced x-ray 
emission (PIXE) or instrumental neutron activation analysis 
(INAA) (e.g. Calastrini et al., 2012; Fialho et al., 2014; Telloli 
et al., 2018). Mineralogical information can be obtained 
with, for example, x-ray diffraction (XRD) or SP2 methods 
(Yoshida et al., 2016). Electron microscopy is the best choice for 
detailed topographical visualization of mineral dust structures 
at micro and nano scales. Typical methods include secondary 
electron imaging, scanning electron microscopy (SEM) and 
transmission electron microscopy (TEM) (Kandler et al., 2007). 
In addition, SEM-energy dispersive spectroscopy (EDS) can 
be used to deduce the elemental composition of mineral dust 
(Moroni et al., 2018; Bachelder et al., 2020) and single aerosol 
particles from biomass burning (Moroni et al., 2020).

Online measurements of atmospheric dust are desirable, as 
they can produce accurate, high time-resolution data, available 
in real time. Measuring dust chemical composition online is 
extremely challenging. Recently, the SP2 instrument was used 
to detect light-absorbing dust particles, such as iron oxides, 
by applying the laser-induced incandescence (LII) technique 
(Moteki et al., 2017; Yoshida et al., 2016, 2020). Aerosol physical 
properties are not as specific as chemical composition in 
discerning mineral particles from other aerosol populations. 
However, coarse-skewed size distributions are often indicative 
of dust particles, especially when measured in elevated layers 
of the atmosphere. Relevant physical properties include PM 
concentrations measured with, for example, beta-attenuation 
monitors, and aerosol size-distribution measurements made 
utilizing scanning mobility particle sizer (SMPS), differential 
mobility particle sizer (DMPS) or aerodynamic particle 
sizer (APS) systems, or optical particle counters (OPCs). 
Optical parameters of the aerosol are less characteristic of 
dust, because of the variability in dust composition and the 

interference of organic light-absorbing compounds (brown 
carbon). Nevertheless, some approaches to discriminate dust 
aerosols on the basis of combinations of optical parameters 
(scattering and absorption coefficients) have been proposed 
(Cazorla et al., 2013). Aerosol scattering coefficients can be 
measured online with integrating or polar nephelometers. For 
absorption coefficients, the same instruments are typically 
utilized as those used to measure BC.

5.2.1.1.3 Particle physical properties – in situ monitoring

Optical particle counters and APS are used to measure the size 
distribution of atmospheric dust aerosols at micrometer scale 
(e.g. Denjean et al., 2016; Schladitz et al., 2009). Both types of 
instruments have their caveats. OPC results are affected by the 
refractive index and the shape (asymmetry parameter) of the 
measured particles. In contrast, the aerodynamic diameters 
determined by the APS are dependent on the density of the 
particles. Therefore, care has to be taken when comparing the 
results from these two methods. In the submicron size range, 
coupling electrostatic classifiers and DMAs to condensation 
particle counters (CPC) to form SMPS and DMPS automatic 
systems, is the standard method for measuring aerosol 
size distribution.

The most relevant aerosol optical parameters are the scattering 
coefficient, the absorption coefficient, the sum of these 
(the extinction coefficient), and Ångstrom exponent (ÅE, 
which relates to the wavelength dependence of the above 
coefficients). From these measurements, refractive indexes 
and asymmetry parameters can be deduced (e.g. Kandler et al., 
2007). Scattering coefficients can be measured with integrating 
or polar nephelometers. The integrating nephelometer 
measures the total scattered light (ideally from 0° to 180°, but 
technically less) at one or several wavelengths, while the polar 
nephelometer determines light scattering as a function of the 
scattering angle. Absorption coefficients can be measured 
using filter-based absorption photometers, such as the PSAP 
and the Aethalometer. Both absorption coefficients and 
scattering coefficients can be measured using photoacoustic 
instruments, such as Droplet Measurement Technologies’ 
Photoacoustic Extinctiometer. Determining scattering and 
absorption coefficients is necessary when estimating the 
effect of single scattering albedo (SSA) on the direct radiative 
effect of aerosols. Measurements are typically taken in dry 
conditions (<40% relative humidity [RH]); therefore calculating 
aerosol optical properties (especially scattering) at ambient RH 
levels requires information about particle hygroscopicity. It is 
important to know either the hygroscopic growth factor of 
the observed particles (measured by a hygroscopicity tandem 
differential mobility analyzer [HTDMA]) or the enhancement 
factor (measured using dry and wet nephelometers set up 
simultaneously). These data are needed to correct for the change 
in optical properties that occurs when particles take up water; 
however such data are very scarce in the Arctic.

5.2.1.1.4 Particle physical properties – remote sensing

The measurement methodologies listed above are suited to in 
situ observations. They represent the benchmark for monitoring 
surface concentrations of BC, co-emitted aerosol compounds 
and mineral dust at the main Arctic observatories. However, 
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remote sensing is another important tool used to detect 
atmospheric aerosol loads, and provides additional information 
on the three-dimensional structure of the atmosphere. Remote 
sensing can take place from ground-based locations, aircraft or 
satellite. From the ground, the standard method of observing 
particles is by using the sun-photometer or the radiometer. 
These provide the columnar aerosol optical depth (AOD) as 
the basic parameter (e.g. Oduber et al., 2019). The wavelength 
dependence of AOD (Ångström exponent) gives additional 
information on aerosol size, and enables spectral de-convolution 
algorithm (SDA) retrievals. These yield separate AOD estimates 
for the fine- and coarse-mode particles, at 500 nm wavelength. 
During the polar winter, AOD retrieval is still possible by 
means of lunar and star photometry (Barreto et al., 2019; 
Baibakov et al., 2015). While photometers provide information 
on the integrated atmospheric column, lidar technology can 
be used to ascertain the vertical distribution of aerosols. An 
example is the PollyXT Raman Lidar (e.g. Baars et al., 2016). 
The PollyXT yields vertically resolved data from 90 m to 10 km 
altitude, including, for example, the backscatter coefficient, 
extinction coefficient, lidar (extinction-to-backscatter) ratio 
and the ÅE. Atmospheric aerosol load may also be observed 
remotely from the radiometer measurements of environmental 
satellites, such as Terra and Aqua Moderate Resolution Imaging 
Spectroradiometer (MODIS), Geostationary Operational 
Environmental Satellite Network (GOES) -13 and -15, and 
Suomi National Polar-orbiting Partnership. Glantz et al. 
(2014) showed that AOD values retrieved between March and 
September over the Svalbard area using MODIS data precisely 
mapped the in situ observations made by sun photometers. 
Satellite retrievals can provide excellent aerial coverage for 
measuring atmospheric aerosols. They are also ideal for 
identifying long-term changes in the regional distribution of 
atmospheric aerosol, and can track the transport of aerosol 
layers from strong emission sources, such as wildfires, dust 
areas, and volcanoes. Estimating the integral emissions from 
certain territories and administrative units over time is more 
challenging, especially when AOD levels are small. The most 
common aerosol parameters detected by satellites encompass 
AOD, its fine- and coarse-mode fractions, the absorption optical 
depth, and aerosol layer thickness and height. Discerning 
distinct aerosol classes – such as dust, pollution aerosol, or 
sea salt – is possible by applying an aerosol model with class-
specific phase functions. However, satellite passive sensors still 
have trouble distinguishing between dust and light-colored 
backgrounds (such as snow, ice, and clouds), and development 
work is needed to make the separation algorithms more 
accurate. Space-based active sensors, however, based on lidar 
technologies, can provide the vertical distributions of aerosol 
over the globe with little disturbance from surface effects. 
Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) 
measures the vertical profiles of attenuated backscatter intensity 
at two wavelengths and polarizations, allowing the classification 
of clouds and aerosols (with several subtypes) between 0–40 km 
altitude with 30 m vertical resolution (Winker et al., 2009). 
Extinction and aerosol optical thickness are calculated from 
backscattering using the extinction-to-backscatter ratio (lidar 
ratio), which is function of the aerosol type (Winker et al., 2009). 
In the recently updated source-attribution algorithm (version 4; 
Kim et al., 2018), all aerosol subtypes are identified on a global 

scale regardless of the surface type. In the Arctic region, this 
facilitates identification of the following tropospheric aerosol 
subtypes: dust, smoke, clean continental, polluted continental, 
polluted dust, clean marine and dusty marine (Kim et al., 
2018; Omar et al., 2018). The update also makes it possible 
to investigate the vertical variability and source regions of the 
different aerosol types during the Arctic winter (Di Biagio et al., 
2018). However, the background aerosol concentration within 
the Arctic atmosphere is generally below the detection limit 
of CALIOP. As an example, 80%–95% of night-time spring 
observations in the Canadian and Alaskan Arctic are below 
the CALIOP detection limit (Di Pierro et al., 2013). There is 
much greater sensitivity when taking night-time measurements 
in the troposphere (Winker et al., 2009) because the scattering 
of solar radiation causes less-accurate measurements during 
the day-time (Di Pierro et al., 2013) This day-night sensitivity 
difference has the potential to introduce substantial bias in 
the quantification of the seasonal aerosol cycle over the Arctic 
(Di Pierro et al., 2013), and can lead to marked differences 
in estimates of seasonal aerosol cycle when compared to 
ground-based lidar (Shibata et al., 2018). In general, validation 
studies indicate that CALIOP products agree relatively well 
with independent Arctic measurements, such as airborne- and 
ground-based lidar and in-situ observations (Rogers et al., 
2011; Di Pierro et al., 2013). However, for detecting high-
concentration aerosol events, applying CALIOP extinction is 
better when compared to ground-based lidar (Shibata et al., 
2018). In general, substantial differences can be observed 
between different seasons and altitudes (Shibata et al., 2018). 
Finally, CALIOP retrievals of vertical aerosol distributions are 
currently possible only up to 82°N of latitude (Di Pierro et al., 
2013) and are therefore unsuitable for probing the atmosphere 
over the central Arctic ocean.

5.2.1.2  Aerosol compounds in the cryosphere – 
surface-snow, ice and precipitation

BC, dust and other impurities in snow can affect melting by 
altering the albedo, and snow and ice metamorphism. Recent 
literature provides important research findings about such 
processes, and about possible assessment methods (Meinander 
et al., 2014; Peltoniemi et al., 2015; Dragosics et al., 2016; 
Möller et al., 2016; Skiles and Painter 2016; Svensson et al., 
2018; Boy et al., 2019; Manninen et al., 2021). The following 
section is focused on ways of determining the impurities – 
particularly BC – in the snowpack, because this remains the 
most important task for monitoring the anthropogenic impact 
on snow albedo in the Arctic.

5.2.1.2.1 Black carbon and dust in snow

Because BC in snowpack lowers the albedo and potentially 
accelerates the ice-albedo feedback, accurate measurements are 
crucial for understanding and evaluating the resulting impacts, 
and for improving transport models.

There are no analytical protocols for detecting atmospheric 
carbon deposited in snow, and no standardized methods for 
sampling and filtering it. The snowpack chemistry monitoring 
protocol for the Rocky Mountain Network is available in 
Ingersoll (2009); the protocol for BC in snow for seasonal 
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Svalbard snowpacks on glaciers can be found in Norwegian 
Polar Institute (2018); and the sampling, filtering and analysis 
protocols used to detect BC, OC and total carbon in seasonal 
surface snow in urban backgrounds and Arctic Finland are 
presented in Meinander et al. (2020a).

A review of the existing methodologies for determining 
concentration of BC in snow samples can be found in AMAP 
(2015a). A brief summary with references to recent studies in 
the Arctic area is provided below.

The size distributions of BC in snow and rainwater can be 
measured accurately using SP2 based on a laser-induced 
incandescence technique, combined with a nebulizer 
(Jacobi et al., 2019; Kaspari et al., 2011; Lim et al., 2014; 
Macdonald et al., 2017; McConnell et al., 2007; Mori et al., 
2016, 2019; Sinha et al., 2018; Wendl et al., 2014). Mass 
concentrations of BC in snow and rain (CMBC) are obtained 
by integrating the BC size distributions. Melted snow or rain 
samples are injected into a concentric pneumatic nebulizer 
to generate airborne BC particles, which are introduced into 
an SP2 for detecting the BC. The detectable mass equivalent 
diameter of BC is typically 70–600 nm (Lim et al., 2014). 
The upper limit of detectable BC size has been expanded to 
about 4170 nm, with the overall accuracy of the measured 
BC concentrations in water estimated to be about 16% (Mori 
et al., 2016). BC size distributions in snow samples obtained 
in the Arctic have been shown to be stable for 10–42 months 
after being melted and stored in glass bottles at about 4°C. 
This indicates that BC losses due to adhesion on the inner 
walls of the glass bottles are small. This method has been 
applied to measurements of BC in snowpack across the Arctic 
(Mori et al., 2019) and in hydrometeors (snow and rain) at 
Ny-Ålesund (Sinha et al., 2018) and Utqiaġvik (Mori et al., 
2020), as described in Chapter 6.

CMBC has also been measured by the thermal-optical 
transmittance (TOT) method (EC-OC technique) (Aamaas et al., 
2011; Forsström et al., 2009, 2013). Lim et al. (2014) reported 
both overestimations and underestimations of CMBC measured 
by the TOT method, depending on the sample origin.

CMBC in snowpack in Arctic regions has also been measured by the 
integrating sphere/integrating sandwich spectrometer (ISSW) 
method (AMAP, 2015a; Doherty et al., 2010). In this method, 
CMBC is estimated from spectrally resolved measurements of 
the absorption coefficient of solid particles collected on a filter, 
assuming a unitary absorption ÅE for BC and associating most 
long-wavelength (650–700 nm) absorption to BC. However, 
this technique has large uncertainties (up to a factor of two) 
attributed mainly to interference from co-existing non-BC solid 
particles, such as mineral dust, and filter undercatch (Doherty 
et al., 2010, 2016; Schwarz et al., 2012).

A systematic way to harmonize the techniques for sampling 
and determining BC in snow is still lacking, and efforts to 
remedy this are highly recommended (Svensson et al., 2019) 
since the variability between methods can be as high as a factor 
of two with the lower bound from SP2. Moreover, BC and 
mineral dust may mutually interfere in some measurement 
techniques, which poses a question on the ability to disentangle 
their individual effects and relative abundances. The European 
Cooperation in Science and Technology (COST) framework 

action Harmosnow makes an effort to harmonize measurement 
and modeling approaches.

Mineral dust in snow, on the ice surface and in cryoconite 
samples can be detected with various chemical and physical 
methods that are also used for measuring dust in atmosphere 
(see Section 5.2.1.1), as well as using remote-sensing techniques 
(e.g., Boy et al., 2019, IPCC 2019). Collected samples can be 
analyzed for their dust contents and particle properties, either 
as water samples (for example, using IC and SP2); melted and 
evaporated particle samples (using electron microscopy); 
melted and filtered samples (using gravimetry and optical 
methods); and as snow (via cold-room techniques).

5.2.1.2.2 Aerosol compounds in ice cores

Besides determining the effects of deposited anthropogenic 
compounds on snow albedo, the other research field of 
paramount importance in cryospheric sciences for assessing 
climate impacts is the reconstruction of past atmospheres using 
ice-core records. Over the years, many research groups have 
undertaken ice-core drilling and analysis of BC mass (rBC and 
EC), metals, and inorganic/organic ion species (e.g., McConnell 
et al., 2002, 2017; Zdanowicz et al., 2018; Ruppel et al., 2014) at 
the locations outlined in Chapter 6, Section 6.1.4.2, including 
Greenland, Devon Island and Svalbard. Typically, ice cores 
are processed in class-100 clean cold rooms, with the inner, 
uncontaminated portion of core segments melted and sampled. 
These samples are then analyzed using techniques, such as SP2 
for rBC mass, IC for inorganic and organic ion speciation, and 
ICP-MS for metals and other trace elements. Several groups 
now use so-called continuous flow analysis (CFA) systems 
in which an ice-core melter is directly coupled, by meltwater 
flow lines, to analytical instruments such as SP2, IC or ICP-MS 
(e.g., McConnell et al., 2002, 2017). Appropriate calibrations 
are applied for each method, with internal standardization 
techniques used to determine losses. CFA systems offer the 
advantage of very high-depth (time) resolution measurements, 
while minimizing contamination risks, and are most suitable 
for polar region ice-cores. For continuous measurements of 
BC in ice cores, uncertainties are estimated to be +/-10% 
based on replicate measurements in parallel samples from the 
same or nearby cores (McConnell, 2010). For discrete snow- 
and ice-sample measurements, uncertainties may be much 
higher because BC measurement recoveries depend on sample 
handling and measurement protocols that differ between 
studies (Wendl et al., 2014).

The analysis of ice-core samples must be performed in 
laboratories well equipped with clean-room facilities. The 
amount of BC can be determined using TOT techniques and, 
more recently, using SP2 methods. Inorganic and organic 
tracers are analyzed in parallel with BC to detect past changes in 
anthropogenic emissions, biological activity and other natural 
events, such as volcanic eruptions. Organic markers in ice-core 
records are often used to reconstruct past changes in biological 
activity and emissions from fires. Optimal tracers must be 
refractory to post-depositional processes. The analysis of snow 
and snow-pit samples provides a way to test new proxies for 
their characteristics of stability (Toom-Sauntry and Barrie, 
2002). For example, the analyses of snow-pit samples from 
Summit performed by Kehrwald et al. (2012) showed that 

65



levoglucosan, a universal marker for biomass burning, appeared 
to have survived the early stages of ice metamorphism. A 
comprehensive review of the analytical challenges involved 
in determining organic tracers in ice cores is presented by 
Giorio et al. (2018). Drilling fluids are potentially very serious 
sources of contamination in the field, so great care must be taken 
when carving sub-samples for analyzing offline. Precautions 
must be followed in the laboratory, too, as traditional clean 
rooms designed for metal analysis contain a lot of plastics. 
Nevertheless, by following stringent preparation and analytical 
protocols, GC/MS and HPLC/ESI-MS/MS techniques enable 
researchers to now achieve detection limits in the range 
of 0.1 grams per liter (g/L) down to three nanograms per 
liter (ng/L) for the most common organic tracers, such as 
levoglucosan, phenolic compounds and fatty acids.

The depth-age scale in ice cores is typically developed using 
methods such as ice-flow modelling combined with analysis 
of time-varying isotopic or glaciochemical signals (e.g., water 
isotopes, major ions), often constrained by fixed-time markers 
such as signatures of surface nuclear explosions or past volcanic 
eruptions (Schwander, 2007). Optimal, annual to sub-annual 
resolution can only be attained in cores drilled from the dry 
firn zone in the interior regions of the large ice sheets or high-
altitude ice caps. In smaller circumpolar ice caps (such as in 
the Canadian and Russian Arctic, and Svalbard, Norway) or in 
alpine glacier and ice caps (as in the Alps or central Asia), the 
time resolution is typically poorer (sub-decadal or lower) and 
limited by the effects of surface melt and percolation.

5.2.1.3 Black carbon in lake sediments

In addition to ice cores, lake sediments play an irreplaceable 
role in determining historical BC deposition trends, and are 
abundantly available throughout the terrestrial Arctic. However, 
BC constitutes a minor component and must be separated from 
inorganic minerals and thermally unaltered OC (such as plant 
or animal material, and humic substances) that comprise the 
bulk of the sediment (Rose and Ruppel 2015). For this, different 
chemical and/or thermal pre-treatments are required, and 
these may determine which fraction of total BC is quantified. 
A widely used method developed for use with sediment and 
atmospheric samples (e.g. Gustafsson et al., 2001, 2009) is the 
chemothermal oxidation method (CTO-375), which uses acid 
to eliminate mineral matter and heat to remove organic material 
before quantifying the remaining carbon as soot-BC. CTO-375 
effectively quantifies the most condensed, high-refractory 
soot-BC that forms from the combustion of biofuels and fossil 
fuels at high temperatures, excluding less-condensed forms 
of char-BC (Elmquist et al., 2006). The soot-BC detected by 
CTO-375 is similar to the rBC to which SP2 measurements 
are most sensitive (Chellman et al., 2018). In a valuable and 
promising recent advance in sediment BC analyses Chellman 
et al. (2018) modified the SP2 instrument to detect rBC from 
sediment samples. When comparing BC records determined 
from lake sediments using different methodologies, or to ice-
core or atmospheric measurements, it is critical to consider 
the potentially different fractions of total BC quantified. It 
is also important to keep in mind that, while lake sediments 
are invaluable for recording BC deposition trends, they are – 
unlike ice cores – unable to detect exact amounts of BC directly 

deposited from the atmosphere. This is due to potential material 
influx from the catchment area (Ruppel et al., 2015, 2021).

5.2.2  Advanced techniques for characterizing 
aerosols and source apportionment

In addition to the methodologies developed for monitoring 
aerosol concentrations, a vast suite of observation techniques 
have been developed for characterizing, in detail, the 
aerosol fraction, particularly for particulate matter source 
apportionment and identifying source areas. Many such 
techniques have been employed, mostly during intensive 
field campaigns, to study specific formation and transport 
processes. Some of these are candidates for becoming new 
advanced monitoring techniques. We discuss below two main 
types of analytical methods that are emerging as new tools for 
diagnosing and characterizing particle sources.

5.2.2.1 Isotopic measurements

The best-established techniques for attributing sources of BC 
involve analyzing carbon isotopes (13C/12C and 14C/12C) in EC 
samples; these have emerged as a new frontier of BC monitoring 
in the Arctic (e.g., Barrett et al., 2015; Winiger et al., 2016, 2017, 
2019; Rodríguez et al., 2020). The 13C/12C isotopic fingerprint 
can indicate different sources of fossil-fuel combustion (gas, 
liquid fuels, and coal), while the 14C/12C measurements can 
identify the BC fraction generated by biomass burning (see 
Figure 5.1).

It is known that 14C is constantly formed by the interaction of 
neutrons with nitrogen in the Earth’s atmosphere. Plants and 
vegetation take 14C from CO2 in the air via photosynthesis. 
The biosphere on the Earth’s surface has a relatively high and 
characteristic 14C/12C ratio (described as “modern” carbon). 
When the plants die, they stop taking 14C and radioactive 
decay of 14C ensues (with a half-life of 5700±30 years). The 
dead plants in ancient biospheres were subsequently buried 
into the deep Earth and subjected to geological processes 
over millions of years (thousands of the half-life of 14C). They 
formed into fossil fuels, including natural gas, crude oil and 
coal, which have distinguishable 13C/12C ratios (relatively lighter 
isotopic ratios in the gas phase, and heavier ones in the solid 
phase), with almost zero 14C (described as “dead” carbon). The 
observed 13C/12C and 14C/12C in carbonaceous aerosols result 
from mixing of different emission sources in the atmosphere 
(Figure 5.1); accurate source apportionment can be achieved by 
mass-balance analysis of triple isotopic measurements. Vienna 
Peedee belemnite (VPDB) and the hypothetical specific activity 
of atmospheric carbon of 1950 are the primary standards for 
δ13C and fraction of modern (FM14C), respectively.

The expression of 13C/12C and 14C/12C measurements are shown 
on Figure 5.1 as δ13C and fraction of modern (FM14C). Such 
measurements require the physical separation of OC and EC mass 
fraction. Various methods have been developed in the past 15 years 
for analyzing the 14C/12C isotope ratio, including CTO-375 (Zencak 
et al., 2007), Swiss_4S protocol (Zhang et al., 2012; Mouteva et al., 
2015a), National Institute for Occupational Safety and Health 
(NIOSH)(Winiger et al., 2017) and hydro-pyrolysis (Zhang et al., 
2019). These methods use distinct temperature protocols, gas 
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mixture and treatments prior to EC extraction (such as removing 
water-soluble OC or inorganic carbon) to remove or minimize 
OC charring and interference with EC physical separation. 
Usually, sample size would have the greatest bearing on analytic 
uncertainty. An overall uncertainty range is less than 0.5 parts per 
thousand (‰) and 0.05‰ for 13C and FM14C, respectively. A few 
of these methods derive from the thermal-optical protocols widely 
used for EC/OC mass measurements in monitoring networks 
(e.g., IMPROVE_A, EUSAAR-2), thereby limiting the relevance 
of the isotopic data to those corresponding mass concentrations. 
The EnCan-Total-900 (ECT9) method, however, was originally 
developed for δ13C measurements in EC (Huang et al., 2006), and 
later applied to a long-term EC/OC mass-measurement network 
over Canada, including Alert site. A recent study demonstrated 
that the ECT9 protocol can effectively separate fossil EC from 
modern OC for either δ13C or FM14C analysis. It was shown that 
measured OC and EC from mixed standards could reach their 
corresponding consensus values within an uncertainty of ~5% 
or less, on average, via the ECT9 protocol (Huang et al., 2021). 
By providing a consistent method for OC and EC concentration 
and isotope measurements, the ECT9 protocol is expanding the 
existing opportunities for characterizing and monitoring sources 
of carbonaceous aerosol, particularly for the Arctic.

The Alert observatory has routinely performed δ13C isotopic 
analysis of EC since 2006 (EUA-BCA, 2019b), with FM14C 
measurements recorded since 2014 (Rodríguez et al., 2020). 
Multiple datasets have been acquired at Utqiaġvik, Zeppelin 
(in Spitsbergen, Norway) and Tiksi (in Siberia, Russia) during 
field campaigns (up to one-year long but with a small number 
of samples), and Winiger et al. (2016) have summarized results 
obtained at the Swedish site of Abisko. An overview of the 
observations made at all the above stations between 2011 
and 2015, including a comparison with the source attribution 
from an atmospheric transport model, was presented by 
Winiger et al. (2019). Those results show that anthropogenic 
emissions are still the major sources of BC loaded over 
the Arctic region; this conclusion is further supported by 
higher-time-resolution radiocarbon measurements made 
at Alert (Rodríguez et al., 2020). Taking regular (preferably 
monthly) isotope measurements to track BC source changes 
over time is recommended for assessing the effectiveness of 
mitigation policies.

Using δ13C/FM14C measurements for source apportionment 
is attractive because it is relatively simple to do and suited 
to addressing policy-relevant questions about the origin of 
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Figure 5.1 Isotopic signatures of possible sources of carbonaceous aerosols (14C/12C and 13C/12C for attributing emissions sources in BC mass. The Y-axis 
stands for the fraction of modern carbon, in other words, the ratio of the sample to the hypothetical specific activity of atmospheric carbon standard 
of 1950 in (14C/12C). The X-axis stands for δ13CVPDB – the relative deviation of the sample from the VPDB standard in (13C/12C), expressed in parts per 
thousand (‰). On the Y-axis, the C3 and C4 plants on the Earth’s surface represent “modern carbon”, with the fraction of modern equal to 1, whereas 
all fossil fuels (natural gas, diesel and gasoline, and coal), carbon from volcanic eruptions and carbonates are “dead carbon” with fraction of modern 
equal to zero. On the X-axis, although both contribute “modern carbon”, C3 and C4 plants (which follow different photosynthesis pathways) differ 
by more than 10‰ in δ13CVPDB. Similarly, the “dead carbon” sources can be allocated to individual fossil fuel, volcanic carbon and carbonate carbon, 
with values from these different sources ranging from a few parts per thousand to >20‰. Atmospheric carbonaceous aerosols result from two major 
emissions sources – biomass burning and fossil-fuel combustion – with ambient particle matter usually comprising a mixture of the two. Thus, applying 
the dual carbon isotopic measurements (δ13C and FM14C) to carbonaceous aerosols (here for BC) is a direct approach to tie atmospheric concentration 
measurements to specific sources.
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BC. Although the analytical uncertainties are only 0.2‰ and 
0.05‰ for δ13CVPDB and FM14C, respectively, for samples of 
>10 micrograms (μg), the uncertainties in the end-member 
isotopic composition nevertheless complicate source 
attribution. In addition, the high analytical costs are still a 
major limitation for long-term measurements.

New isotopic methods have also been used for particulate sulfate 
source apportionment in the Arctic. Sulfates can be associated 
with sea salt, or originate from anthropogenic combustion 
or biogenic emissions (for example, Dimethyl sulfide [DMS] 
from microbiota). The abundance of 34S in relation to the most 
abundant natural isotope (32S) (δ34S, in other words, the relative 
deviation of samples to standard in (34S/32S) value, expressed as 
parts per thousand) can be particularly useful for determining 
the anthropogenic fraction of non-sea salt sulfate in aerosol. 
Details of this methodology are found elsewhere (Norman 
et al., 1999; Ghahremaninezhad et al., 2016). Precision for any 
particular measurement ranges from 0.1–0.5‰.

Different fuel types used globally contain various proportions of 
δ34S. However, measurements show that atmospheric variation 
in δ34S values for aerosols in Arctic air masses represents a 
mixture of 34S-rich seawater (+21‰±0.5‰) and DMS and 
MSA (biogenic S; +18‰±1.5‰), in contrast to well-mixed 
anthropogenic and volcanic sulfur (+3‰ to +7‰), typically 
from long-range transport (Figure 5.2). The fraction of non-sea 
salt-sulfate from marine biogenic sources was obtained using 
a two-source mixing model (Norman et al., 1999).

5.2.2.2.  High-resolution chemical compositions 
via aerosol mass spectrometry

Taking long-term observations of aerosol chemical 
composition, including major ions and bulk OC in the Arctic, 
typically involves collecting particles on filters and subsequently 
analyzing them in the laboratory. The drawback of this approach 
is the relatively low time resolution, of several days or weeks. 
More recently, online mass-spectrometric methods have been 
developed, which enable high-time-resolution measurements 
(in the order of minutes) of aerosol chemical composition to 

be made. The Aerodyne aerosol mass spectrometer (AMS, 
Canagaratna et al., 2007) can measure the size-resolved, non-
refractory components of particles. Typically, only aerosols up 
to 1 µm in diameter can be analyzed, but newer developments 
of the inlet lens assembly allow for sub-2.5 µm measurements. 
The particles are drawn through an aerodynamic lens and 
introduced into a vacuum chamber, in which their diameter 
is determined based on their time in flight. Particles are then 
flash-vaporized at 600°C and ionized by electron impact at 
70 electronvolts (eV). The ions are extracted into a time-of-
flight (ToF) mass spectrometer. Depending on the ToF, chemical 
information is based on unit mass resolution or can be highly 
resolved. Roughly, the uncertainty in quantifying the measured 
mass is within a factor of two. The advantage of this technique 
is that it provides real-time and high-resolution information 
on particulate sulfate, nitrate, ammonium and organics. The 
organic composition can be further speciated into, for example, 
hydrocarbon-like, highly oxygenated, marine or terrestrial 
biogenic, or biomass-burning compounds based on statistical 
methods, such as positive matrix factorization (PMF; Zhang 
et al., 2011; Section 5.2.2.3 of this chapter). PMF is commonly 
applied for source apportionment, as it can differentiate 
between natural and anthropogenic sources, as well as local 
fresh or remote aged particle sources (see section 5.2.2.3 below). 
AMS is, however, not capable of quantifying refractory aerosol 
components, such as mineral dust and BC, and is not the best 
option for quantifying the organic and inorganic components 
of sea spray. Also, particles larger than the inlet lens permits to 
pass are not accounted for. A further disadvantage is the high 
cost of the instrument, the need for highly trained personnel 
to continuously run it and the requirement for lengthy data 
analysis. However, the instrument has been deployed in 
numerous field campaigns in the Arctic on platforms including 
ground-based observatories, ships and aircraft (Nielsen et al., 
2019; Schmale et al., 2011; Chang et al., 2011).

To overcome the challenges of cost and personnel, a mass 
spectrometer aimed specifically at continuous monitoring has 
been developed: the Aerosol Chemical Speciation Monitor 
(ACSM, Fröhlich et al., 2013). The instrument has a slightly 
lower time resolution (several minutes to half an hour), does 

Figure 5.2 Atmospheric variations 
in δ34S values for aerosols in 
Arctic airmasses represent a 
mixture of 34S-rich seawater and 
biogenic S from DMS and MSA, 
which is in contrast to well-mixed 
anthropogenic and volcanic S, 
which typically comes from long-
range transport. The data compiled 
from literature varies more, as the 
values measured at individual 
locations are not as exact as at the 
emission source due to mixing and 
fractionation.
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not measure particle size, and has a lower mass resolution, 
which puts some constraints on source apportionment. 
However, routine observations using the ACSM are ongoing 
at several sites belonging to European research-infrastructure 
networks, such as the Aerosol, Clouds and Trace Gases Research 
Infrastructure (ACTRIS). The ACSMs has also been operated 
at Alert (2011–2015) and Ny Ålesund. While AMS and the 
ACSM measure the composition of the bulk aerosol fraction, 
mass spectrometers also exist that measure the composition 
of single particles (Noble and Prather, 2000). These are based 
on laser ablation and can hence detect refractory particles as 
well. While they provide very detailed information, particularly 
on particle populations that are not well captured by AMS or 
the ACSM, single particle mass spectrometry cannot quantify 
mass concentrations of the aerosol compounds. Moreover, the 
strong molecular ion fragmentation reduces the amount of 
information on organic composition that can be extracted from 
the single particle mass spectrometry spectra. The instruments 
are also expensive, and call for highly trained operators and 
skilled data analysts. Very few deployments have been achieved 
so far in the Arctic (Sierau et al., 2014).

Among the newest approaches is one that combines collecting 
aerosols on filters and aerosol mass spectrometry to deduce 
detailed information on the OA. Aerosol mass is extracted 
from the filters into a liquid solution, which is nebulized and 
subsequently measured with an AMS or any other highly mass-
resolving spectrometer (Daellenbach et al., 2016). This approach 
focuses on the water-soluble aerosol components. One of the 
first circum-Arctic OA composition and source apportionment 
studies was carried out under the Integrative and Comprehensive 
Understanding on Polar Environments program (iCUPE) (Petäjä 
et al., 2020; Moschos et al., 2022).

The above methods are all based on aerosol mass, putting an 
emphasis on determining the chemical composition of the 
larger, accumulation-mode particles (roughly >70 nm). This 
means that information on the Aitken mode particles (roughly 
20–100 nm) is largely missing. However, some chemical 
ionization mass spectrometers can selectively collect Aitken-
mode particles and determine their composition (Lawler et al., 
2014). Such an instrument was deployed in the High Arctic on 
the Swedish ship-based Arctic Ocean 2018 expedition. As with 
other mass spectrometers, these instruments are costly, and 
involve intensive care and lengthy data analyses.

Understanding the composition of even smaller particles, such 
as those of few nanometers and in the size range of clusters 
(1.2–2 nm), is of high importance. New particle formation 
(NPF) in the Arctic is a topic that is currently being intensively 
studied, as NPF has implications for cloud condensation 
nuclei (CCN) and is a sign of climate change in the region 
(see Chapter 6). The atmospheric pressure interface ToF mass 
spectrometer (Api-Tof; Junninen et al., 2010) uses chemical 
ionization (CI) to determine the chemical composition 
of condensable vapors that can form new particles – such 
as sulfuric acid, iodic acid, and highly oxygenated organic 
molecules – and can hence reveal the detailed mechanisms of 
NPF and elucidate whether natural or anthropogenic factors 
are at play. The instrument has recently been deployed in the 
Arctic at Villum Research station in north Greenland (Sipilä 
et al., 2016), Ny Ålesund and during the Arctic Ocean 2018 and 

the 2019–2020 Multidisciplinary drifting Observatory for the 
Study of Arctic Climate (MOSAiC) ship-based field campaigns. 
The same drawbacks apply as for the other mass spectrometers.

In summary, a wide range of mass spectrometers have already 
been deployed in the Arctic, and have significantly advanced our 
understanding of aerosol composition, processes and sources. 
Due to their complexity, most versions are not feasible for 
long-term monitoring efforts. However, recent developments, 
such as the ACSM, are promising and would be very useful for 
Arctic stations to use in source-apportionment studies. The 
most viable option at present for increasing knowledge on OA 
and conducting source apportionment, is to combine filter 
collection with subsequent offline aerosol mass spectrometry 
in the laboratory.

5.2.2.3  Chemical mass balance (CMB) and 
positive matrix factorization (PMF)

Factor analysis and other receptor models are increasingly 
employed to derive quantitative information on source 
contributions of PM, based on the statistical analysis of the 
time series of inorganic ions, trace elements and organic tracers 
concentrations. Chemical mass balance (CMB) and PMF are 
established techniques for assessing main source contributions 
to variability of chemical composition at a receptor site (von 
Schneidemesser et al., 2009; Karl et al., 2019). The reliability and 
the performance of such approaches, in particular PMF, depend 
on the actual variability in composition and on the level of detail 
in chemical speciation which, in turn, is always a compromise 
between the costs and time dedicated to laboratory analyses. In 
an alternative approach, atmospheric transport models (ATMs) 
are employed to reconstruct source-receptor relationships, 
in other words, to assess source areas or “footprints” of the 
emissions. Examples of applications developed for datasets of 
organic markers for biomass burning are presented by Yttri 
et al. (2014), Fu et al. (2015) and Karl et al. (2019).

5.2.3  Capacity to track aerosol source 
regions and long-term changes 
in concentrations

The state of BC observations was thoroughly reviewed in a 
dedicated technical report of the EU Action on Black Carbon 
in the Arctic initiative (EUA-BCA, 2019b). The availability of 
year-long records of BC concentrations from observatories in 
both the Western and Eastern regions of the Arctic has now 
increased. This has enabled models to better constrain key 
parameters controlling aerosol transport, cloud scavenging 
and deposition (Eckhardt et al., 2015). Although large 
sectors of the Eastern Arctic remain uncovered by systematic 
measurements, continuous eBC measurements in Tiksi have 
been gathered since 2009, and periodical observations are 
made at Ice Base Cape Baranova station on Bolshevik Island 
in Russia (Popovicheva et al., 2019). In addition to the main 
observatories that have provided long-term BC records for 
the High Arctic (Utqiaġvik, Alert, Ny Ålesund and Tiksi), 
EUA-BCA (2019b) reported eBC measurements performed 
over periods of one-to-three years at nine other stations in 
North America and Europe. At Villum, eBC data have been 
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available since 2011, and systematic measurements began in 
2017. Long-term observations of elemental carbon (EC) have 
been undertaken at Alert, Villum, and Zeppelin in the lower 
Arctic, at Kevo (Finland), and at IMPROVE monitoring sites 
in Alaska. A comprehensive discussion on BC data coverage 
and accessibility is available in EUA-BCA, 2019b. Figure 5.3 
presents a map showing locations of all the Arctic stations 
for which eBC or EC measurements have been performed.

New observations have been made and existing monitoring 
continued for other inorganic aerosol compounds, including 
anthropogenic substances co-emitted with BC. However, 
year-round particulate OC measurements are only available 
from specifi c sites. Currently, the only long-term record of 
aerosol total OC measurements in the High Arctic, dating 
from 2006, is that from Alert (Leaitch et al., 2018), but multi-
year observations are available for Ny Ålesund (2011–2015 
at Gruvebadet, and from 2017 at Mount Zeppelin) and for 
Villum (from 2008).

Long-term measurements of geogenic elements (such 
as aluminum [AI], iron [Fe] and calcium [Ca]) provide 
important information on concentrations and variability 
of atmospheric dust in the High Arctic. Th e corresponding 
datasets are at least partially available on the EBAS database 
of atmospheric measurements or other repositories (such as 
the Canadian National Atmospheric Chemistry [NAtChem] 
database) for the stations of Villum, Alert and Zeppelin. Th e 
increasing emissions of dust particles caused by the retreat 
of snow surfaces over land have become a frontier research 
topic. Extensive data about atmospheric dust in the Arctic 
are still lacking.

Aerosol physical parameters – such as particle number 
size distributions, scattering and absorption coefficients, 
and number of CCN or ice-nucleating particles (INPs) – 
have only partly been established in monitoring programs 
(Freud et al., 2017; Schmeisser et al., 2018; Jung et al., 2018, 
Schmale et al., 2018b). Long-term series of these parameters are 
key to evaluating the role of aerosols as SLCFs in the sensitive 
Arctic regions. Measuring of chemical components began in 
the Arctic in the early 1980s, with eff orts to take systematic 
observations of physical aerosol properties beginning during 
the late 1990s at fi ve sites: Ny Ålesund (Zeppelin Mountain 
site at Svalbard); Tiksi in the Lena river delta; Utqiaġvik on the 
northern coast of Alaska; Eureka and Alert on Ellesmere Island 
of the Canadian archipelago; and Villum Research Station 
at Station Nord in northernmost Greenland. However, only 
Ny Ålesund and Alert have continuously measured particle 
size distributions, from about 2000 and 2011, respectively; 
observations made at other locations were established later or 
have longer periods of interruption.

According to Tomasi et al. (2015), lidar measurements were 
carried out at: Utqiaġvik, Eureka (Nunavut, Canada) between 
1993–1997; Alert during 1984–1986; Summit, since 2010; 
Andøya Rocket Range (northern Norway), since 2006; and at 
Ny-Ålesund and Hornsund in Spitsbergen, where several lidar 
systems have been deployed since the 1980s. In Ny-Ålesund, 
a micropulse lidar of the NASA Micro-Pulse Lidar Network 
(MPLNET) network has operated since 2003, while a Raman 
lidar (Koldewey-Aerosol-Raman-Lidar [KARL]), with aerosol 
channels, depolarization, and ultraviolet and visible water-
vapor channels has operated since 1999. Finally, an aerosol lidar 
(CL51 ceilometer [Vaisala]) was installed at Villum research 
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Figure 5.3 Locations of Arctic sites providing datasets of aerosol EC or eBC concentration records (adapted from EUA-BCA, 2019b).
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station in spring 2011. More common measurements are based 
on sun-photometer observations of AOD taken mostly at fi xed 
locations but also from ships (Figure 5.4).

The sampling and analysis of snow for determining light-
absorbing inclusions, primarily BC and dust, started in the 
early 1980s, but still only a few areas are covered by systematic 
observations. A compilation of data collected between 2005 and 
2010 by Dou and Xiao (2016) shows that spatial coverage in 
the Arctic basin is largely made up of short-term fi eld studies. 
Observations of BC in snow over sea ice are limited to the western 
sector of the Arctic Ocean (Dou et al., 2012) and the Greenland 
Sea (Forsström et al., 2013), as well as to the summer season.

At Villum, snow sampling began in 2016 and is carried out on 
a weekly basis to investigate the EC content. From 2007, the 
Norwegian Polar Institute and Stockholm University initiated 
a program of snow monitoring for EC at two locations on the 
outskirts of Ny Ålesund. Th e program was extended in 2016 
to 22 sites on seven glaciers of Spitsbergen and Nordauslandet, 
making Svalbard one of the best characterized areas in the 
Arctic for BC in snow (Zdanowicz et al., 2020). Th e experiments 
in Svalbard demonstrate that, in geographical regions exhibiting 
a complex orography, spatial patterns of wet deposition and BC 
loadings in snow samples can vary at fi ne scales. In recent years, 
additional observations have been made in the Canadian Arctic, 
as part of the Network on Climate and Aerosols – Addressing 
Key Uncertainties in Remote Canadian Environments 
(NETCARE) project (Macdonald et al., 2017, 2018), with 
continuous year-round snow sampling at Alert. Another record 
of BC in snowpack, from samples collected between 2012–2016 
each year in spring in Greenland, Finland, Alaska and Siberia, 

is presented by Mori et al. (2020). A similar technique was 
used to measure BC deposition over the Greenland ice sheet 
in 2014 (Th omas et al., 2017). Moreover, systematic long-term 
weekly OC/EC observations from the seasonal surface snow 
have been available from Sodankylä (Finland) since 2009 
(Meinander et al., 2020b). Finally, snow sampling has been 
undertaken in the central Arctic Ocean during most seasons 
under the framework of the MOSAiC expedition. Samples 
are being processed at the time of preparing this report. Th e 
continuous presence of the research vessel’s exhaust might pose 
a challenge to interpreting the results in future.

Ice cores provide a historical perspective on deposited aerosol 
chemical compounds. BC (dust) has been studied in ~7 ice cores 
across Greenland, two from Svalbard and several in Canada. 
Fewer ice-cores are available from sites in the Eastern Arctic, 
where glaciers are rarer and more remote. Instead, lake sediments 
have been analyzed for soot-BC, fi ve from northern Fennoscandia 
(Ruppel et al., 2015) and four from northwestern Arctic Russia 
(Ruppel et al., 2021). To interpret the deposition fl ux of aerosol 
to glaciers, atmospheric processes such as precipitation must 
be known, adding an additional level of complexity when 
compared to present-day measurements made directly from 
the atmosphere. In the case of lake sediments, deposition-
fl ux interpretations are further complicated by the potential 
infl ux of material from the catchment area (Ruppel et al., 2015, 
2021). Greenland cores generally refl ect pollution outfl ow from 
North America, as well as the aerosol characteristics of the free 
troposphere, because of the high elevation of the ice sheet. Th e 
composition of snow samples from Svalbard is aligned with 
European emissions, while Canadian snow composition refl ects 
North American and Russian emissions.

Figure 5.4 Location of ground-
b a s e d  s u n - p h o t o m e t e r 
measurements and shipborne 
observations in the Arctic.  
NAA = Eastern Chukchi Sea, 
Beaufort Sea and Amundsen Gulf; 
GNS = northern Greenland and 
Norwegian Sea; and BWS = Barents 
Sea and West Siberian Sea (adapted 
from Tomasi et al., 2015).
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In addition to the ground-based observations made at 
research stations, other important aerosol concentrations and 
composition datasets have emerged from the deployment of 
mobile platforms, such as tethered balloons, research aircraft 
and ships. More than 20 aerosol-focused airborne campaigns 
have been performed across the Arctic since 2007. These 
have been undertaken in the European Arctic, Greenland, 
the Canadian Arctic, Alaska, the Arctic Ocean, Iceland and 
Russia. The spatial coverage is not homogeneous, with most 
of the surveys covering the European and North American 
Arctic sectors only. Only two sets of airborne observations 
are currently available for the Russian Arctic and Subarctic. 
Most of the in-situ airborne campaigns are performed below 
85°N. Considering that only few single flights are performed 
above 85°N and that the northern limit of CALIOP lidar 
observations is 82°N, very limited aerosol data are available 
for the High Arctic. Concerning the vertical extent of airborne 
observations, the altitude range among the different projects 
varies depending on the platform, with a top ceiling of 1 km in 
the case of tethered balloons (Ferrero et al., 2016), 4 km for non-
pressurized propeller aircraft (Abbatt et al., 2019), and 14 km 
for pressurized jet aircraft (Schwarz et al., 2013). Overall, most 
of the airborne campaigns provide almost complete coverage 
of the boundary layer and free troposphere. The majority of 
airborne observations are made in April and March. Nine 
airborne surveys are available for May and September, while 
only three observation campaigns have been undertaken in 
the winter period.

Multiple-year projects such as the High-performance 
Instrumented Airborne Platform for Environmental Research 
Pole-to-Pole Observations (HIPPO) (Schwarz et al., 2013) and 
NETCARE (Abbatt et al., 2019) initiatives provide data that 
are useful for identifying the influence of different sources and 
transport patterns on Arctic pollutants. Meanwhile, multiple-
year projects with extended spatial range – such as the Polar 
Airborne Measurements and Arctic Regional Climate Model 
Simulation Project (PAMARCMiP) (Herber et al., 2012) – 
enable examination of the source-receptor relationship 
across the Arctic. And single-year observations are useful 
for investigating specific atmospheric processes in particular 
locations, including combustion sources. Examples of these 
include the Polar Study using Aircraft, Remote Sensing, Surface 
Measurements and Models, of Climate, Chemistry, Aerosols, 
and Transport (POLARCAT), (Paris et al., 2009); the Arctic 
Climate Change, Economy, and Society (ACCES) program, 
(Schmale et al., 2011, Roiger et al., 2015), the high-latitude dust 
sources investigation (Dagsson-Waldhauserova et al., 2019) and 
the Arctic Cloud Observations Using Airborne Measurements 
during Polar Day (ACLOUD) study, exploring aerosol-cloud 
interactions (Wendisch et al., 2019).

Shipborne monitoring provides unique opportunities to assess 
concentrations and deposition of BC and other aerosols at the 
highest latitudes of the Arctic. Fluxes of SLCFs over oceanic 
regions in ice-free areas and over sea ice can also be explored. 
Finally, latitudinal transects in the lower Arctic Ocean can 
provide useful information about the transport patterns of 
pollutants from specific regions in the mid-latitudes. A typical 
challenge that arises when measuring aerosols from onboard 
a ship is the pollution produced by the ship itself. At low wind 

speeds, it can be difficult to avoid contamination from the 
ship exhaust at the sampling inlets, which biases the sampling 
time to clean periods only. The availability of fast and high 
time-resolution aerosol monitors, such as the SP2 for BC, has 
partly overcome this problem, because pollution periods can 
be removed from the time series a posteriori.

The MOSAiC expedition is extraordinary for its long 
duration (it involved a 13-month ice drift); the complexity 
of the instrumental set-up; and the measurement coverage it 
achieved in very remote areas of the Arctic Ocean – including 
during the winter under highly variable weather conditions. In 
past experiments, the North Pole was reached by icebreakers 
carrying aerosol instrumentation, but only for a few weeks 
in the summer and freeze-up seasons. This was the case for 
a series of Arctic Ocean Expeditions undertaken from the 
early 90s until 2018, with instrumental set-ups of increasing 
complexity. Measurements of BC or EC and other aerosol 
chemical and physical parameters have been performed at lower 
latitudes in other sectors of the Arctic basin: in the Chukchi, 
East Siberian and Beaufort Seas on the CAREX 2014 cruise 
(Wang et al., 2020b); during the ARA08C Cruises in 2017 
and 2018 (Park et al., 2020); on the 2014 R/V Mirai cruise 
(Taketani et al., 2016); in Baffin Bay and around the Canadian 
archipelago on the 2014 and 2016 NETCARE campaigns 
(Collins et al., 2017; Burkart et al., 2017), in the Norway sea 
on the AREX 2011–2012 cruises (Ferrero et al., 2019); by 
the PASCAL and SiPCA campaigns in 2017 (Kecorius et al., 
2019; Wendisch et al., 2019) and in the Barents and Kara Seas 
on the AARI marine expedition in 2015 (Popovicheva et al., 
2019. In addition, Gao et al. (2019) reported measurements 
of atmospheric dust being taken in the central Arctic Ocean 
during the 2015 US GEOTRACES cruise. Finally, the Maritime 
Aerosol Network (MAN) of NASA’s Aerosol Robotic Network 
(AERONET) (Smirnov et al., 2009) has provided coordination 
and calibration services for global shipborne measurements 
with sun photometers since 2004. In the past decade, MAN 
has contributed to about 25 cruises in the Arctic area. The 
list of the most relevant research cruises up to 2012 and a 
compilation of the sun-photometer observations organized 
in geographical sectors of the Arctic Ocean is presented by 
Tomasi et al. (2015).

Other remote sensing observations, such as satellite 
measurements, are not as limited per se in space and time 
as atmospheric in-situ observations or snow- and ice-core 
sampling programs. However, the most important satellite 
instrument for aerosol observations, CALIOP, only reaches 
up to 82°N, leaving latitudes farther north unobserved. Also, 
concentrations of aerosol in the Arctic are generally below the 
detection limit for CALIOP, which detects aerosol between 
10%–15% of the time.

5.3 Ozone

5.3.1 Introduction

Very few stations provide long-term monitoring of surface 
ozone (O3) and ozone vertical profiles in the Arctic. In many 
cases, records are not continuous and large data gaps exist, 
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especially in the eastern Arctic, and over the Arctic Ocean and 
terrestrial locations. Long-term continuous measurements of 
O3 precursors (such as carbon monoxide [CO] and volatile 
organic compounds [VOCs]) exist at very few surface sites, 
and long-term records of species important for diagnosing O3 
sources (such as nitrogen oxides [NOx], peroxyacetyl nitrate 
[PAN]) and sinks – notably halogens – are lacking. This 
data is needed to evaluate model estimates of changes in O3 
sources and sinks, as well as to understand long-term trends, 
and to standardize measurement techniques. Information 
is also required on how chemical composition in the Arctic 
atmosphere varies with altitude, as well as on the origins of 
O3 and processes that affect it. While recent airborne missions 
have provided important snapshots in different seasons, there 
has not been an airborne campaign dedicated to process-
level understanding since 2008. Satellite data provide spatial 
information about O3 and certain precursors and oxidants, 
as well as limited vertical information, but more attention 
is needed to improve retrievals, and to understand biases 
and instrument limitations at high latitudes. Long-term 
monitoring of atmospheric composition at existing stations 
is essential to accurately determine trends. This effort 
needs to be continued and integrated into a Pan-Arctic 
observation network building on, for example, International 
Arctic Systems for Observing the Atmosphere (IASOA) and 
the World Meteorological Organization (WMO) Global 
Atmosphere Watch (GAW). The development of new 
techniques is providing additional opportunities for regular 
monitoring (such as from tethered balloons, unmanned aerial 
vehicles, and the use of platforms such as commercial aircraft 
and shipping).

Observations of O3, as well as of key species that can indicate 
O3 sources and sinks, are needed to understand the Arctic 
O3 budget, including the contribution from anthropogenic 
emissions, and to quantify changes in O3 trends. In particular, 
there is a need to maintain and improve long-term monitoring 
in regions where local emissions are increasing (both urban 
and rural locations) as well as in areas where natural sources 
and sinks are changing in response to climate change (such 
as along coastlines and forest-tundra boundaries). Long-
term records of O3 are needed throughout the depth of 
the troposphere, requiring regular airborne missions, to 
quantify changes to the perturbation of tropospheric O3 by 
anthropogenic emissions.

This section discusses different measurements of O3 and its 
precursors, in particular NOx, CO and VOCs, including 
in-situ techniques used to make observations at the surface 
and to record vertical profiles from airborne platforms and 
ozone soundings. Remote sensing measurements by lidar 
and from satellite are also discussed. Methane (CH4) is a key 
precursor for tropospheric O3 , when oxidized in the presence 
of sufficient NOx. Anthropogenic CH4 emissions are estimated 
to be responsible for around half of the radiative forcing 
due to tropospheric O3 from pre-industrial to present-day 
(Stevenson et al., 2013). The capacity of current observational 
infrastructure to provide information about the distribution 
of O3 and its precursors, and trends in O3 concentrations and 
budgets, is also addressed.

5.3.2 Measurement techniques

5.3.2.1 Surface data

Surface O3 is generally measured using optical methods, where 
air samples are continuously drawn through an ultraviolet 
(UV) lamp chamber, and O3 is measured by UV absorption 
at 254 nm. The stability of the instruments is ensured by 
adding known concentrations of O3 from an internal O3 
generator that are traceable to a primary calibration standard. 
The uncertainty of the UV source is within 7% on a 95% 
confidence interval following EN 14625 standard (e.g. Skov 
et al., 2020). More recently, the absorption cross-section of 
O3 has been re-evaluated and most likely will be decreased 
by 1.23%, leading to higher O3 concentrations (Tarasick 
et al., 2019 and references therein). The UV absorption 
instruments are robust, and provide accurate measurements 
with only minor interferences from other compounds (e.g. 
Ollison et al., 2013).

Other types of instruments are less frequently used in the 
Arctic, such as chemiluminescence of O3 with methylene, which 
was used more in the past, or differential optical absorption 
spectroscopy (DOAS). DOAS uses an open pass of, typically, 
a few kilometers path length with a Xenon lamp as the light 
source (e.g. Lorenzen-Schmidt et al., 1998).

5.3.2.1.1 Ozone precursors

In the Arctic, NOx and VOC concentrations are generally low, 
posing additional difficulties when compared to measuring at 
more southerly latitudes, where pollution levels are higher. NOx 
is most often measured with monitors using chemiluminescence. 
Sample air is split into two sub-streams. The first leads directly 
to the analytical chamber where nitrogen oxide (NO) is detected 
by the chemiluminescence reaction of NO with O3. The second 
sub-stream passes over a catalyst (such as gold) where nitrogen 
dioxide (NO2) is reduced to NO. This enables the sum of NO 
and NO2 (NOx) to be calculated. The catalysts are not specific 
for NO2 but also reduce other nitrogen species such as PAN (e.g. 
Skov et al., 1997). Instruments are available that can measure 
nitrogen species, with low interference from other compounds, 
for example: NOx monitors using a photolytical converter; 
DOAS; cavity ring-down spectroscopy; and cavity-attenuated 
phase shift spectroscopy (e.g. Kebabian et al., 2005). CO has been 
measured approximately weekly from air samples by NOAA at 
Alert, Utqiaġvik and Ny Ålesund from 1994 onwards, and prior 
to that in 1989 and 1992. Online technologies for measuring 
CO today are: Fourier-transform infrared spectroscopy (FTIR) 
using a white cell; cavity ring down techniques; or on-line gas 
chromatography. Gautrois et al. (2003) reported long-term 
VOC concentrations for Alert, where a seven-year timeseries 
of VOC mixing ratios was determined using off-line techniques 
(gas chromatography mass spectrometry; GC-MS), with a time 
resolution of nine days. A few campaigns have focused on taking 
VOC measurements with high time resolution at specific surface 
stations (e.g. Mungall et al., 2018a) and during ship cruises 
(e.g. Sjostedt et al., 2012). Oxidized and aromatic VOCs were 
measured with high time resolution (April 2018–October 2018) 
using a Proton Transfer Reaction ToF Mass Spectrometer (PTR-
MS) at Villum Research Station in northern Greenland (Pernov 
et al., 2021).
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5.3.2.2 Vertical profiles

Ozone soundings provide a long-term record of Arctic O3 
throughout the depth of the troposphere. Since 1990, regular 
vertical profiles for longer time periods (years) have been 
available from ~10 stations north of 60°N. The measurements 
are mainly conducted using the balloon-borne Electrochemical 
Concentration Cell (ECC) ozonesonde, reaching an altitude of 
about 30 km. Biases in tropospheric measurements are reported 
to be 1.0±4.4% in the lower troposphere, and 5.3±4.4% in the 
upper troposphere (UT) (Tarasick et al., 2019).

Tropospheric measurements of O3 using ground-based 
differential absorption lidar (DIAL) are also available in 
the Arctic, for example at Eureka (Seabrook and Whiteway, 
2016). DIAL measurements offer temporal resolution down 
to minutes and vertical resolution comparable to ozonesonde 
measurements, depending on the operational set-up. Precision 
and bias in tropospheric measurements are reported to be 
better than 10% and 1±8%, respectively (Tarasick et al., 2019). 
Similar techniques to those used at ground-based monitoring 
sites are also deployed on airborne platforms. Since AMAP 
(2015a) was published, additional observations from aircraft 
campaigns in the Arctic have become available, including EU-
ACCESS (Roiger et al., 2015), PAMARCMIP 2018 (Herber 
et al., 2012) and NASA AToM (Brune et al., 2020) providing 
profile measurements of ozone and its precursors.

5.3.2.3 Satellite data

An increasing number of space-borne sensors retrieve 
tropospheric trace-gas distributions, offering regular, continuous 
coverage in poorly observed regions, such as the Arctic. Polar 
orbiting and sun-synchronous orbiting satellites give global 
coverage with regular overpass times. Many instruments have 
accumulated long-term, multi-annual datasets with which 
to assess inter-annual variability and trends in tropospheric 
composition. Tropospheric ozone columns and some profile 
information are available from sensors in the UV/visible (Global 
Ozone Monitoring Experiment [GOME]-1 and GOME-2, Ozone 
Monitoring Instrument) and infra-red (IR) (Tropospheric 
Emission Spectrometer [TES]) wavelength ranges. Limb 
sounders such as the Atmospheric Infrared Sounder (AIRS) 
and TES instruments, and the Microwave Limb Sounder (MLS) 
instrument, offer improved vertical-profile resolution at the 
expense of spatial coverage and horizontal resolution (Pittman 
et al., 2009). In addition, satellite sensors retrieve information 
on O3 precursor species and oxidants, including NO2, CO, CH4 
and bromine oxide (BrO). The recently launched TROPOspheric 
Monitoring Instrument (TROPOMI) is capable of broad spectral 
retrieval across UV, visible and IR wavelengths, facilitating 
measurement of a range of pollutants (NO2, O3, formaldehyde 
[HCHO], CH4, CO) with a spatial resolution of less than 
7 km. Profiles of PAN have been retrieved from the Michelson 
Interferometer for Passive Atmospheric Sounding (MIPAS) and 
TES IR instruments (Pope et al., 2016; Zhu et al., 2015), and the 
Atmospheric Chemistry Experiment FTIR instrument (ACE-
FTIR) provides information on a wide range of species (see 
model evaluation in Chapter 7) in the UT region.

Despite the potential for extensive Arctic data coverage from 
satellite sensors, there are challenges in the reliable use of satellite 

observations to inform our understanding of tropospheric O3 
and precursor distributions at high latitudes. Vertical sensitivity 
is limited, and varies according to environmental factors, 
implying that fully resolving vertical profiles with layers of 
different composition and corresponding source influences is 
difficult. At Arctic latitudes, the sampled altitude range of limb 
instruments can often be within the lower stratosphere, limiting 
information available on tropospheric O3 and precursors. 
Moreover, UV and visible wavelength instruments are unable 
to retrieve data in darkness, negating their use during polar 
winter. IR retrievals may also have limited reliability at high 
latitudes, due to problems with lower surface-atmosphere 
thermal contrast (Clerbaux et al., 2009), extensive Arctic cloud 
cover, and high surface albedo. Finally, a paucity of in-situ 
observations for evaluating satellite data may lead to poor 
confidence in retrieved abundances in the Arctic troposphere, 
and make it difficult to assess the impacts of instrument drift 
and inter-comparability between satellite platforms for the 
region (for example between different sensors).

5.4 Methane

5.4.1 Introduction

Long-term, systematic measurements of atmospheric CH4 are 
essential to support the assessment of long-term trends, as well 
as shorter-term variability (Kulmala, 2018); however short-term 
process studies to understand the sources of CH4 are also important. 
Research is also needed to evaluate whether current measuring 
techniques and monitoring infrastructure are sufficiently capable 
of detecting trends in atmospheric concentration and fluxes. Over 
the past five years, the observation capacity for CH4 has been 
enhanced through new long-term, inter-calibrated tall-tower 
measurements, and the establishment of flux towers within the 
Integrated Carbon Observation System (ICOS). Furthermore, 
new measurement instruments and analysis methods have been 
developed, or become more affordable, improving the coverage 
and frequency of measurements.

5.4.2  Methane concentration measurement 
methods and networks

Observations of CH4 in the Arctic atmosphere were described 
in detail in AMAP (2015); here the sites in the NOAA 
Global Greenhouse Gas Reference Network (GGGRN) are 
presented (see Figure 5.5). The measurement programs 
include: Measurements at four NOAA Atmospheric Baseline 
Observatories and multiple tall towers in the USA; air 
samples collected by volunteers at more than 50 sites around 
the world; air samples collected regularly from small aircraft, 
mostly in North America; and vertical profiles using balloons 
and the AirCore sampling system. All measurements are 
subject to stringent quality-control procedures, and, where 
possible, are directly traceable to internationally accepted 
calibration scales. Since the previous report, some new 
sites have come on-line, although data are not necessarily 
widely available. Surface in situ and baseline observatory 
data are submitted to the WMO/GAW World Data Centre 
for Greenhouse Gases.
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The European ICOS network provides standardized and 
open data from more than 130 measurement stations across 
12 European countries, four of which are located in the Arctic 
(Station Nord and Zackenberg in Greenland; Zeppelin; 
and Pallas). The stations observe CH4 concentrations in the 
atmosphere, as well as CH4 fluxes between the atmosphere, the 
land surface and the oceans. ICOS produces standardized, high-
precision and long-term observations that are used by scientists 
and decision-makers to predict and mitigate impacts from 
climate change. The ICOS atmosphere stations have recently 
been recognized as a contributing network to WMO/GAW 
for greenhouse gases.

Atmospheric CH4 can be measured using a variety of 
techniques. Close to ground level, a gas analyzer can be set up 
to sample ambient air and determine the CH4 concentration. 
Some of the NOAA sites, and all the ICOS atmospheric 
sites, use cavity ring-down spectroscopy (CRDS) for high-
frequency and stable measurements of CH4, but the most 
common measurement systems still involve collecting 
air samples in a flask and analyzing them in a laboratory. 

Ground-based networks with flask sampling and CRDS 
in-situ measurements of the CH4 mixing ratio deliver the 
most reliable measurements.

Recently, ground-based remote sensing has become more 
common for measuring atmospheric concentrations of CH4. 
Using this method, the total column of CH4 can be retrieved 
by measuring the absorption of direct solar radiation at near-
infrared or mid-infrared wavelengths. This method is used by 
the Total Carbon Column Observing Network (TCCON) and 
the Network for the Detection of Atmospheric Composition 
Change (NDACC).

Satellite observations of CH4 offer new insights into the 
magnitude of regional sources and sinks, and can help to 
overcome large uncertainties associated with the upscaling 
and interpretation of surface-concentration data. The 
infrared radiation back-scattered by the atmosphere and the 
surface is used by satellite instruments, such as TROPOMI 
onboard Sentinel 5 Precursor satellite (S5P) and TANSO-FTS 
onboard GOSAT.

Figure 5.5 (update of the Figure 6.1 from AMAP [2015b]). Long-term CH4 atmospheric monitoring sites in the Arctic and sub-Arctic region. Remote 
background sites are shown by blue circles, with regionally influenced sites shown by red circles. The Arctic ICOS sites are marked with red triangles, 
and sites reported in Chapter 6 (NOAA/ESRL Global Greenhouse Gas Reference Network) are marked with green squares. CARVE Tower and Cherskii 
only reported between 2011–2015 and 2008–2016, respectively.
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5.4.3 Methane flux measurement methods

This section describes methods used for measuring fluxes of 
CH4 in terrestrial and marine ecosystems.

5.4.3.1 Terrestrial ecosystems

Surface flux measurements of CH4 exchange between terrestrial 
ecosystems and the atmosphere rely primarily on closed chamber 
and eddy-covariance methods, with the latter usually deployed on 
ground-based flux towers. However, airborne eddy-covariance 
flux measurements and gradient flux estimates have been 

conducted and reported (Roiger et al., 2015), but for practical 
reasons this method is not suitable for flux-monitoring purposes.

In boreal and Arctic ecosystems, CH4 flux measurements are still 
predominantly performed with chambers, which usually cover 
<1 m2 (Whalen and Reeburgh, 1990; Christensen et al., 1995; 
Corradi et al., 2005; Mastepanov et al., 2008; Sachs et al., 2010, 
Pirk et al., 2016). Ecosystem-scale eddy covariance observations 
of integrated fluxes over larger areas (typically hectares) have 
become available relatively recently due to advances in IR 
and CRDS instruments. Class 1 ICOS-ecosystem stations 
have standardized eddy-covariance (Nemitz et al., 2018) and 
chamber (Pavelka et al., 2018) flux measurements of CH4 and 
CO2 but the stations in the Arctic are predominately Class 2, 
which do not measure CH4 eddy-covariance (see Box 5.1).

5.4.3.2 Ocean

Global CH4 emissions from the ocean are dominated by those 
from shallow coastal waters (Gutiérrez-Loza et al., 2019; 
Weber et al., 2019). The air–sea gas fluxes are commonly 
estimated from their ocean–atmosphere disequilibrium 
(denoted as ∆) using gas-transfer theory (Gålfalk et al., 2013; 
Platt et al., 2018). Some measurements of the distribution of 
CH4 in Arctic waters exist (Lund Myhre et al., 2016; Platt et al., 
2018); however only few studies to estimate and evaluate the 
gas transfer coefficients for air–sea exchange of CH4 are carried 
out, and this AMAP assessment revealed only a single study 
that directly measured air–sea exchange of CH4 in Arctic coastal 
waters using micrometeorological techniques (Thornton et al., 
2020) (see Box 5.2).

5.4.4 Methane isotope measurements

Because measurements cannot be made at every CH4 source 
across the Arctic, atmospheric sampling is sometimes 
employed to determine the relative strengths and origin of 

Box 5.1 Methods commonly used to measure fluxes of CH4

The closed-chamber technique

The closed-chamber technique is widely used to measure 
the exchange of methane (CH4) and carbon dioxide 
(CO2) from terrestrial ecosystems. The method has been 
extensively tested (Pavelka et al., 2018; Pirk et al., 2016; 
Christiansen et al., 2011; Pumpanen et al., 2004) and is 
generally accepted to provide good results. However, the 
models used for calculating the fluxes based on data from the 
chamber measurements are often debated. Studies suggest 
the exponential flux calculation model gives the most 
reliable flux results (Pihlatie et al., 2013; Pirk et al., 2016), 
however, Pavelka et al. (2018) suggest using a combination 
of linear and non-linear flux calculation methods. The 
chamber method measures the fluxes over a small area. Static 
chambers are based on “Ficks law of diffusion”, and quantify 
emissions by multiplying the change in CH4 concentration 
in the chamber over short monitoring periods by the ratio 
of volume/area in the chamber.

The eddy-covariance technique

The eddy-covariance technique has been used less frequently 
than the chamber technique (Rinne et al., 2007). The 
advantage of the eddy-covariance technique is the minimal 
disturbance on the measured surface, and the potential to 
measure long timeseries. However, only a few studies have 
reported using the eddy-covariance technique to make 
continuous measurements of annual CH4 emissions from 
northern ecosystems (Rinne et al., 2007; Richardson et al., 
2019). The eddy-covariance technique is the most direct way 
to measure vertical fluxes, and is becoming more common 
for studies of CH4 fluxes over terrestrial ecosystems where an 
“ICOS” standard has been developed (Nemitz et al., 2018). 
The eddy-covariance method obtains turbulent flux data 
by calculating the covariance of fluctuations in the vertical 
wind velocity and in the physical quantity being measured. 
This method is also able to directly measure the carbon, 
water, and heat flows between plant communities and the 
atmosphere. The eddy-covariance technique directly and 
continuously determines the carbon and water vapor flows 
of an ecosystem, and has been confirmed to be the most 
efficient method for measuring the interactions between a 
terrestrial biosphere and the atmosphere on an ecological 
scale (Friend et al., 2006; Baldocchi, 2008).

Box 5.2 How air–sea flux is estimated

The air–sea flux of a weakly soluble gas such as CO2 or CH4 
is water-phase controlled (Wanninkhof et al., 2009), and is 
commonly estimated from the difference in concentrations 
across the air–sea interface. The exchange is often expressed 
in terms of the partial pressure of the gas in air and in water 
by equations of the form

Flux = kK0ΔpC

where ΔpC is the difference in the partial pressure of CH4 
across the interface, K0 is the aqueous-phase solubility of 
CH4, and k is a gas-transfer velocity – being a function 
of several parameters, but usually only parameterized by 
the windspeed or the surface stress (Garbe et al., 2014; 
Wanninkhof et al., 2009). In reality, k depends on many 
chemical, physical, and biological processes in between the 
layers where the CH4 gradient is measured. Jørgensen et al. 
(2020) showed how the exchange rate for CO2 is affected by 
the chemical reaction rates in the carbonate buffer system. 
It is possible that the interaction between chemical reaction 
rates and turbulent exchange rate also affects the exchange 
rates for CH4; however this still need to be investigated.
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the various Arctic sources. Th e common tool for this “source 
apportionment” is isotopic analysis, generally δ13C-CH4, 
δD-CH4, and Δ14C-CH4, although single studies oft en focus 
on a single isotopic system. Because of greater relative 
abundance of 13C, it is oft en technically easiest to measure 
δ13C-CH4, and it is the most common measurement method. 
Ideally, each individual emitter of Arctic CH4 would have a 
distinct isotopic signature. For example, thermokarst lakes are 
thought to be more climate-sensitive than post-glacial lakes. If 
the δ13C-CH4 signatures for these sources diff ered, that could 
provide a way to track increasing or decreasing emissions 
from certain lake types. Unfortunately, freshwater systems in 
the Arctic have deeply overlapping signatures, especially in 
δ13C-CH4 (Th ornton et al., 2016a; Wik et al., 2020). However, 
δD-CH4 measurements show a signifi cant diff erence between 
thermokarst and post-glacial lakes (Wik et al., 2020: see 
Figure 5.6), although these measurements are currently rarer. 
Finding other such distinctions will depend on availability of 
larger and more extensive datasets of isotopic signatures of the 
various freshwater emission types.

Speculation has focused for some time on whether future 
planetary warming will release a greater proportion of old, 
long-stored carbon (e.g. Schuur et al., 2015), particularly as 
CH4 (Dean et al., 2018). Th e amount of stored old carbon is 
immense (Hugelius et al., 2014) – nearly double the current 
atmospheric burden. However, understanding the stability 

of this carbon stock against climate warming or other 
remobilization in the present-day is challenging. A close 
relationship between CH4 emitted over decadal timescales and 
the amount of permafrost thawed in Arctic lakes was noted 
by Walter Anthony et al. (2018). Radiocarbon measurements 
(14C-CH4) enable a reasonably defi nitive determination to 
be made of whether any particular CH4 emission is derived 
from stored old (radiocarbon-dead) or newly produced 
(radiocarbon-live) CH4. Unfortunately, radiocarbon 
measurements are expensive and require time-consuming 
off -site analysis of samples, limiting the number that can be 
reasonably assessed (Kessler and Reeburgh, 2005). Several 
studies have questioned whether the CH4 being emitted from 
lakes derives from new production by annual plant growth or 
older stored carbon being released from thawing permafrost 
(Bouchard et al., 2015; Elder et al., 2018). Th e bulk of recent 
studies have pointed to the majority of this carbon being 
relatively modern but with a quantifi able portion of ancient, 
radiocarbon-dead CH4. Nonetheless, it is clear that permafrost 
thawing does release Pleistocene-age soil organic carbon into 
the modern carbon cycle, and that resulting processes such 
as increased erosion and runoff  promote further release of 
old carbon (Estop-Aragonés et al., 2020).

Instead of taking samples directly from a lake or stream, another 
approach is to use aircraft  measurements to determine the net 
isotopic signature from an ecosystem (France et al., 2016). Such 
measurements might be easier to incorporate into regional or 
global models, and these have been applied to locate “hotspots” 
of emissions within a delta landscape of varied CH4 sources 
(Kohnert et al., 2017). While these studies may have some 
benefi t, detailed underlying knowledge of the processes that 
control CH4 production and loss in freshwater systems seem 
necessary for a true understanding of future changes.

Measuring the exotic (multiply-substituted) CH4 isotopologues 
(13CH3D and 12CH2D2) has been applied to identify the 
formation processes and temperatures of CH4 in various Arctic 
environments (Douglas et al., 2016). Th ese analyses currently 
require specialized equipment that is only available in a few 
laboratories worldwide.

One new focus area has been on genomic studies of the 
microbial species involved in CH4 cycling in freshwater systems. 
A key realization from the studies of Hultman et al. (2015) 
and Mackelprang et al. (2016) has been that connections exist 
between the state of permafrost thaw and specifi c microbial 
activity, and that a variety of microbial CH4 production 
pathways are active, which depend on the environmental 
conditions and thaw states. Combining genomic studies with 
isotopic analysis of CH4 (Singleton et al., 2018) appears to be 
useful for determining how eff ective methanotrophs are at 
destroying CH4 before it is released to the atmosphere.

Because there are multiple unquantifi ed CH4 sources in the 
Arctic marine environment, one necessary step is diff erentiating 
between the sources. Isotopic analysis remains the most 
promising, but diffi  cult, approach to this. Isotopic studies have 
attempted to untangle the possible sources of CH4 from the 
Arctic Ocean, but remain frustrated by overlapping isotopic 
signatures and variability within samples (e.g. Th ornton et al., 
2016b). Multi-isotope studies hold some promise. Nonetheless, Figure 5.6 Overlap of 13C and dD-CH4 signatures for Arctic lake types. 

From Wik et al. (2020).
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marine CH4 isotopologue data for the Arctic remains rare, 
especially for atmospheric measurements (Pisso et al., 2016; 
Pankratova et al., 2019; Berchet et al., 2020). Sapart et al. (2016) 
used δ13C-CH4, δD-CH4, and Δ14C-CH4 measurements in the 
sediment and waters in the Laptev Sea to suggest a biogenic CH4 
source, apparently forming from Pleistocene or older carbon 
substrate. On the Beaufort shelf north of Alaska, far lower 
emissions to the atmosphere were noted, with little evidence of 
release of CH4 from ‘old’ carbon sources (Sparrow et al., 2018). 
In-water measurements can be challenging, requiring massive 
water sampling projects to obtain enough CH4 for a single sample 
(Sparrow and Kessler, 2017).

Berchet et al. (2020) applied an inverse model to atmospheric 
shipborne measurements of δ13C-CH4 in the East Siberian Arctic 
Shelf (ESAS), suggesting that CH4 emissions from ESAS are 
dominantly thermogenic, with a smaller biogenic contribution. 
Thonat et al. (2017, 2019) investigated the potential to improve 
source apportionment of Arctic emissions of CH4 with long-
term continuous atmospheric measurements of δ13C-CH4. It 
is hoped that such measurements will be more common in the 
near future. A recent study on measuring radiocarbon in CH4 
from Greenlandic ice cores and a global atmospheric inversion 
model suggested that global natural radiocarbon-dead, or fossil, 
CH4 emissions were only ~1.6 Tg/y in pre-industrial times, 
with present-day rates being similar (Hmiel et al., 2020). Such 
a low emission rate is difficult to reconcile with what are likely 
multiple Arctic CH4 sources being fed by old carbon sources – 
both in the marine environment and on land.

5.5  Cloud properties from 
satellite observations

5.5.1 Introduction

The impact of clouds on the Arctic climate is multifaceted 
(Kay et al., 2016). Clouds exercise radiative and dynamical 
control on the Arctic environment, and also interact with other 
components of the Arctic climate system. The importance 
of monitoring clouds and evaluating them in the chemistry 
transport and climate models in the context of AMAP can be 
justified due to the following reasons:

a)  Cloud properties and cloud radiative effects respond to 
changes in aerosols and their precursor gases. Indirect 
effects of aerosols on clouds, and also aerosol processing 
by clouds in the pristine Arctic environment, are highly 
sensitive to changes in concentration and type of cloud 
condensation nuclei (CN) and ice nuclei (IN) (Garrett and 
Zhao, 2006; Lubin and Vogelmann, 2006; Mauritsen et al., 
2011; Loewe et al., 2017; Lohmann, 2017; Zamora et al., 
2017; Eirund et al., 2019). When the Arctic Ocean is locked 
by sea-ice during polar winters, the availability of CN is 
primarily driven by the transport of pollutants from more 
southerly latitudes; however, oceanic CN also contributes 
once the sea-ice melts during polar summers.

b)  The net surface radiative impact of clouds in the Arctic is 
positive (has a warming effect) due to the dominance of 
longwave warming, except during a few summer months (Kay 

and L’Ecuyer, 2013). This implies that changes in clouds (and 
thus the surface longwave warming) could have an impact 
on seasonal sea-ice evolution in the Arctic Ocean and snow-
covered land surfaces, which in turn could affect aerosol 
availability, optics and dynamics. This intrinsic coupling of 
clouds with large-scale atmospheric dynamics (the primary 
driver for cloud distribution), local meteorology (such as 
control by temperature and humidity inversions), aerosols 
(CCN-limited regimes), and other climate components, 
demands that clouds should be monitored along with other 
climate variables by AMAP assessments.

c)  Through liquid- and ice-precipitation processes, clouds 
influence wet deposition of pollutants in the Arctic 
(Yamagata et al., 2009).

5.5.2  Available suite of satellite-based cloud 
climate data records

Monitoring clouds in the Arctic using the network of in-situ 
measurement stations or through dedicated monitoring 
campaigns is challenging because of the harsh environmental 
conditions and due to the central Arctic being an ocean. Space-
based satellite observations offer a practical and economically 
viable alternative in this context. Enormous progress has been 
made in the last decade to improve understanding of clouds 
globally, including in the Arctic, using space-based observations. 
Polar-orbiting meteorological satellites carrying passive imaging 
sensors that are capable of providing cloud observations have 
been flying since 1978. These satellites, which are primarily 
operated by NOAA and European Organisation for the 
Exploitation of Meteorological Satellites (EUMETSAT), have 
flown with the Advanced Very High Resolution Radiometer 
(AVHRR) instrument onboard, data from which are currently 
available for nearly four decades. This has led to the compilation 
of several global cloud climate data records (CDRs).

The Arctic cloud properties from the four longest CDRs are 
outlined in the following paragraphs, with climatological 
averages calculated for the 35-year period 1982–2016. The 
first CDR is the most recent version from the pioneering 
International Satellite Cloud Climatology Project (ISCCP-
HGM, Young et al., 2018a). The second is the second edition 
of EUMETSAT’s Climate Monitoring Satellite Application 
Facility (CM SAF) Cloud, Albedo and surface Radiation 
dataset from AVHRR data (CLARA-A2, Karlsson et al., 
2017). The third CDR is from the NOAA’s Pathfinder 
Atmosphere Extended Program (PATMOS-x, Heidinger 
et al., 2014). And the fourth CDR is from the framework of 
the European Space Agency (ESA) Climate Change Initiative 
(CCI) program (Stengel et al., 2017). CLARA-A2, Cloud-CCI 
and PATMOS-x are all AVHRR-based CDRs, and employ 
the same AVHRR (inter)calibration. However, they differ in 
their approach to cloud property retrieval. The active lidar 
and radar sensors onboard the Cloud-Aerosol Lidar and 
Infrared Pathfinder Satellite Observation (CALIPSO) and 
CloudSat satellites, which are a part of the NASA’s A-Train 
constellation, have been instrumental in training, evaluating 
and improving these CDRs in the last decade. These active 
sensors have revolutionized our views of clouds globally. 
However, the data records from the active sensors are still 
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not long enough to provide a climatological perspective. Th e 
strengths and limitations of the four CDRs listed above and 
their retrieval approaches are documented in Heidinger et al. 
(2014); Karlsson et al. (2017); Stengel et al. (2017); and Young 
et al. (2018a), respectively, and their global intercomparison 
is documented in Karlsson and Devasthale (2018). Note 
that the uncertainties in, and diff erences between, cloud 
microphysical properties such as liquid- and ice-water paths 
(which are based on passive sensors) are high in the central 
Arctic, limiting the quantitative climate-quality comparisons 
that can be made between retrievals from these CDRs.

5.5.2.1  Climatological overview of cloud amount 
and cloud-top pressure

The large-scale atmospheric circulation patterns primarily 
govern the spatial distribution and variability of clouds in the 
Arctic (Cesana et al., 2012; Kay et al., 2016; Lenaerts et al., 2017; 
Devasthale et al., 2020). Heat and moisture are carried to the 
Arctic, mainly from the Atlantic and Pacifi c sectors, causing shift s 
to the thermodynamical conditions that infl uence cloud processes 
over the ocean areas. Th is transport oft en favors high cloudiness 
throughout the year over the Atlantic and Pacifi c sectors, as 
visible in the climatological distribution of cloud fraction in 
all four CDRs (Figure 5.7). Th e annual average cloudiness in 
parts of Greenland and Norwegian Seas is about 80–90%. Such 
persistent cloudiness is also usually observed over the Barents 
and Kara Seas. Th e Canadian Archipelago and Beaufort Sea, 
on the other hand, show the lowest levels of cloudiness, which 
is also represented in all four CDRs. Over the Central Arctic 
(north of 70°N), the local thermodynamical conditions (e.g. 
temperature and humidity inversions) govern cloudiness. Th e 
cloudiness there is generally in the order of 60%–70%. However, 
the areas that have highly refl ective and cold surfaces (such as 
permanently sea-covered parts of the Arctic Ocean, Greenland, 
and parts of Siberia) present a challenge for detecting clouds from 
the passive sensors. Th us, the CDRs have largest uncertainties 
and diff erences in cloudiness over these areas.

Temperature inversions are a dominant meteorological 
phenomena in the Arctic (Bradley et al., 1992; Serreze et al., 
1992; Kahl et al., 1996; Devasthale et al., 2010). Inversions are 
persistent in all seasons, including in the summer, and exert 
control on the cloud-top properties (Sedlar and Tjernström, 
2009; Sedlar et al., 2012; Shupe et al., 2013). Th e majority of 
clouds in the Arctic are low-level stratus and stratocumulus. 
Th ey are oft en capped by inversions, as the boundary-layer 
height, cloud-top entrainment and vertical mixing are limited 
by these inversions. Over the ice-free parts of the oceans, all 
four CDRs broadly agree with one another and show cloud-
top pressures larger than 700 hPa in the regions dominated 
by stratus and stratocumulus clouds (Figure 5.8). Over the 
ice-covered regions, however, the diff erences among the 
four CDRs are larger. Th e cloud-top heights (pressures) in 
PATMOS-x and ISCCP CDRs are clearly higher (lower) 
compared to the other two CDRs. Th ere are many reasons 
for this. For example, the fraction of high clouds is higher 
in PATMOS-x and ISCCP, as the separability between the 
cold surfaces and cloud tops – as well as cloud typing in 
the retrieval algorithms – is diff erent over the ice-covered 
regions. Th e handling of the cold surface temperatures, and 

the reliance on and usage of atmospheric temperature profi les 
from the reanalyses is also diff erent among these CDRs. 
Th e evaluation of CDRs using active sensors shows that the 
passive retrievals, in general, overestimate cloud-top heights 
in the Arctic. In the lower troposphere, the presence of near 
isothermal vertical structures oft en poses a challenge for 
assigning accurate cloud-top heights in the retrievals.
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Figure 5.7 Climatological mean total cloud fraction from the four satellite-
based CDRs.
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Figure 5.8 Climatological mean cloud-top pressure from the four CDRs.
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5.5.2.2 Cloud radiative effects

Th e seasonality in incoming solar radiation primarily drives 
the seasonality in cloud radiative eff ects in the Arctic. As 
the optically thick low clouds are dominant over the ocean 
areas, their high reflection of insolation over otherwise 
optically black ocean areas results in a net cooling eff ect at 
the surface during the summer months, when the sea-ice is 
also retreating towards the seasonal minimum in September. 
In the absence of insolation, the longwave radiative (warming) 
eff ects dominate (Curry et al., 1996; Walsh and Chapman, 
1998; Shupe and Intrieri, 2004; Wang and Key, 2005; Kay and 
L’Ecuyer, 2013; Kay et al., 2016; Lenaerts et al., 2017). Th e 
optically thick clouds, capped by stronger inversions, absorb 
and re-radiate longwave radiation to the surface, exerting 
positive cloud radiative eff ect (CRE) at the surface for most 
of the year (Figure 5.9).

Th e monthly spatial distribution of net CREs at the surface 
(Figure 5.10) shows that over the permanently ice-covered 
ocean areas and Greenland, the CREs remain positive 
throughout the year. Over the marginal sea-ice zones and 
open water northward of 60°N, net CREs at the surface follow 
changes in insolation through the seasons. Th e estimates of 
CREs constrained by the active CALIOP and CPR/CloudSat 
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Figure 5.9 Monthly cloud radiative eff ects (CREs) at the surface and top of 
the atmosphere over the Arctic (60°N–90°N). Th e numbers show annual 
average of CRE at the top of the atmosphere (TOA) and the surface. Th e 
results are based on 15 years of data (2003–2017) from NASA’s CERES 
instrument on board the Aqua satellite.
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Figure 5.10 Climatological spatial distribution of CREs at the surface. Th e results are based on 15 years of data (2003–2017) from NASA’s CERES 
instrument onboard the Aqua satellite.
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sensors show that the clouds over the ocean areas in the Arctic 
warm the surface by an annual average of 10 W/m2, and cool 
the top of the atmosphere (TOA) by -12 W/m2 (Kay and 
L’Ecuyer, 2013).

5.5.3  In-situ measurements of cloud 
microphysical properties

Changes in anthropogenic aerosol emissions in the Arctic 
can affect clouds, which have a fundamental influence on the 
Arctic climate. Reductions in Arctic sea ice and ice cover on 
the land surface can increase emissions of natural aerosols, in 
turn affecting clouds.

In the Arctic, in-situ measurements of cloud microphysical 
properties have been made using light-scattering, imaging, and 
hot-wire techniques, which have also been used in other parts of 
the world (Baumgardner et al., 2017; McFarquhar et al., 2017). 
Although taking continuous in-situ measurements is a challenge 
in the Arctic, the first year-round in-situ measurements of cloud 
microphysical properties in the Arctic have now been made 
at a mountain site (Koike et al., 2019). More advanced cloud 
probes have also been developed in recent years, primarily 
to discriminate between liquid and ice particles, as well as to 
derive information about morphologies of ice particles. Some 
of them have been used for Arctic research. They include: 
probes measuring polarization in scattered light (CAS-DPOL, 
Baumgardner et al., 2014; Costa et al., 2017); spatial-intensity 
distribution of near-forward scattered light (SID-3 or PPD-HS, 
Vochezer et al., 2016; Mahrt et al., 2019); polar light-scattering 
function and stereo images (PHIPS-HALO, Abdelmonem et al., 
2011; Schnaiter et al., 2018); holographic images (HOLODEC or 
HOLIMO II, Fugal and Shaw, 2009; Henneberger et al., 2013); 
and interferometric laser image (ILIDS, Porcheron et al., 2015).

In addition to the use of in-situ measurements, combined 
measurements of 94 GHz cloud radar, ceilometer, and 
microwave radiometer using the Cloudnet algorithm have 
been used to estimate vertical profiles of cloud microphysical 
properties (Nomokonova et al., 2019). Ground-based 
remote sensing is also a powerful tool for validating satellite 
measurements over the Arctic.

5.6 Conclusions and recommendations

5.6.1  Recommendations regarding aerosols 
(Section 5.2)

For continuous observations that can track long-term changes 
in aerosol properties across the Arctic and their sources the 
following actions are recommended:

 • Establish a baseline proxy to standardize global BC 
measurements, for example by building on recent 
intercomparisons of SP2 and COSMOS with other 
methodologies, for better comparability between 
measurement techniques and sites.

 • Add aerosol microphysical measurements, such as size 
distributions, at all permanent Arctic observatories to reveal 
aerosol processes and their relevance to climate.

 • Implement a systematic snow- and precipitation-sampling 
program.

 • Undertake systematic analyses of OC for source 
apportionment.

 • Conduct systematic measurements of dust in the atmosphere 
and in snow to constrain its effects on climate.

 • Establish a pan-Arctic isotopic-measurement network for 
better source attribution.

 • Add additional measurement locations in the eastern Arctic 
for better geographical coverage.

 • Conduct winter aircraft campaigns during the dark period 
in the Arctic.

5.6.2  Recommendations regarding ozone 
(Section 5.3)

 • Maintain continuity of long-term surface O3 measurements 
and vertical profiling using ozonesondes and lidars.

 • Make additional measurements of O3 precursors, 
especially CO, NOx and VOCs, and important compounds 
such as PAN and halogens, at sites measuring surface O3. 
The use of small sensors in polluted environments could 
be exploited.

 • Expand the number of sites making surface O3 and vertical-
profile measurements, especially in the eastern Arctic and 
over terrestrial areas.

 • Explore opportunities to make continuous measurements 
on new platforms, such as commercial shipping and aircraft.

 • Stimulate discussions around developing new field 
campaigns to better understand processes governing 
tropospheric O3.

 • Improve understanding around O3 and precursor satellite 
retrievals at high latitudes.

5.6.3  Recommendations regarding methane 
(Section 5.4)

 • Facilitating collaborative work between monitoring stations 
is recommended, by standardizing instruments, and 
establishing automated and consistent quality checks to 
calibrate concentration and flux measurements.  

 • A homogeneous and reliable in situ observation network 
would help to support the development of remote sensing 
methods for CH4 observation.

 • Isotopic observations of CH4 remain limited in the Arctic. 
Presently, δ13C-CH4 is more common but often based on 
flask sampling; δD-CH4 remains almost a curiosity in 
practice; and more exotic analysis of multiply-substituted 
isotopologues is extremely limited (Douglas et al., 2016). 

 • A broader set of long-term measurements of multiple CH4 
isotopologues would better constrain Arctic emissions 
sources; most analyses to date have relied solely on 
δ13C-CH4.
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5.6.4  Recommendations regarding clouds 
(Section 5.5)

Making in-situ measurements of clouds and aerosols in the 
Arctic is challenging. Satellite sensors offer a viable way forward 
with their continuous and homogeneous coverage, especially 
in the inner Arctic. However, despite significant progress made 
in active remote sensing in the past decade, several challenges 
remain in improving the retrievals from the passive satellite 
sensors. There are two key areas that need particular attention 
going forward.

1. The polar winter remains the Achilles heel for most 
of the data records that are based on passive sensors. 
Retrievals of microphysical properties depend on solar 
channels. Hence, they are not available in polar winters 
and also during the early spring and late autumn. Even 
cloud detection and retrievals of cloud-top properties 
have higher uncertainties during the polar winters.

2. Another key area is securing continued access to the 
vertically resolved information. This is especially true 
for the boundary layer clouds and aerosols, which are 
prevalent in the Arctic. Nearly 15 years of active space-
based remote sensing has demonstrated the usefulness of 
having vertical information, but it has also revealed the 
complexities and limitations associated with observing 
the lowermost clouds and aerosols in the atmosphere. 
As a result, it is highly recommended that active 
space-based remote sensing and in-situ measurements 
continue, to ground and validate both active and passive 
satellite sensors.
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6.1  Particulate matter: black carbon, 
dust, and inorganic and organic 
aerosols

6.1.1 Introduction

Aerosols from both anthropogenic and natural sources are 
present in the Arctic atmosphere. During the winter season 
(January through April), anthropogenic particles dominate, 
while in the summer (June through September) natural aerosols 
are more influential (Schmale et al., 2022).

Anthropogenic contributions have decreased since the 1990s. 
In Alert, Canada (see Table 6.2 for stations referred to in this 
chapter), for example, anthropogenic particulate sulfate has 
decreased by about 50% since 1980 – especially during the haze 
season (January–April). Black carbon (BC) declined by 54% 
between 1990 and around 2010, and now remains at a steady 
level during the haze season. Particulate nitrate is increasing 
despite lower nitrous oxide (NOX) emissions (over the period 
1980–2017). This is likely due to changes to atmospheric 
chemistry caused by reduced emissions of sulfur dioxide (SO2), 
which have led to less particulate sulfate. 

The summer Arctic aerosol load is clearly dominated by 
emissions from natural sources, mainly sea spray and dimethyl-
sulfide (DMS), which is converted to particulate sulfate or 
methanesulfonic acid (MSA). There are indications that the 
contribution of larger particles (such as sea spray) increases in 
summer. This has direct implications for the radiation balance 
through direct scattering of solar radiation and changed cloud 
albedo. Meanwhile, wildfires are increasingly contributing 
organic and black carbon aerosols to the atmosphere, which 
influence the absorption of solar radiation and the potential 
for particles to affect cloud formation. Also, mineral dust has 
been identified as a natural short-lived climate forcer through 
deposition on snow and ice, where it absorbs solar radiation 
(its effects on clouds have yet to be quantified). To accurately 
assess the role of natural sources of particles, sources both inside 
and outside of the Arctic need to be considered. 

Current monitoring sites are much better equipped to observe 
tracers of anthropogenic emissions than those of natural 
emissions. With natural emissions – from fires, mineral 
dust, sea spray, and marine microbial sources – changing, 
new approaches in monitoring are needed to document this 
change. To perform source apportionment, for both natural and 
anthropogenic sources, more sophisticated chemical methods, 

such as mass spectrometry and isotopic differentiation are 
needed. In addition, measurements of particle size distributions 
can reveal changes in emissions sources and atmospheric 
processes but this variable is only rarely measured. With respect 
to locations, this report has identified knowledge gaps in the 
eastern Arctic and in vertical profiling.

6.1.2  Sources and distribution of aerosols 
in the Arctic

Various anthropogenic and natural emissions of aerosols and 
their precursors are responsible for climate-forcing effects, as 
well as for air pollution, in the Arctic. The vertical distribution 
of aerosols measured over the Arctic often appears layered, 
and particles long-range transported far from the southerly 
source regions of anthropogenic emissions can be confined at 
specific elevations, often detached from the surface (Barrie 1986; 
Stone et al., 2014; Sharma et al., 2013; Law and Stohl, 2007). In 
addition, regional and local Arctic emissions sources, such as 
residential heating, wildfires, shipping, and extraction activities, 
contribute to the aerosol burden (Schmale et al., 2018a; Mölders 
and Kramm, 2018). Seasonal variations, with lower aerosol 
concentrations during the summer (June–September), are due to 
a decrease in the frequency of synoptic transport from the south 
and more particles being removed from the atmosphere through 
precipitation (Arnold et al., 2016). Wintertime Arctic haze builds 
up between January and April. During this period, remote 
surface locations have a direct influence on the anthropogenic 
aerosol burden, with particulate matter coming from sources 
in Eurasia, such as Siberia, by low-level transport (Popovicheva 
et al., 2019). At altitudes greater than two kilometers (km), 
sources from Europe and North America become important, 
while at greater than 3 km, emissions from deserts, biomass-
burning regions and Asia play a role (Koch and Hansen, 2005; 
Sharma et. al., 2013; Shindell et al., 2008). Local natural sources 
become dominant during the summer at the surface, while dust 
(Dagsson-Waldhauserova et al., 2014; Groot Zwaaftink et al., 
2016) and aerosols from forest fires that have been transported 
over long distances are important aloft (Evangeliou et. al., 2016).

Below is a detailed overview of aerosols that are observed in 
Arctic environments and have potential for climate effects. 
It includes BC, dust, and aerosols of inorganic and organic 
composition, covering their origin and seasonal cycles, as well 
as historical and present-day trends. The properties of each that 
are responsible for current and anticipated radiative changes 
within the atmosphere are also described. The section is divided 
into observations of atmospheric near-surface and vertical 



aerosol distributions, as well as particles in ice and snow. Maps 
indicating the locations of the observatories used to gather 
data are provided in Chapter 5 Appendix Figure A5.1 (see also 
Chapter 5 Figures 5.3 and 5.5). 

6.1.3  Concentrations, seasonal cycles 
and origins

6.1.3.1 Surface aerosol observations

Long-term monitoring at permanent observatories in the High 
Arctic provides core information about aerosol concentrations 
and composition in the atmosphere. Monitoring coordination 
networks (Global Atmosphere Watch [GAW]; Aerosol, Clouds 
and Trace Gases Research Infrastructure [ACTRIS]; European 
Monitoring and Evaluation Programme [EMEP]; Interagency 
Monitoring of Protected Visual Environments [IMPROVE])
have greatly facilitated standardization and access to aerosol 
measurement data from the Arctic observatories. Th e stations in 
the western and European geographical sectors were presented 
in AMAP (2015a), with emerging data from the fi rst monitoring 
station to operate, since 2009, in Siberia, at 71°N (Tiksi, Sakha 
Republic, Russia) also presented in this report. Th e observations 
gathered by this pan-Arctic network of research stations have 
produced a fl ourishing scientifi c literature on aerosol trends, 
seasonal cycles, composition and sources (Eckhardt et al., 2015; 
Freud et al. 2017; Popovicheva et al., 2019; Sharma et al. 2019, 
Schmale et al., 2022). Th e short review of the state of Arctic 
aerosol measurements presented here largely draws on this 
large body of information (datasets, scientifi c papers, technical 
reports), as well as on additional, selected observations carried 
out in the lower Arctic (e.g., Dutkiewicz et al., 2014). Short-term 
experimental programmes employing comprehensive aerosol 
measurement platforms have been conducted in recent years to 
target specifi c science questions. Among others are the Network 
on Climate and Aerosols (NETCARE) program (Abbatt et al., 
2019) and the Multidisciplinary drift ing Observatory for the 
Study of Arctic Climate (MOSAiC) expedition. Th e results 
available from these intensive fi eld campaigns are only briefl y 
treated here, as they are less relevant than long-term monitoring 
to the quantitative assessment of aerosol sources and trends. 
However, they were taken account of because of their signifi cance 
in defi ning future directions in research and monitoring.

Figure 6.1 shows the monthly mean concentrations of equivalent 
black carbon (eBC) at the fi ve observatories in the High Arctic 
that carry out year-round long-term monitoring. In the summer 
months, mean eBC levels range between 5 and 20 nanograms per 
cubic meter (ng/m3) at all stations, indicating the comparable 
eff ects of large-scale transport and effi  cient wet scavenging in 
all geographical regions. Average eBC concentrations peak in 
late winter or early spring in correspondence with the Arctic 
haze advection (Eckhardt et al., 2015; Gilardoni et al., 2019) 
apart from at the Summit observation facility, which – due to 
its elevation of greater than 3000 m – is normally not aff ected 
by low-level transport. However, the highest concentrations at 
Summit (>95 percentiles) are also observed in winter and early 
spring, indicating that Arctic haze can occasionally reach the 
top of the Greenland plateau. Th e climatology of the highest 5% 
of eBC monthly concentrations shows a second peak in mid-
summer at all observatories, which can be linked to fi re activity 

(see Chapter 4). Th e other two main patterns in the yearly cycle 
of eBC concentrations – as summarized by Eckhardt et al. (2015) 
– are: (a) the more pronounced seasonality at Alert with respect 
to the other stations in the western Arctic; and (b) the delayed 
ramp-up period in late fall and winter at Zeppelin, indicating 
that, for most of the dark season, Svalbard experiences strong 
wet scavenging and might also be relatively well protected inside 
the polar dome from the advection of pollutants from southerly 
regions. The long-term observations of eBC are therefore 
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Figure 6.1. Seasonal cycles of eBC at fi ve observatories in the High Arctic 
based on hourly observations during 2011–2016: Utqiaġvik (71°18’N, 
3 meters above sea level (MASL); Alaska, USA); Alert (82°28’N, 30 MASL; 
Nunavut, Canada); Summit (72°34’N, 3216 MASL; Greenland, Denmark); 
Zeppelin (78°54’N, 470 MASL; Svalbard, Norway); Tiksi (71°35’N, 
30 MASL; Sacha-Jacuzia, Russian Federation). Median values together 
with the 5%, 25%, 75% and 95% percentiles are reported. A mass absorption 
coeffi  cient of 10 m2/g was used to convert absorption coeffi  cients into mass 
of BC when not internally set by the BC instruments. Data source: Data 
ref. 6.3 (accessed 15.01.2022).
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elucidating a consistent seasonal pattern of the transport and 
accumulation of eBC particles at the regional scale in the Arctic. 
Notice, however, that the monthly mean eBC concentrations at 
Tiksi (in Siberia) exceed 150 ng/m3 in winter – more than three to 
four times higher than those in the western and European Arctic, 
where average concentrations are 20–50 ng/m3. Th e higher eBC 
levels at Tiksi are explained by the station’s proximity to strong 
emissions sources, and its exposure to low-level atmospheric 
transport from the Eurasian continent towards the Arctic Ocean 
during winter. Th e Siberian sector is still less-well covered by 
BC monitoring than the western Arctic. Nevertheless, the new 
observations performed between October 2015 and March 2016 
at the Ice Base Cape Baranova station on Bolshevik Island (Russia) 
and reported by Manousakas et al. (2020) provide evidence for the 
regional-scale nature of the BC haze in the high Siberian Arctic 
in wintertime, where monthly means of eBC concentrations even 
in remote areas can reach 200 ng/m3. Continuing to monitor BC 
on a long-term basis at locations such as Ice Base Cape Baranova 
is therefore highly recommended. 

Information about the sources of BC in the Arctic can now be 
obtained in situ by means of carbon isotopic techniques (see 
Chapter 5). According to the radiocarbon data (14C) discussed 
by Winiger et al. (2016, 2019), the biomass-burning fraction of 
elemental carbon (EC) in the pan-Arctic region was 39±10% in 
the annual mean. All sites were characterized by a pronounced 
seasonality, with a higher fraction from biomass burning in the 
summer when fi re activity in the boreal forest is the highest 
(Mouteva et al., 2015). Th e stable isotopic carbon fi ngerprints 
(13C) presented by Winiger et al. (2019) indicate that the 
combustion of liquid fuel represented the major fraction of 
fossil EC at all sites for the period considered (2011–2015). 
However, on the basis of the long-term record of δ13C carried 
out at Alert, a signifi cant contribution to EC from gas fl aring 
cannot be ruled out (Stohl et al., 2013).

Th e recent observations of atmospheric dust (e.g., mineral 
particles; for a methodological defi nition see Chapter 5) have 
highlighted the importance of previously neglected sources at 
high latitudes. Th e locations of such high-latitude dust (HLD) 
emissions sources were identifi ed in Bullard et al. (2016), as 
presented in Figure 6.2. Th e authors located and compared the 
main sources and drivers of dust emissions in the Northern 
hemisphere including Alaska, Canada, Greenland, and Iceland. 
Th ey found an overlap between HLD areas and cold deserts, 
or Polar deserts, which Péwé (1974) defi ned as areas where 

the mean air temperature of the warmest month is <10°C and 
mean annual rainfall is <250 mm. Additional HLD sources have 
been recently identifi ed in Meinander et al. (2019 and 2021), 
as presented in Figure 6.3. Meinander et al. (2021) quantify the 
Source Intensity (SI) values using the UNCCD Global Sand 
and Dust Storms Source Base Map (G-SDS-SBM), for 64 HLD 
sources included in their collection in the Northern (Alaska, 
Canada, Denmark, Greenland, Iceland, Svalbard, Sweden, and 
Russia) and Southern (Antarctica and Patagonia) high latitudes. 
Activity from most of these HLD dust sources show seasonal 
character. Th ey estimate that in the Arctic HLD region, 5.5% 
of the land area has SI≥0.5 (1,035,059 km2 ), 2.3% has SI≥0.7 
(440,804 km2), and 1.1 % has SI≥0.9 (208,701 km2). Minimum 
SI values in the Arctic HLD region are about three orders of 
magnitude smaller, indicating that the dust sources are highly 
dependent on weather conditions.

Figure 6.2. Northern hemispheric high‐latitude dust sources identifi ed 
on the basis of published observations (orange circles and black triangles; 
redrawn based on Figure 3 of Bullard et al., 2016). Orange circles indicate 
dust-storm frequency based on visibility data, while black triangles indicate 
georeferenced published observations of dust storms. For reference, light 
brown areas where the precipitation-to-potential-evapotranspiration ratio 
is <0.65 (according to the aridity index [AI] outlined in UNEP, 1997) and 
dark brown subtropical dust-emission zones are included.

Figure 6.3. UNCCD Global Sand 
and Dust Storms Source Base 
Map (G-SDS-SBM) for annual 
maximum (upper panel) and 
minimum (lower panel) source 
intensity, for the northern HLD 
region and Arctic sub-region 
(north of  50°N and 60°N, 
respectively, marked with dashed 
lines); redrawn based on Figure 2 
of Meinander et al. (2021).
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Dust has very high temporal and spatial variability, as well as an 
episodic nature (Kaspari et al. 2014; Di Mauro et al., 2015), and 
concentrations can become very high. For example, the median 
annual PM10 dust concentration during dust events in northeast 
Iceland 1949–2011 was calculated as 106 µg/m3, with maxima of 
122 µg/m3 in May and September (Dagsson-Waldhauserova et al., 
2017). Th e climatology of Al concentrations compiled for Alert 
by Sharma et al. (2019) indicates a seasonal cycle with maxima 
in spring and fall, which overlaps with the months of the highest 
frequency of dust storms in Iceland (Dagsson-Waldhauserova 
et al., 2014). However, the concentrations (0.2–0.6 µg/m3 as 
monthly means at Alert based on weekly observations of aerosol 
Al between 2000 and 2006 [Fan, 2013]) appear very diluted 
with respect to peak levels in the source regions (e.g. Iceland). 
Similarly, the concentrations of geogenic elements in Ny-Ålesund 
peak in March and April, corresponding to the seasonality of dust 
in remote Arctic Canadian and Greenlandic areas. 

However, as the ground is almost entirely covered by snow at 
this time, this dust may be transported from lower latitudes 
(Conca et al., 2019). Meanwhile, observations from Svalbard 
show that, in summertime, local sources such as dust emissions 
from glacial outwash plains can enhance dust concentrations 
(Tobo et al., 2019).  

About half of annual dust events in the southern part of 
Iceland take place at sub-zero temperatures, when dark 
dust may be mixed with snow, reducing albedo (Dagsson-
Waldhauserova et al., 2015). Icelandic dust contains abundant 
iron (Fe). Iron aerosols are emitted to the atmosphere from 

natural mineral-dust sources and anthropogenic processes, such 
as power generation. Ground-based and aircraft  observations 
have shown that mass concentrations of anthropogenic iron 
oxide (FeOx) aerosols in East Asia and the Arctic were around 
20%–50% of that of BC. Th e FeOx and BC concentrations were 
highly correlated, indicating that they are emitted from almost 
the same areas with similar emission ratios over the northern 
hemisphere (Yoshida et al., 2020). More research on iron oxides 
in atmospheric aerosols is recommended, not only because 
FeOx aerosols aff ect Earth’s energy budget through their strong 
absorption of solar radiation, but also because they can aff ect 
global biogeochemical cycles through their role as a nutrient 
for oceanic phytoplankton (Matsui et al., 2018).

Aerosol sulfate and nitrate found in the Arctic environment are 
mainly carried from industrial and transport sources situated 
further south. However, sulfate in the atmosphere can also 
stem from natural sources as a result of volcanic emissions, 
the transformation of DMS gas emitted from marine microbial 
activity, and primary production of sulfate through sea-salt 
emissions. Gaseous sulfur oxides (SOX) and NOX oxidize 
in the atmosphere forming H2SO4 and HNO3, respectively. 
Th ese gases can readily condense onto pre-existing airborne 
particles or react with other compounds to form new particles. 
Meteorology governs the seasonality observed in the Arctic 
aerosol sulfate and nitrate concentrations measured at six 
Arctic surface stations including Alert, Utqiaġvik, Zeppelin, 
Gruvebadet, Th ule and Villum (Figure 6.4). Similar patterns 
occur at all locations in the North American and European 

Figure 6.4. Seasonal variation in 
median aerosol sulfate (top) and 
nitrate (bottom) concentrations, 
over decadal or longer timescales, 
at: Alert (1980–2017); Utqiaġvik 
(1998–2012); in Ny-Ålesund 
at the two sites of Zeppelin 
(1997–2018; sulfate only) and 
Gruvebadet (2010–2019); Thule 
(2010–2018); and Villum (1991–
2018) measurement stations. 
Sources: Data ref. 6.3; personal 
communication with principal 
investigators (PIs) of the stations.
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Arctic: concentrations peak in April due to the build-up of 
Arctic haze, then decline and are at their minimum during the 
summer. The new observations emerging from the Siberian 
observatories also show a seasonality. Sulfate concentrations 
are 1–2 µg/m3 in summer, rising to 3–4 µg/m3 in winter at 
Tiksi (Popovicheva et al., 2019), and between 0.18±0.17 µg m-3 
(summer) and 0.60±0.46 µg/m3 (winter) at the more remote 
station of Ice Base Cape Baranova (Manousakas et al., 2020). 
The difference in sulfate levels between the two Siberian sites 
points to concentration gradients in this sector of the Arctic 
that still need to be fully elucidated.

Aerosol nitrate median concentrations are highest at Alert 
and Villum followed by Thule, Gruvebadet, and Utiqiaġvik. At 
Utqiaġvik, concentrations of nitrate are smallest in summer, 
while sulfate concentrations are comparable to the other sites. 
Aerosol sulfate median concentrations are highest at Alert, 
Zeppelin and Villum, followed by Utqiaġvik and Gruvebadet, 
and lowest at Thule.

Few studies have estimated the contribution of different 
sulfate sources. At Ny-Ålesund (Zeppelin and Gruvebadet 
observatories), anthropogenic sources predominate during 
winter and spring. Crustal, sea-salt, biogenic and anthropogenic 
sources account for 3.3%, 12.0%, 11.5% and 74.8%, respectively 
(Udisti et al., 2016). In summer, the biogenic sulfate fraction 
extends up to 70%, becoming dominant as the anthropogenic 
component declines at various locations in the Arctic (Norman 
et al., 1999). New observations at Ice Base Cape Baranova also 
show that, in the Siberian Arctic, sulfate concentrations are 
affected by anthropogenic sources in the cold seasons and by 
natural sources in the warm ones (Manousakas et al., 2020). 
During July 2014, results from a research cruise in the Canadian 
Arctic Archipelago of the Arctic Ocean showed 70% of fine 
aerosol sulfate (<0.49 μm) and 86% of SO2 were from biogenic 
sources (Ghahremaninezhad et al., 2016). 

Fewer studies are published for particulate nitrate source-
apportionment. While the anthropogenic sources are 
dominant, the source types are not explored. This is an 
important knowledge gap, because nitrate is one of the few 
aerosol components that has been clearly increasing over time 
in the Arctic region (see Table 6.2).

Organic aerosols (OAs) are characterized by their diverse 
sources, atmospheric transformation processes and 
composition. Such complexity means that current knowledge 
of the atmospheric lifecycle, sources and detailed composition 
of OAs in the Arctic is still very limited.  Nevertheless, efforts 
to gather observations on the concentrations and properties 
of OAs have intensified significantly in recent years (Moschos, 
et al., 2022a; Moschos et al., 2022b). Organic compounds are 
thought to be important in several processes involving climate 
feedbacks on biogenic emissions to the atmosphere, potentially 
affecting the formation of new particles, cloud condensation 
nuclei (CCN) number and cloud formation (Abbatt et al., 2019; 
Boy et al., 2019; Petäjä et al., 2020; Beck et al., 2020). OAs are 
also associated with wildfire emissions and other anthropogenic 
sources, and can serve to trace BC emissions (Stohl, 2006).

The seasonal trends of organic carbon (OC) – in other words, the 
carbon contribution to OA – highlight the anthropogenic input 
during Arctic haze months (Figure 6.5). However, the summer 

minimum is less deep than for BC (Figure 6.1). On the contrary, 
OC concentrations are sustained or even exhibit a second 
maximum in midsummer and decline to a minimum only in 
September (Moschos et al., 2022a). The measurements performed 
in the remote Siberian observatory of Ice Base Cape Baranova 
in 2015–2016 show a weak seasonality for OC, but generally 
exhibit higher concentration levels than in the western Arctic at 
around 800 ng/m3 throughout the year (Manousakas et al., 2020) 
compared to 100–400 ng/m3 at Gruvebadet and Alert (Figure 6.5). 
The contribution to OC provided in summertime by sources 
other than fossil-fuel combustion (either biomass burning or 
biogenic) is supported by recent studies conducted at Tiksi and 
Ice Base Cape Baranova on the basis of seasonal changes in 
the OC/EC ratios (Popovicheva et al., 2019; Manousakas et al., 
2020) and, for Utqiaġvik, using OC Δ14C fingerprints (Barrett 
and Sheesley, 2017). More stations have been investigated by 
Moschos et al. (2022a). 

OC source-apportionment studies have highlighted the 
seasonal change of OA composition from the haze period – 
when the oxidation state of organic matter points to long-range 
transport, and organic markers are clearly of anthropogenic 
origin – to late spring and early summer season, when biogenic 
sources become dominant (Fu et al., 2016; Nielsen et al., 2019). 
The analysis of the seasonal cycles of MSA based on eight years 
of observations at Gruvebadet, Svalbard and Thule, Greenland 
(Becagli et al., 2019) suggest significant OA sources in the open 
ocean, as well as from the biota colonizing sea ice in the marginal 
ice zone (Mungall et al., 2018a; Dall’Osto et al., 2017, 2018). 
The source types contributing to the anthropogenic fraction of 
OC have been explored using isotopic and receptor modeling 
techniques. The application of probability source contribution 
functions (PSCFs), to identify pollution source areas for OAs 
sampled at Ice Base Cape Baranova, is an example of the latter. 
Results point to nearby industrial sources (including flaring) 

Figure 6.5. OC concentration monthly means from Alert and Gruvebadet 
(Ny-Ålesund). Data from Gruvebadet are not available for the dark season 
(Oct–Jan). Source: unpublished data from Lin Huang (Environment and 
Climate Change Canada) and Rita Traversi (University of Florence).
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and to forest fi res and other anthropogenic emissions at the 
mid-latitudes in Eurasia (Manousakas et al., 2020). Further 
work has been undertaken using positive matrix factorization, 
but results were not available before publication of this report 
(Petäjä et al., 2020). 

Further insights into the concentrations and origins of 
atmospheric aerosols can be gained by analyzing the physical 
and microphysical properties of aerosols, which have been 
measured in the Arctic since the late 1990s. Schmeisser et al. 
(2018) analyzed observations of annual mean scattering and 
absorption coeffi  cients at six Arctic sites, and found a seasonality 
for all sites that was clearly related to variations in particle mass 
(the larger the particle, the greater its mass) and chemistry (see 
Section 5.2.1.1 for more details on optical properties). 

From Zeppelin measurements (Tunved et al., 2013) noted 
a changing particle size distribution with seasons is clearly 
visible. During the Arctic haze period, relatively large 
submicrometer particles – ‘accumulation mode’, at >100 nm – 
dominated. However, during summer, much smaller particles– 
‘Aitken mode’ at 20–100 nm were present in roughly equal 
concentration. In fall, the slow build-up of the accumulation-

mode particles begins, with the concentration peaking in 
spring. Th e spring peak has long been identifi ed as the Arctic 
haze period, caused by air pollution being transported over 
long distances, mainly from the Eurasian continent. Th e 
summer aerosol fraction has lately been hypothesized to 
be of natural origin, with the formation of new particles 
occurring at the regional scale in the atmosphere (see for 
example, Leaitch et al. [2018] for Alert). 

For the period 2013–2015 Freud et al. (2017), Figure 6.6, found 
quite similar seasonality of aerosol size distribution for the 
other observatories around the Arctic. However, they noted 
some consistent diff erences between the sites that were beyond 
the year-to-year variability, caused by diff erences in proximity 
to anthropogenic source regions and the Arctic Ocean sea-
ice edge. Exposure to free tropospheric air and precipitation 
patterns played an additional role. An important conclusion is 
that aerosol observations from a single Arctic site cannot fully 
represent the entire Arctic region. 

Addressing the question of the natural Arctic aerosol sources, 
Dall’Osto et al. (2019) found six diff erent types of size distributions 
related to natural sources and processes but only two linked 

Figure 6.6. Monthly aerosol number size distributions (aft er Freud et al., 2017). Solid curves indicate median distributions calculated on a homogenized 
29-bin size spectrum. Th e shaded areas denote the interquartile range. Data are from diff erent years for each station from the period 2007–2015. 
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to anthropogenic sources. Natural particles dominate in the 
summer, with the anthropogenic contributions growing during 
the fall to dominate during the winter and spring. 

Studying aerosol cloud interactions, Jung et al. (2018) 
presented fi ve years of CCN number concentrations at diff erent 
supersaturations for Zeppelin. A clear seasonal dependence was 
seen, which was diff erent for low and high supersaturations 
(Figure 6.7). At low supersaturation, the Arctic haze period, with 

high concentrations of accumulation-mode, sulfate-rich particles, 
showed the highest number of CCN. At higher supersaturation, 
high summer concentrations of much smaller, mainly biogenic, 
particles exhibited similarly high CCN concentrations. Lange 
et al. (2019) concluded, from a similar study on the hygroscopic 
properties of aerosols, that particles from pollution transported 
long distances dominated the CCN in Arctic cloud formation 
during the winter, while natural particles dominated the CCN 
in summer (Figure 6.7). Th ese studies demonstrate that it is 
feasible, with state-of-the-art methodologies, to apportion the 
sources of aerosol particles that act as CCN in the Arctic into 
anthropogenic and natural contributions. Extending this analysis 
to other geographical areas of the Arctic would greatly benefi t our 
understanding of how human activity infl uences cloud-mediated 
aerosol impacts on climate in this part of the world.

6.1.3.2 Vertical distribution

Th ere are signifi cantly fewer observations of the vertical profi le 
of aerosol concentrations in the atmosphere than surface 
aerosol observations. Th e net aerosol radiative forcing strongly 
depends on the vertical distribution of aerosol concentrations 
and properties, which, in turn, is infl uenced by transport 
patterns and removal mechanisms that are also altitude 
dependent. The variability of aerosol vertical distribution 
means that this forcing diff ers throughout the atmospheric 
column (Stjern et al., 2019). As an example, the annual 
warming caused by BC extends from the surface (pressure 
above 800 hectopascals [hPa]), where it is more pronounced, 
up to the upper troposphere (pressure below 200 hPa), where it 
is less pronounced. However, the extent of the BC forcing also 
depends on the season, with warming along the atmospheric 
column dominant in summer and a combination of surface 
warming and upper tropospheric cooling in winter (Stjern 
et al., 2019). It is thus important to understand the processes 
controlling the distribution of aerosols in the Arctic along the 
atmospheric column. Also, vertical changes on decadal scales 
have been observed, indicating a variable infl uence of emerging 
sources and transport patterns (Stone et al., 2014). 

Th e vertical variability of aerosols in the atmosphere between the 
Arctic winter and summer is due to temperature stratifi cation 
in winter, with pollution being layered as a result of particles 
from diff erent sources being transported at diff erent altitudes 
(with, for example, aerosols from wildfi res and Asian dust being 
transported aloft ) (Di Pierro et al., 2013; Tomasi et al., 2015; 
Shibata et al., 2018; Th omas et al., 2019b). Remote-sensing 
observations, both satellite and ground-based, indicate that the 
highest aerosol concentration in all sectors of the High Arctic 
(averaged over a year) is observed in the lowest kilometer of the 
atmosphere, while individual biomass-burning plumes aloft  can 
also produce a strong but temporary signal (Devasthale et al., 
2011; Tomasi et al., 2015; Shibata et al., 2018). 

During the Arctic haze period, BC concentrations tend to 
increase with altitude within the fi rst kilometer (Ferrero et al., 
2016; Markowicz et al., 2017), showing spatially well-defi ned 
pollution plumes arriving from mid latitudes (McNaughton 
et al., 2011; Schulz et al., 2019). Th ese plumes, however, appear 
to have a signifi cantly smaller horizontal and vertical extent 
than those measured during the first airborne campaigns 

Figure 6.7. Top and middle: Box plot of monthly median CCN number 
concentration at 0.2% and 1.0% supersaturation (SS) for April 2007–March 
2013, respectively, measured at the Zeppelin observatory in Ny-Ålesund 
(Jung et al., 2018). Bottom: Derived monthly contributions of natural and 
anthropogenic aerosol categories to total ambient CCN concentration at 
0.4% supersaturation (Lange et al., 2019).
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performed in the 1980s (Stone et al., 2014). It must be noted 
that improvements in BC measurements might significantly 
bias any comparison between recent and earlier observations. 
The correlation of BC with sulfate and OA strongly depends on 
altitude (Willis et al., 2019), and might indicate the altitudinal 
influence of source regions, with anthropogenic emissions 
being dominant below 2 km altitude and above 4 km, and 
episodic biomass-burning emissions at mid altitudes of 2–3 km 
(Marelle et al., 2015). Long-range transport from southeast 
Asia influences the mid and high troposphere preferentially, 
while transport from northern Asia (Siberia) affects lower 
altitudes. That from Europe and North America can influence 
both the lower and mid troposphere (Sharma et al., 2013; Liu 
et al., 2015; Xu et al., 2017). These studies report that BC was 
mostly emitted by anthropogenic sources in northern Asia 
(Siberia). Further studies indicate that open biomass burning 
also contributes significantly to the BC burden during spring 
(Stohl, A., 2006; Kondo et al., 2011b; Matsui et al., 2011), 
and that the injection of aerosols from biomass burning in 
the free troposphere can episodically lead to elevated BC 
concentrations at high altitudes (Roiger et al., 2015; Köllner 
et al., 2017; Sobhani et al., 2018). The mass concentration and 
particle number fraction of BC decreases abruptly within the 
troposphere from spring to summer (Schulz et al., 2019). This 
is caused by a combination of processes, including preferential 
wet scavenging of BC between source regions and the Arctic 
(Liu et al., 2015) – because BC is more hygroscopic during 
summer (Motos et al., 2020) – and inhibited transport from 
mid latitudes (Bozem et al., 2019). As a consequence, more local 
Arctic sources, both anthropogenic and natural, might control 
the summer BC population. Anthropogenic particle sources 
within the Arctic, such as shipping and oil-gas extraction, have 
been shown to enhance BC concentrations above the natural 
background level in the lowest layer of the atmosphere on 
local and regional scales (Stohl et al., 2013; Roiger et al., 2015; 
Ferrero et al., 2016; Law et al., 2017; Schmale et al., 2018a). 

Mineral dust is a ubiquitous species of the Arctic aerosol 
population that is observed from the lowest to the highest 
layers of the troposphere. In spring, the mass concentration of 
mineral dust tends to increase with altitude, contributing more 
than 80% to the total aerosol mass concentration above 4 km 
altitude in the Western Arctic (McNaughton et al., 2011). A 
similar vertical increase is reported for the winter season in the 
Svalbard region (Di Biagio et al., 2018). This is mostly caused by 
the efficient high-altitude transport of mid-latitude desert dust 
suspended above Africa and Asia (Groot Zwaaftink et al., 2016). 
In addition to long-range transport, Arctic and sub-Arctic dust 
sources, such as glacial and volcanic sediments, have become 
more important sources of emissions in recent years (Crusius 
et al., 2011; Bullard et al., 2016; Groot Zwaaftink et al., 2016). 
Iceland represents one of the major sources of high-latitude 
dust, due to its geographic location and extensive desert surface 
(Blechschmidt et al., 2012). Icelandic dust that is injected in 
the free troposphere during volcanic eruptions can control the 
aerosol number concentration in the lowest kilometer of the 
atmosphere at local and regional scales (Blechschmidt et al., 
2012; Groot Zwaaftink et al., 2016, 2017). Although volcanic 
emissions can contribute substantially to atmospheric dust 
loading, direct volcanic emissions are most often not included 
in studies of high-latitude dust, unless volcanic sediments are 

deposited and subsequently resuspended. Icelandic winter 
dust storms can lead to dust concentrations similar to Saharan 
conditions (Dagsson-Waldhauserova et al., 2019). However, 
the largest dust particles, and thus most of the mass, remain in 
the lowest atmospheric layer. The episodic occurrence of rain 
or snow can drastically change the concentration and vertical 
distribution of aerosols generated by dust storms (Dagsson-
Waldhauserova et al., 2019). Icelandic dust can, nevertheless, 
be transported over long distances within the Atlantic Arctic 
sector (Groot Zwaaftink et al., 2017) and has been observed in 
the lowest kilometer of the atmosphere over Svalbard (Moroni 
et al., 2018). While most research has focused on Icelandic 
dust, it is also known that the fine-grained glacial dust in Arctic 
river beds can be transported through the atmosphere – for 
example in Alaska (Crusius et al., 2011) – but little information 
is available on transport pathways and climate effects. 

OA shows a strong vertical variability in both summer and 
spring. Results obtained from airborne observations in the 
Canadian Arctic during the NETCARE project showed that 
the concentration of OA increases with altitude in spring, with 
the mass fraction of OA rising from approximately 20% at the 
surface to 40% in the high polar dome (265–280 Kelvin [K] 
potential temperature) (Willis et al., 2019). In that particular 
case, the correlation of OA with BC also increased with altitude, 
indicating combustion as a source of high-altitude OA in 
spring. Previous studies focusing on the transport of long-range 
pollution towards Greenland in summer highlighted the high 
vertical variability of OA concentrations, which was strongly 
driven by the emissions source type (Schmale et al., 2011). 
The stronger the biomass-burning influence in an air mass, 
the higher the fraction of OA, whereas anthropogenic sources 
were responsible for high-particulate sulfate fractions. Far from 
emissions sources, OA tends to exhibit similar characteristics, 
such as high oxygenation, which makes it hygroscopic and a 
useful CCN (Schmale et al., 2011). However, due to the high 
complexity, at it is not yet possible to ascribe the influence 
of source region, source type, chemical processing and wet 
removal or cloud processing during transport to vertical OA 
characteristics (Abbatt et al., 2019). Isolating the individual 
influence of such processes requires the systematic and 
collocated observation of trace gases, aerosol chemical and 
physical properties, and cloud microphysics. Although recent 
studies indicate that natural Arctic emissions represent an 
important contribution to the surface OA population in 
summer (Collins et al., 2017; Dall’Osto et al., 2017, 2018; 
Leaitch et al., 2018; Croft et al., 2019), little is known about 
the vertical distribution of these emissions.  

Remote sensing indicates that the vertical distribution of 
aerosol physical properties, such as particle diameters, changes 
drastically throughout the seasons (Shibata et al., 2018). In 
spring, strong variability is observed in the lowest kilometer, 
as a function of atmospheric stability (Ferrero et al., 2016). 
Aloft, the mean diameter of both total aerosol and BC slightly 
decreases with altitude (Shantz et al., 2014; Schulz et al., 2019). 
However, the episodic influence of biomass-burning plumes 
leads to a shift of size distribution to larger diameters at high 
altitude (Brock et al., 2011; Matsui et al., 2011; Moore et al., 
2011; Quennehen et al., 2012), while bimodal biomass-burning 
aerosol has also been observed (Schmale et al., 2011). Bimodal 
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distributions are also reported for anthropogenic plumes, with 
some having enhanced Aitken-mode particles (Quennehen 
et al., 2012) and others a greater fraction of coarse particles 
(Matsui et al., 2011). Outside of pollution plumes, nucleation 
and small Aitken-mode particles can dominate the number size 
distribution (Schmale et al., 2011). In summer, the combination 
of particle formation and wet removal might be responsible for 
the increase in, and depletion of, ultrafine- and coarse-mode 
particles in the boundary layer, respectively (Kupiszewski et al., 
2013; Burkart et al., 2017). 

Although very limited in number, studies investigating 
the vertical distribution of CCN generally indicate that 
concentration increases with altitude in spring and early 
summer (Hegg et al., 1995; Yum and Hudson, 2001; 
Moore et al., 2011). The fraction of activated aerosol increases 
above 1 km altitude during the occurrence of both natural 
and anthropogenic pollution plumes (Moore et al., 2011), and 
fresh biomass-burning plumes (Lathem et al., 2013). In recent 
surface studies (Abbatt et al., 2019), mineral dust was found to 
be the major source, in springtime, of ice nucleating particles 
(INP) at Alert from plumes transported over long distances 
(Si et al., 2019). The major source of INP in the summertime 
within the marine boundary layer of the Canadian Arctic 
Archipelago was found to be local mineral dust (Irish et al., 
2017) and the sea-surface microlayer when mineral dust 
concentrations were low (Irish et al., 2017, 2019). Recent 
studies in Svalbard further found that INP concentrations 
were significantly enhanced in summertime as a result of 
local dust emissions (Tobo et al., 2019).

Although Arctic aerosol of marine origin has been shown to be 
ice-nucleation active, the studies of the vertical distribution of 
Arctic INP are currently limited to a few airborne observations 
in Alaska and the central Arctic Ocean (unpublished), and do 
not allow for differentiation nor quantification of the impact 
of anthropogenic and natural sources (Rogers et al., 2001; 
Prenni et al., 2009; McFarquhar et al., 2011.

6.1.3.3  Observations of aerosol 
components in snow

The IPCC Special Report on the Ocean and Cryosphere in a 
Changing Climate (IPCC, 2019) highlighted the impact that 
the deposition of light-absorbing particles such as BC, water-
insoluble OC (WiOC) and dust has on surface snow- and 
ice-melt rates. Measurements of light-absorbing particles in 
snowpack and ice are essential, as the interaction between 
the cryosphere and atmosphere is important for climate 
forcing (Flanner et al., 2007; Boy et al., 2019; IPCC, 2019) 
and can only be understood when relevant data is available 
from both domains. Estimating climate effects, such as the 
reduction of albedo and increase in surface melt rates, calls 
for model simulations (Chapter 7 of this report, Evangeliou 
et al., 2018; Meinander et al., 2013; Tuccella et al., 2021). 
Modeling often requires assumptions to be made regarding 
the characteristics of snow and ice, as well as cloud coverage, 
and further uncertainties derive from the high spatiotemporal 
variability in observed concentrations of BC and dust in the 
Arctic cryosphere (Flanner et al., 2007; Meinander et al., 2020a; 
Spolaor et al., 2017).

Measurements of the BC content in snow have been carried 
out at numerous Arctic and sub-Arctic sites since the 1980s. 
However, the variety of sampling protocols and techniques used 
(see Chapter 5), makes it difficult to create compilations and 
draw comparisons from these spatial data. Data gathered from 
regular or repeated (weekly to monthly) multi-year monitoring 
using consistent protocols have so far only been reported from 
Finland (Sodankylä 2009–13; Meinander et al., 2020a, 2020b) 
and from Svalbard (Ny-Ålesund area 2007–2018; Zdanowicz 
et al., 2021). These and other new observations of BC in snow 
that have been reported since the 2015 AMAP assessment are 
reported below. 

The first systematic measurements of BC in fresh snow from 
the Canadian High Arctic were obtained at Alert in the winter 
of 2014–15 (Macdonald et al., 2017, 2018). The median 
refractory black carbon (rBC) concentration was 2.3 ng/g of 
snow (interquartile range: 1.3–4.1 ng/g) and the estimated daily 
median depositional flux in snow was 0.42 millimeter per square 
meter per day (mm/m2/d). For the same winter, Rodríguez 
et al. (2020) reported EC concentrations in fresh snow of 
6.2–32.9 µg/kg. Using carbon isotope source-apportionment 
methods (13C, 14C), they inferred that elemental carbon (EC) 
in snow was predominantly sourced from biomass-burning 
emissions (53%–88%).

In Arctic Alaska, seasonal variations in rBC concentrations in 
snow and rain were measured between 2013 and 2017. About 
50% of annual wet deposition occurred in summer, indicating 
the importance of wet deposition to rBC emitted from biomass 
burning (Mori et al., 2020). Measurements of rBC in spring and/
or summer surface snow were also reported from the Juneau 
Icefield, southeast Alaska (Nagorski et al., 2019) and from glaciers 
of the Alaska Range in south-central Alaska (Konya et al., 2021). 
On the Juneau Icefield, median rBC concentrations in snow 
ranged between 0.4–3.1 ng/g, with an overall median of 0.9 ng/g. 
On glaciers of the Alaska Range, concentrations in snow ranged 
from 1.5–5.3 ng/g, with an overall mean of 2.9 ng/g. The estimated 
median radiative forcing caused by rBC in surface snow on the 
Juneau Icefield was ~3 watts per square meter (W/m2) in May, but 
underwent a >10-fold increase to ~40 W/m2 in July, as ablation 
caused the rBC to accumulate on the snow surface (Nagorski 
et al., 2019). On glaciers of the Alaska Range, the reduction in 
snow albedo caused by rBC and other insoluble impurities was 
estimated at 0.004–0.007, the largest figure (for April) being 
equivalent to a positive surface radiative forcing of 1.5 W/m2 
(Konya et al., 2021).

In Greenland, much research effort since 2015 has focused on 
quantifying the impact of BC from biomass burning, particularly 
forest and tundra fires, on snow and ice albedo. With this 
aim, Polashenski et al. (2015) measured rBC concentrations 
in surface snow across parts of northwest Greenland in 2013 
and 2014. They found that rBC concentrations ranged between 
1.1–17.4 ng/g in summer 2012, and 2.8–43 ng/g in summer 
2013. They estimated that these concentrations resulted in 
a mean reduction in surface albedo of 0.003. As this was too 
small to be detected by satellites, they concluded that spring or 
summertime deposition of BC (and dust) could not account for 
the recently observed declining trend in the summer albedo of 
the ice sheet. These data were also used by Thomas et al. (2017) 
to estimate rBC deposition from Canadian forest-fire emissions 

93



over the northwestern Greenland ice sheet in the summer of 
2013. Mass deposition rates during the event were calculated 
at between 250–1300 mm/m2 over roughly a one-week period.

In Svalbard, Zdanowicz et al. (2021) synthesized data obtained 
from snow samples collected by the Norwegian Polar Institute in 
the Ny-Ålesund area between 2007–18, as well as from a survey 
carried out on glaciers across the archipelago in the spring of 2016. 
Overall, the median EC concentration in surface snow varied 
between 1.9–6.8 ng/g at remotes sites, but was slightly higher, at 
9.8 ng/g, near Ny-Ålesund. Mass loadings of EC in the late winter 
snowpack calculated from samples taken from Svalbard glaciers 
in 2016 ranged between 0.1–2.6 mg/m2. These figures were close 
to, or lower than, those found by Forsström et al. (2009, 2013) at 
many of the same sites between 2007–2009. Mass accumulation 
of EC in Svalbard snow was found to increase with elevation and 
snow accumulation, and dry deposition is believed to play only 
a minor role in net accumulation. The estimated area-averaged 
EC load across Svalbard was 1.1 mg/m2 for the 2015–16 winter, 
and the monthly mean accumulation rate was ~0.1 mg/m2 for 
the winter months (September–April). The associated radiative 
forcing was not determined.

Further south in Sodankylä, in Arctic Finland, a five-year 
record of weekly sampling and analysis of EC in surface snow 
was presented by Meinander et al. (2020a). The overall median 
EC concentration in snow was 25 ng/g; with this figure more 
than doubling from the winter accumulation season (median 
21 ng/g) to the spring season (median 57 ng/g), largely due to 
the surface-concentration effect during snow melt.

Concentrations of eBC were measured (using an integrating 
sphere) in the spring snowpack on the Arctic Ocean between 
2008–2013, in the region between Greenland, Ellesmere Island, 
and the North Pole (82°N–89°N, 0°W–100°W) (Doherty et al., 
2015). The median mixing ratio of BC across all years was 
4 ng/g, with the ratio varying between around 2–7 ng/g, with 
no identifiable temporal trend between these years.

Large-scale geographic patterns in the BC content of 
Arctic snow were presented by Zdanowicz et al. (2021; 
Figure 6.8) using EC data compiled from 2002–18, and by 
Mori et al. (2019) (Figure 6.9) using rBC data from 2012–16. 
The lowest concentrations of EC (limited to data measured 
by comparable protocols) were in central Greenland and the 
remote mountainous parts of the western North American 
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Figure 6.8. Comparison of EC concentrations in snow across different sectors of the Arctic, color-coded by region (adapted from Zdanowicz et al., 
2021). Only data obtained by thermo-optical analysis using comparable protocols are included. Main data sources: Svalbard – Zdanowicz et al. (2021), 
Forsström et al. (2009, 2013), Ruppel et al. (2014); Greenland – Hagler et al. (2007); northern Scandinavia – Forsström et al. (2013), Meinander et al. 
(2013, 2020a), Svensson et al. (2013, 2018), Ingvander et al. (2013); Russia and Siberia – Evangeliou et al. (2018); and Yukon – Zdanowicz et al. (2021).
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subarctic (Yukon). The highest concentrations were found 
in northern Scandinavia, western Russia and Siberia 
(Zdanowicz et al., 2021). 

A broadly similar pattern has been observed for rBC, which 
Mori et al. (2019) attributed to latitudinal variations in BC 
source emissions fluxes, wet deposition, and the altitude of the 
study sites. In addition, due to the preferential wet removal of 
larger BC particles, the diameters of BC particles deposited 
in snow were found to reduce with growing distance from 
emissions sources. The EC and rBC concentrations in snow 
reported by Zdanowicz et al. (2021) and Mori et al. (2019) are 
within a factor of two, hence within the irreducible uncertainties 
arising from differences in the measurement techniques used. 
An earlier pan-Arctic survey of BC in snow that used yet 
another method (integrating-sandwich spectrophotometer) 
had found similar values for the North American Arctic, but 
higher concentrations for Svalbard and Greenland (Doherty 
et al., 2010, as discussed in AMAP, 2015a).

In terms of temporal variations, weekly-to-monthly sampling 
carried out near Ny-Ålesund by the Norwegian Polar Institute 
between 2011–18 showed no trends in EC concentrations in 
surface snow (Zdanowicz et al., 2021). Neither were any trends 
found in weekly measurements made between 2009–13 at 
Sodankylä (Meinander et al., 2020a).

Efforts to determine the concentration and radiative forcing 
of dust in snow, have increased in recent years (Boy et al., 
2019; Dagsson-Waldhauserova and Meinander, 2019; Dagsson-
Waldhauserova et al., 2015; Meinander et al., 2014; Peltoniemi 
et al., 2015). The components that have been measured include: 
optical properties of dust on snow (Peltoniemi et al., 2015; 
Zubko et al., 2019), chemical composition (Dordevic et al., 
2019), and particle size and shape (Dragosics et al., 2016). 
In a modeling study, Kylling et al. (2018) estimated a surface 
radiative effect of 0.292 W/m2 caused by dust deposition (largely 
transported from Asia) on Arctic snow. For comparison, this 
is approximately half of the BC central scenario estimated 
by Flanner et al. (2007). Influenced by temporal and spatial 
variability, light-absorbing dust particles can contribute to 
interannual fluctuations of the seasonal snow-melt rate (Painter 
et al., 2018); most often the particles increase melt but they 
can also insulate and decrease melt (Wittmann et al., 2017; 
Möller et al., 2016). Additionally, a reduction in the density 
of surface snow due to light-absorbing impurities has been 
documented (Meinander et al., 2014; Skiles and Painter, 2016). 
Understanding such reduction in snow density is important 
because it directly affects the amount of water the snow can 
hold. In addition to natural dust, dust in Arctic snow can 
originate from anthropogenic sources, such as from active 
mines (Khan et al., 2017).
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The Greenland ice sheet has received special attention from 
researchers. According to Dumont et al. (2014), the observed 
decline of Greenland’s albedo over the past decade has been 
attributed to the enhanced growth of snow grains resulting 
from atmospheric warming. However, Dumont et al.’s analysis 
of remote-sensing data indicated that the springtime darkening 
that has occurred since 2009 stemmed from a widespread 
increase in the amount of light-absorbing impurities in snow 
(as well as in the atmosphere). The researchers suggested that 
dust transported from snow-free areas of the Arctic that were 
experiencing earlier melt of seasonal snow as the climate 
warmed, may have contributed to the impurities. Newer studies 
from Polashenski et al. (2015) and Goelle and Boggild (2017), 
however, showed that long-range transport of BC or dust to 
the remote Greenland ice sheet is not an important factor in 
its melting.

Impact on snow/ice albedo and radiative forcing 

Table 6.1 summarizes estimates, published since AMAP 
(2015a) of surface broadband albedo changes (Δα) and the 
associated instantaneous radiative forcing (IRF) caused by the 
deposition of BC or dust on snow in the Arctic or subarctic. 
Most studies included in this table used reported measurements 
of mass concentrations of BC and/or dust in snow to simulate 
albedo changes and estimate the IRF. An exception is the 
study by Kylling et al. (2018), which used modeled estimates 

of atmospheric dust deposition over the Arctic. Most studies 
used a radiative transfer model to estimate Δα caused by BC 
or dust (e.g., Flanner et al., 2007; Libois et al., 2013), but only 
a few also reported the corresponding IRF. Comparing and 
sythesizing results from these studies is challenging due to 
the lack of consistency in their methods, and in the range of 
parameters used in each. Where multiple results were reported, 
mean or median values of Δα are given for brevity.

For plausible BC concentrations, the estimated mean (or 
median) Δα ranges between ~16 x 10-4 and 87 x 10-4 in the 
central regions of the Arctic, including the Arctic Ocean (with 
or without snow). Such figures translate to albedo reductions 
that are typically less than 1% compared to clean snow or ice, 
and the estimated IRF, where reported, is <1 W/m2. However, 
in many cases, the range of BC concentrations used to 
constrain such estimates was based on measurements made 
in late winter or early springtime snow, and may underestimate 
concentrations found in late spring or summer. Sectors of 
the circum-Arctic where larger Δα values (>100 x 10-4) were 
estimated are presently limited to the margin of the Greenland 
ice sheet (during the ablation season; Goelles and Bøggild, 
2017) and to subarctic mountain glaciers or icefields of Alaska 
(in late spring and summer; Nagorski et al., 2019). On balance, 
the studies compiled in Table 6.1 suggest that the radiative 
impact of BC deposition in snow over most of the Arctic 
presently remains very small, and is likely dwarfed by the IRF 

Table 6.1 Estimates of albedo reduction and/or IRF due to BC and/or dust deposition on snow or ice, constrained by observations, and published since 
AMAP 2015. CBC, CEC, Cdust = range (median) of BC, EC or dust mass concentrations, respectively, used for albedo estimations; reff = effective optical 
radius of snow grains; rsnow = near-surface snow density; l = spectral range used in albedo estimations; Δα = albedo reduction (relative to fresh snow) 
caused by snow impurities; n.s. = not specified.

Region Time period Snow impurity content and texture Albedo estimation Albedo reduction Inst. Radiative Forcing Reference

CBC or CEC Cdust reff rsnow Model or 
method*

λ Mean or Median Δα (x 10-4) Mean or Median IRF (W/m2)

Year(s) Month(s) (ng/g) (mg/L) (µm) (kg/m3) (µm) BC Dust BC + Dust BC Dust BC + Dust

Arctic (undifferentiated) 2007–11 March 21–27 n.s. 100 n.s. DISORT 0.20–4.00 45 n.s. n.s. 0.06 n.s. n.s. Dang et al. (2017)

2007–11 April 21–27 n.s. 1000 n.s. DISORT 0.20–4.00 87 n.s. n.s. 0.5 n.s. n.s. Dang et al. (2017)

2007–11 Feb–Apr 5–137 (10) n.s. n.s. n.s. Observed 0.20–4.00 40 n.s. n.s. n.s. n.s. n.s. Pedersen et al. (2015)

2012 Jan–Dec n.s. n.s. 200 n.s. SNICAR 0.30–5.00 n.s. n.s. n.s. n.s. 0.292 n.s. Kylling et al. (2018)

Arctic Ocean Sea-ice 2015 Apr–May 1.1–16.2 (5.9) 0.3–1.6 (1.6) 1000 350 SNICAR 0.38–0.78 n.s. n.s. 26 n.s. n.s. n.s. Dou et al. (2017)

Snow on sea-ice n.s. spring 5–20 n.s. 55–650 250–450 TARTES 0.45–0.75 40 n.s. n.s. 0.5 n.s. n.s. Donth et al. (2020)

Snow on sea-ice n.s. n.s. n.s. 0.1 n.s. 800 DISORT 0.35–0.80 n.s. 7 n.s. n.s. n.s. n.s. Lamare et al. (2016)

Bare sea-ice n.s. n.s. n.s. 0.1 n.s. 800 DISORT 0.35–0.80 n.s. 18 n.s. n.s. n.s. n.s. Lamare et al. (2016)

NW Greenland margin 2012–13 Apr–Aug 1.1–43 7.4–290 125 n.s. SNICAR 0.20–5.00 16 9 31 n.s. n.s. n.s. Polashenski et al. (2015)

2009–16 n.s. 200 1 n.s. variable G & S 0.20–4.00 400 190 590 n.s. n.s. n.s. Goelles and Bøggild (2017)

Alaska Juneau Icefield 2016 May 0.4–3.1 (0.9) 0.2–34 (0.9) 250 300 SNICAR 0.35–2.50 30 40 50 2.83 4.05 4.47 Nagorski et al. (2019)

Juneau Icefield 2016 July 2.1–14.8 (5.1) 11–72 (25) 1250 550 SNICAR 0.35–2.50 360 780 800 39.73 85.08 87.67 Nagorski et al. (2019)

Alaska Range 
Glaciers

2017 April 1.5–5.3 (2.5) 0.4–1.2 (0.5) 250 360 SNICAR 0.20–5.00 30 n.s. 60 n.s. n.s. 1.5 Konya et al. (2021)

Notes
*DISORT: Stamnes et al., (2000); TARTES: Libois et al., (2013); SNICAR: Flanner et al., (2007); G & S: Gardner and Sharp, (2010).
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that arises from other factors, such as changes in snow-grain 
size and shape induced by temperature-induced snowpack 
ripening (e.g., Wang et al., 2020c).

6.1.3.4  Summary of concentrations, seasonal 
cycles and origin

The large body of literature that has emerged since AMAP 
(2015) contributes the following advances:

 • Detailed intercomparisons of annual cycles between more 
observatories are now possible. Previously Utqiaġvik, Alert 
and Zeppelin mostly served this purpose; now Villum, 
Tiksi, Gruvebadet, Thule, Pallas, Summit and Ice Base Cape 
Baranova can also be included. 

 • Systematic annual-cycle studies for particle optical properties 
and size distributions across five or more observatories are 
now published, providing detailed information on aerosol 
sources and atmospheric processes. An analogue study for 
chemical composition has been published based on this 
report chapter (Schmale et al., 2022).

 • With respect to the aerosol-cloud interactions, systematic 
measurements and analyses of CCN and INP are still 
missing, but first results are now available for individual 
stations. 

 • Much effort has been made to understand the concentration 
of light-absorbing particles, such as BC and mineral dust, 
deposited on snow. With regards to BC, an Arctic-wide 
gradient, with concentrations increasing from west to east, has 
become evident. It has also been demonstrated clearly that the 
smaller-scale spatial and seasonal variability of concentrations – 
and hence radiative effects – can be enormous. This highlights 
the need for systematic data acquisition for evaluating models 
and estimating climate effects. Recent data and modeling 
studies now also indicate mineral dust to be a natural short-
lived climate forcer that should be taken into account. 

 • Measurements of the composition and microphysical 
properties of vertically distributed aerosols have increased in 
number but remain non-systematic, making it very difficult 
to extract information from the available data that is relevant 
beyond case studies.

6.1.4 Present-day and historical trends

6.1.4.1 Present-day trends

This assessment identified present-day trends based on 
measurements recorded over the past few decades at surface 
observatories (see also Schmale et al., 2022). Seasons were 
separated into the haze season from January to April, and the 
summer season from June to September. A seasonal trend 

Table 6.1 Estimates of albedo reduction and/or IRF due to BC and/or dust deposition on snow or ice, constrained by observations, and published since 
AMAP 2015. CBC, CEC, Cdust = range (median) of BC, EC or dust mass concentrations, respectively, used for albedo estimations; reff = effective optical 
radius of snow grains; rsnow = near-surface snow density; l = spectral range used in albedo estimations; Δα = albedo reduction (relative to fresh snow) 
caused by snow impurities; n.s. = not specified.

Region Time period Snow impurity content and texture Albedo estimation Albedo reduction Inst. Radiative Forcing Reference

CBC or CEC Cdust reff rsnow Model or 
method*

λ Mean or Median Δα (x 10-4) Mean or Median IRF (W/m2)

Year(s) Month(s) (ng/g) (mg/L) (µm) (kg/m3) (µm) BC Dust BC + Dust BC Dust BC + Dust

Arctic (undifferentiated) 2007–11 March 21–27 n.s. 100 n.s. DISORT 0.20–4.00 45 n.s. n.s. 0.06 n.s. n.s. Dang et al. (2017)

2007–11 April 21–27 n.s. 1000 n.s. DISORT 0.20–4.00 87 n.s. n.s. 0.5 n.s. n.s. Dang et al. (2017)

2007–11 Feb–Apr 5–137 (10) n.s. n.s. n.s. Observed 0.20–4.00 40 n.s. n.s. n.s. n.s. n.s. Pedersen et al. (2015)

2012 Jan–Dec n.s. n.s. 200 n.s. SNICAR 0.30–5.00 n.s. n.s. n.s. n.s. 0.292 n.s. Kylling et al. (2018)

Arctic Ocean Sea-ice 2015 Apr–May 1.1–16.2 (5.9) 0.3–1.6 (1.6) 1000 350 SNICAR 0.38–0.78 n.s. n.s. 26 n.s. n.s. n.s. Dou et al. (2017)

Snow on sea-ice n.s. spring 5–20 n.s. 55–650 250–450 TARTES 0.45–0.75 40 n.s. n.s. 0.5 n.s. n.s. Donth et al. (2020)

Snow on sea-ice n.s. n.s. n.s. 0.1 n.s. 800 DISORT 0.35–0.80 n.s. 7 n.s. n.s. n.s. n.s. Lamare et al. (2016)

Bare sea-ice n.s. n.s. n.s. 0.1 n.s. 800 DISORT 0.35–0.80 n.s. 18 n.s. n.s. n.s. n.s. Lamare et al. (2016)

NW Greenland margin 2012–13 Apr–Aug 1.1–43 7.4–290 125 n.s. SNICAR 0.20–5.00 16 9 31 n.s. n.s. n.s. Polashenski et al. (2015)

2009–16 n.s. 200 1 n.s. variable G & S 0.20–4.00 400 190 590 n.s. n.s. n.s. Goelles and Bøggild (2017)

Alaska Juneau Icefield 2016 May 0.4–3.1 (0.9) 0.2–34 (0.9) 250 300 SNICAR 0.35–2.50 30 40 50 2.83 4.05 4.47 Nagorski et al. (2019)

Juneau Icefield 2016 July 2.1–14.8 (5.1) 11–72 (25) 1250 550 SNICAR 0.35–2.50 360 780 800 39.73 85.08 87.67 Nagorski et al. (2019)

Alaska Range 
Glaciers

2017 April 1.5–5.3 (2.5) 0.4–1.2 (0.5) 250 360 SNICAR 0.20–5.00 30 n.s. 60 n.s. n.s. 1.5 Konya et al. (2021)

Notes
*DISORT: Stamnes et al., (2000); TARTES: Libois et al., (2013); SNICAR: Flanner et al., (2007); G & S: Gardner and Sharp, (2010).
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line was obtained by applying a kernel-smoothing technique 
(Table 6.2), which involved running a median-smoothing 
function with a uniform weighted kernel of 1. This method is 
suitable for aerosol data that are log-normally distributed. The 
purpose of using this method was to obtain changes in the first 
and last five years of seasonal data timeseries for all locations, to 
track effects on concentrations caused by changes in emissions. 

Long-term timeseries of eBC were available for the following 
observatories: Utqiaġvik, Alert, Kevo, Zeppelin and Gruvebadet. 
Data from Tiksi were also plotted, to show variability between 
measurements at an eastern Arctic location and western stations 

from 2014 onwards (Figure 6.10). The first four stations listed 
above exhibit a decline in eBC concentrations over the past 
decades, mainly due to the fall in emissions in the source regions, 
specifically Eurasia. The most evident changes shown in Table 6.2 
were determined at Alert, with 110 ng/m3 difference over 28 years 
(-52%, Sharma et al., 2019) and at Kevo, with 188 ng/m3 difference 
over 47 years (-72%), both during the haze season (January–
April). The eBC measurements at Kevo since 1964 are the longest 
measurements and generally with the highest concentrations 
among all locations in the western Arctic (note the different scale 
in the figure). The higher concentrations of eBC seen during the 
mid 1960s – with a median value of 300 ng/m3 – were due to 

Table 6.2. Change in all measurements between the first and last five years of running median-smoothed values. All values are significant to p<0.01 (the 
p-value being a statistical metric for significance) and some changes are non-significant (denoted by NS and grey shading). Coloured shading represents 
when the most significant decadal change occurred in each variable: green (1980–1990); red (1990–2000); light pink (2000–2010); blue (2010–2020). 
Single scattering albedo (SSA) is given in absolute change (relative change in %). The significance test was done by using the Student-t-test with a two-
tail method with unequal variance.

Station eBC Sulfate Nitrate MSA Absorption Scattering SSA
Alert
82.5°N,62.3°W, 250 MASL

(1990–2017) (1980–2017) (1980–2017) (1980–2017) (2005–2018) (2005–2018) (2005–2018)

Jan–April -54% -50% +26% +3% -27% -15% 0.02(+2.1%)
June–Sept -35% -12% +53% -8% -1%(NS) +25% 0.016(+1.8%)
Utqiaġvik
71.2°N,156.8°W, 12 MASL

(1991–2019) (1998–2013) (1998–2013) (1998–2013) (1998–2019) (1995–2019) (1998–2019)

Jan–April -43% -37% +18% -13% -38% -2.1% 0.01(+1.1%)
June–Sept -40% +18% +48% -21% -22% +12% 0.004(+0.5%)NS
Zeppelin
78.9°N, 11.8°E, 474 MASL

(2002–2017) (1993–2018) (1991–2004) (2001–2017) (1999–2017) (2001–2017)

Jan–April -35% -53% - -2%(NS) -37% +1%(NS) +0.3%
June–Sept +1% +1%(NS) - -10% -0.05 (NS) +62% +1.8%
Gruvebadet
78.9°N, 11.8°E, 61 MASL

(2010–2018) (2010–2018) (2010–2018) (2010–2018)

Jan–April -33% -17% -17% +64% - - -
June–Sept -42% +27% +30% +8%(NS) - - -
Tiksi
71.6°N, 156.6°W, 11 MASL

(2010–2018) (2010–2018)

Jan–April +11% - - - +10%(NS) - -
June–Sept -13% - - - -16% - -
Pallas
67.9°N, 24.1°E, 565 MASL

(2000–2018)

Jan–April - - - - - +2% -
June–Sept - - - - - +14% -
Kevo
69.7°N, 27°E, 120 MASL

(1965–2010)

Jan–April -73% - - - - - -
June–Sept -83% - - - - - -
Villum
81.3°N, 16.4°W, 30 MASL

(1990–2017) (1990–2017)

Jan–April - -43% +6%(NS) - - - -
June–Sept - -30% +45% - - - -
Thule
76.5°N, 68.7°W, 59 MASL

(2010–2019) (2010–2019) (2010–2019)

Jan–April - -26% -33% -45% - - -
June–Sept - +38% -38% -12% - - -
Summit
72°N, 38°W, 3200 MASL

(2012–2018) (2012–2018) (2012–2018)

Jan–April - - - - -3%(NS) +4.5%(NS) -0.002(-0.2%)
June–Sept - - - - -26% +28% +0.0009(+0.1%)

(NS)
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wood burning for domestic heating. Concentrations decrease 
sharply from 1970–1980 due to the cessation of this practice, 
and thereafter a systematic decline in the BC concentrations 
occurs until 2010, with a median concentration of 112 ng/m3 
(Dutkiewicz et al., 2014). Kevo is closer to the source regions 
than Alert, and is influenced more from southern Russia and the 
Kola Peninsula, regions of the Former Soviet Union (FSU) and 
Europe (Dutkiewicz et al., 2014). At Utqiaġvik, the decrease is 
about 39 ng/m3 in 28 years (43%) for the same season. It must be 
noted, however, that from 2008 onwards, the eBC concentrations 
seemed to increase again, a unique observation for Utqiaġvik. 
Concentration levels are still much below the ones in the 
1990s, but markedly higher than during the early 2000s. These 
observations are in line with more vigorous emissions reductions 
in the FSU and Europe in the early 90s in comparison to later 
in the 2000s. Summer concentrations (June–September) have 
decreased slightly at Utqiaġvik (12 ng/m3 in 28 years). 

The increase in BC emissions in Asia until 2010, which is due 
to increased economic development (Hoesly et al., 2018), does 
not influence the eBC levels at all surface sites due to its main 
influence being in the upper tropospheric layers. At Alert, no 
significant change in eBC levels during summer was observed. 
At Kevo, the decline was 271 ng/m3 in 43 years (-83%).

Observations at Zeppelin show a decline of 10 ng/m3 over 
16 years (-35%) in eBC during the haze season between 2001 
and 2017. Summer values do not show a significant change. The 
eBC concentrations are generally lower at Zeppelin compared 
to Utqiaġvik, Kevo and Alert. At Gruvebadet, 400 m below 
Zeppelin, the timeseries of eBC are short, starting in 2010, but 
trends were nonetheless calculated (-33 % in winter). In winter, 
the eBC concentrations are around 70 ng/m3 while summer 
values are around 30 ng/m3. Concentrations at Gruvebadet 
are higher compared to Zeppelin, with the site potentially 
representing more local influence (Gilardoni et al., 2019). 

Tiksi is situated in the eastern Arctic, closer to pollution sources. 
At times, it measured the highest episodic eBC concentrations. 
There were short-term increases (less than 0.1% of the data) 
at this location, where hourly averaged values could be as 
high as 4 ng/m3. More than 80% of the data measured below 
250 ng/m3. It is noteworthy that this station exhibited generally 
higher concentrations of eBC (note the different scale) and 
more pronounced seasonal differences. Spring and summer 
are also influenced by episodic forest fires. The January–April 
median curve measures 120–180 ng m-3, respectively. Summer 
levels are a factor of ten lower than the January–April values, 
and similar to the summer haze levels at the other stations. 

All measurement sites have a common temporal decade 
between 2010–2020, over which period it can be concluded 
that eBC levels have stagnated in the western part of the Arctic. 
Kevo also exhibits a levelling off of EC concentrations since 
2000. Tiksi seems to have different characteristics to the other 
locations. Longer-term measurements at this location will shed 
more light on the reasons for this.  

Long-term observations of dust events in the Arctic only exist 
for Iceland. Iceland is one of the dustiest locations in the world, 
with dust emitted all year round (Dagsson-Waldhauserova et al., 
2014). Counts of dust days between 1949–2011, including 
mineral dust and volcanic ash, indicated that there were, 

Figure 6.10. Long-term measurements of eBC at various Arctic locations. 
The blue (January–April) and orange (June–September) lines were obtained 
by taking the running median of the data, with the percentage change 
being the difference between first and last five years of the median values. 
Data sources: EBAS Kevo data – Dutkiewicz et al., 2014; Tiksi – Andrews, 
personal communication, 2020; Zeppelin – Eleftheriadis, personal 
communication, 2020.
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on average, 135 dust days annually (Figure 6.11; Dagsson-
Waldhauserova et al., 2014). The decades with the most frequent 
dust days were the 1960s for southern and northwestern Iceland, 
and the 2000s for northeast Iceland. A total of 32 severe dust 
storms (with visibility of less than 500 m) were observed over 
the study period, with the highest frequency of events during 
the 2000s in northeastern Iceland. While no decadal trend 
could be determined, dust events could be related to synoptic 
situations such as the position of the Icelandic low. 

Particulate sulfate concentrations during the haze season at 
Alert (Figure 6.12 and Table 6.2) decreased steadily until the 
end of the 1990s, in line with North American and Eurasian 
emissions policies (Sharma et al., 2019). Since then, they have 
remained constant at 1.0 µg/m3. Overall, particulate sulfate 
decreased by 50% between 1980–85 and 2012–2017. Other 
locations also show sulfate levels declining – by as much as 
53% between 1993–1998 and 2008–13 at Zeppelin and by 
43% between 1990–95 and 2013–2018 at Villum, with the 
greatest change occurring in the 2000s. A fall of 27% occurred 
between 1997–2002 and 2009–2014 at Utqiaġvik, and there 
were declines of around 18% at Gruvebadet and 26% at Thule 
over the shorter period between 2010–14 and 2014–2018 
(both sites). The increase in sulfate in 2014 at Alert originated 
from a Holuhraun Fissure volcanic eruption in Iceland that 
started in September 2014 and lasted until May 2015. Having to 
assimilate the changes in chemistry at all locations over different 
sampling periods made it difficult to determine the spatial 
distribution. The only observation period that all locations have 
in common is 2010–2020, where spatial variability in sulfate 
remains constant at 0.3–1 µg/m3. 

Summertime sulfate values declined at Alert (-12%) and 
Villum (-30%) but increased at Utqiaġvik (+25%), Gruvebadet 
(+27%), Zeppelin (+1%) and Thule (+38%). Sulfate derives 
from natural and anthropogenic sources (see Chapter 5.2.2.1), 

Figure 6.11. Icelandic data on dust events for 1949–2011. Total number 
of dust days, for all stations combined. Lines represent mean visibility at 
weather stations during dust events (adapted from Figure 2 of Dagsson-
Waldhauserova et al., 2014).

Figure 6.12. Long-term measurement of sulfate at various Arctic locations. 
The blue (January–April) and orange (June–September) lines were obtained 
by taking the running median of the data, with the percentage change 
being the difference between the first and last five years of the median 
values and statistically significant to p<0.001. Data source: Data ref. 6.3; 
personal communication with the PIs of the stations.
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and the summer increase could be due to enhanced marine 
emissions. Disentangling the effects of anthropogenic and 
natural emissions requires simultaneous measurements of 
specific tracer substances or isotopic analyses. 

Particulate nitrate shows a positive trend, in contrast to that of 
sulfate and eBC at Alert, as shown in Figure 6.13. The change 
in the median values between the first five years and last five 
years are given in Table 6.2. There were changes in nitrate at 
Alert of +26% and Utqiaġvik of +66% during the haze season. 
These positive trends in nitrate were also measured during the 
summertime at all locations except for Thule. While emissions 
of nitrogen oxides have declined by 40% since the early 1980s 
in Eurasia, the higher particulate nitrate could be explained by 
decreasing aerosol acidity – with less particulate sulfate giving 
rise to enhanced partitioning of gaseous nitric acid into the 
particle phase (e.g. Sharma et al., 2019). This chemical process 
is widely observed over Europe and North America (e.g., Drugé 
et al., 2019). Also, during the cold season, nitrate partitions 
more readily into the particle phase than during the warmer 
season because of the volatility being temperature dependent. 
At Villum, while the overall trend since the 1990s was positive, 
nitrate levels began to decline slightly after 2010, from the 
higher early 2000s concentrations. The spatial variability of 
nitrate hovers around 0.05–0.1 µg/m3 during the common last 
decade among all sites.

The change in aerosol acidity, due to the decline in particulate 
sulfate concentrations, has had a significant influence on the 
neutralization capability of the Arctic atmosphere, potentially 
complicating the affects of aerosols on climate (e.g. Sharma 
et al., 2019). There has been a shift from sulfuric acid to the 
more neutral ammonium sulfate in particles, due to the decline 
in SO2 emissions relative to ammonium emissions in the source 
regions (see Chapter 2). 

The biogenic, organic aerosol MSA is an oxidation product of 
DMS released by the oceans during the algal growing season, 
usually April to August. Climatically, it is important because 
it changes the CCN population, which in turn can affect 
cloud albedo (Charlson et al., 1987). Interpreting long-term 
atmospheric concentrations of MSA, such as those shown in 
Figure 6.14, is difficult because of the complex relationships 
between production of the precursor gas and its emission to 
the atmosphere – which depend on microbial activity and 
ice cover (Sharma et al., 2012; Becagli et al., 2019) – and the 
atmospheric production of MSA and partitioning between the 
gas and particle phase. 

The MSA data were separated into two algal blooming seasons: 
April–May, when MSA is is transported over longer distances to 
the sites due to the frozen sea surface nearby; and June–August, 
where local open water and closer vicinity to the marginal ice 
zone could be influential. Alert, Zeppelin and Utqiaġvik have 
longer timeseries, while Gruvebadet and Thule cover only the 
recent decade. Thule and Alert have a similar magnitude of 
MSA with median values of 0.01 µg/m3, while other locations 
show – at most – a median MSA concentration that is higher 
by a factor of five. Regarding individual sites, the trend lines 
for April–May at Alert and Gruvebadet are positive, with a 
change in the first and last five years of +3% over the 34-year 
timeseries and +64% (p<0.01) over the 10-year period. Negative 

Figure 6.13. Long-term measurements of nitrate at various Arctic locations. 
The blue (January–April) and orange (June–September) lines were obtained 
by taking the running median of the data, with the percentage change 
being the difference between first and last five years of the median values. 
The difference was statistically significant to p<0.01. (Data sources: Data 
ref. 6.3; personal communication with the PIs of the stations).
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trends were observed at Utqiaġvik (-13%) and Th ule (-45%), 
with no signifi cant change at Zeppelin. Comparison among 
sites showed regional specifi city of MSA measurements. Th e 
longest timeseries of MSA (1980–2017) at Alert overlaps with 
the 1990–2005 measurement period at Zeppelin; the change 
in MSA at Alert was insignifi cant, as was the case at Zeppelin.  
Th e common period of measurement at Alert and Utqiaġvik 

was 1998–2014, the change in MSA observed at Alert was +30% 
for this period compared to -13% for Utqiaġvik. Large spatial 
variability in MSA was observed for the last decade, with a 
change of -4% at Alert, +64% at Gruvebadet and -45% at Th ule.

Th e summer season (June to August) showed declining trends 
across the various timeseries at Alert, Utqiaġvik, Th ule and 
Zeppelin sites (-8%, -21%, -12% and -10%, respectively, with 
p <0.01). Sharma et al. (2012) showed that MSA values had 
increased at Alert, Utqiaġvik and Zeppelin stations since 
2000. The periods were extended for the present analysis 
and the longer-term records at Alert still show higher MSA 
concentrations post 2000. For the available measurement time 
periods at Utqiaġvik and Zeppelin, an increase in MSA of 
12% and 4%, respectively, were observed at Alert.Th e trends at 
Utqiaġvik and Zeppelin were diffi  cult to assess: MSA levels at 
Utqiaġvik showed an initial increase but became more variable 
aft er 2004. Measurements at Zeppelin stopped in 2005 and can 
thus not be assessed for the more recent period. It is important 
to keep monitoring the trends in MSA over the coming years 
to identify emerging patterns and their underlying causes. 
Th e hypothesis that less ice cover allows for more microbial 
emissions to the atmosphere and could lead to increased 
aerosol MSA concentrations has already been proposed 
(Dall’Osto et al., 2017). 

Since 2000, aerosol size-distribution measurements have been 
made at Zeppelin, providing a unique long-term record that 
can be used for trend analysis (Figure 6.15). It shows a clear 
decrease (-9% per year) of particles slightly larger than 100 nm 
(accumulation-mode), typical for an aged pollution aerosol 
found during the Arctic haze period. Th is refl ects the signifi cant 
decrease in sulfur emissions from Eurasian sources, and is 
consistent with the decrease in particulate sulfate concentrations 
as discussed above. A similar but smaller decrease for the same 
particle size is seen for the winter, also refl ecting a decrease in 
emissions and haze burden. During the summer, an increase 
is observed in particles smaller than 50 nm (nucleation and 
Aitken-mode). Th is can be interpreted as an increase in new 
formation of natural particles, probably due to larger areas of 
open sea being available for the emission of precursor gases and 
particles (e.g., Dall’Osto et al., 2017). 

Aerosol optical properties are relevant parameters that 
determine the radiative forcing of particulate matter. In situ
ground-based measurements of the multidecadal timeseries of 
light absorption, aerosol scattering, and single scattering albedo 
(the ratio of light scattered to total light extinction) are presented 
here. Th e scattering values depend on the aerosol physical 
properties (particle size), chemical composition (sulfate, OC 
and others) and relative humidity, while absorption depends 
on the mass concentration of present absorbing components 
(BC, dust and other absorbing components) in the sample, as 
it is a fi lter-based measurement.

Twenty years of observations of aerosol scattering at Zeppelin 
and the Ångström exponent (a parameter used to provide 
information on aerosol size distribution) reveal an increase 
in scattering and a decrease in the Ångström exponent 
(Figure 6.16). Th e smaller the Ångström exponent, the more 
coarse particles contribute to the scattering. So, the observed 
trends show that more particles – particularly larger, probably 
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Figure 6.14. Long-term measurements of MSA at various Arctic locations. 
Th e blue (January–April) and orange (June–September) lines were obtained 
by taking the running median of the data, with the percentage change being 
the diff erence between the fi rst and last fi ve years of the median values and 
statistically signifi cant to p<0.01. Data sources: Utqiaġvik – Data ref. 6.1; 
Zeppelin – Sharma et al., 2012; Gruvebadet and Th ule – Becagli et al., 2019.
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super-micron ones – contribute to the scattering. Note, here 
results include super-micron particles but due to instrument 
limitation the results in Figure 6.15 only include particles up 
to 500 nm. Based on an air-mass trajectory analysis, Heslin-
Rees et al. (2020) found a shift  to higher windspeeds and more 
prevalent southwesterly winds. Th is is a possible explanation 
for the increase in super-micron particles, because air masses 
would pass over more open ocean, picking up more sea spray. 
Th e shift  in air-mass trajectories is consistent with changing air-
mass transport patterns into the Arctic due to climate change, 
as suggested by climate models (Krishnan et al., 2020).

At Utqiaġvik, Tiksi, and Alert, the scattering coeffi  cients are 
higher during the Arctic haze season compared to summer, 
while at Pallas and Summit they are higher in summer compared 
to the haze period (Figure 6.17). Reasons for the increased 
scattering at Summit are unresolved; one hypothesis regarding 
Pallas is enhancement of the signal from increased secondary 
organic aerosol (SOA) production from the boreal forest due to 
warmer temperatures in recent years (Lihavainen et al., 2015).

Figure 6.15. Analysis of the past 20 years of particle size-distribution data 
from Zeppelin (unpublished data by Peter Tunved, Stockholm University). 
Data were separated into the haze season, summer and winter. Th e blue 
dashed curves show the median size distribution, and the blue shaded area 
the interquartile range. Th e red dashed line indicates the median trend per 
size bin, and the red shaded area the trend confi dence intervals at 95%. Th e 
grey dashed line is the least square fi t to the trend data.

Figure 6.16 Long-term trends of the seasonal medians at Zeppelin for: 
(a) the particle light scattering coeffi  cient (Mega-m-1) at 550 nm; and (b) 
the scattering Ångström exponent (based on 450 nm and 550 nm). Th e 
seasonal medians are denoted by their respective symbols. Th e error bars 
denote the length of the 25th and 75th percentiles. Th e seasonal mean is 
marked by the crosses. Th e solid and dashed red lines represent the least 
mean square (LMS) and the Th eil-Sen slope (TS) of the seasonal medians, 
respectively. Th e red shaded area denotes the associated 90% confi dence 
interval of the TS slope. Seasons are defi ned as: winter = DJF, summer = JJA 
(Heslin-Rees et al., 2020).
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In the haze season, aerosol scattering shows decreasing trends at 
all locations except over the past decade at Pallas, where a minor 
+2% (p<0.01) trend is found, and Summit, where there is no 
significant trend (Table 6.2). Due to its high elevation (>3000 m), 
Summit represents the free troposphere in the cold season, which 
is different from all other stations. Hence different emissions 
sources and transport patterns likely apply there. 

Positive (up to 57%) and statistically significant (p<0.01) changes 
are found for all the stations for summer between the first five 
and last five years. In relation to trends in sulfate, an aerosol-
scattering component, the declining trends in scattering during 
the Arctic haze period may be supported more by declining 
trends in sulfate than in the size of the particles. Moreover, 
during the summer, concentrations of sulfate are an order of 
magnitude lower than those during the January–April  period, 
and declining trends in sulfate do not reflect the increasing 
trends in scattering. An increase in particle diameters due to 
other natural scattering components might be influencing the 
size – and thus influencing the increasing trends in scattering 
– as speculated from results found at Zeppelin. Collaud Coen 
et al. (2020) analyzed trends in aerosol scattering measured 
across global stations, and showed that positive trends are in 
the minority. Hence, the positive trends observed for summer 
at all Arctic stations are an important exception to the global 
pattern. Note, although data is shown for Tiksi, trends were 
not calculated due to the short timeseries. 

The absorption coefficients shown in Figure 6.18 reach a 
maximum during the haze season and a minimum in the summer 
at all stations except for Summit, where values are similar in both 
seasons. The analysis indicates that seasonal trends in absorption 
coefficients are decreasing, with changes between the first five 
and last five years negative during the haze season at all stations 
except for Tiksi, which shows a positive trend (+10%). During 
summer, absorption has decreased at all locations with the largest 
decline at Zeppelin station.

Using year-round data, Collaud Coen et al. (2020) showed that 
trends were positive for Alert between 0.002 and 0.02 Mm-1 per 
year. Globally, Alert was the only location with a statistically 
significant positive trend. This is somewhat contrary to the 
presented analysis for seasonal data, where a clear decrease of 
the absorption coefficient during the haze season is seen. This 
is in line with the emissions reductions discussed earlier. For 
year-round data at Tiksi, Collaud Coen et al. (2020) reported 
negative absorption trends of -0.08 Mm-1 per year, while in this 
AMAP analysis a positive trend for the haze period was observed.

Measurements of single scattering albedo (SSA) determine 
how absorbing an aerosol is with respect to its scattering 
components. A white aerosol has an SSA of 1, and this value 
decreases as the aerosol becomes darker and more absorptive. 
Figure 6.19 shows change in SSA between the first five years and 
the last five years of the timeseries, for the haze and summer 
periods. The aerosols are more absorptive during the Arctic 
haze period than in the summer at all locations. The decadal 
change over the haze period is positive at Utqiaġvik, Alert, and 
Zeppelin (0.01 [+1%], 0.02 [+2.1%], 0.025 [+3%], respectively) 
and only shows declining trends at Summit -0.002 (-0.2%), 
which is at an elevation of 3300 MASL. The decadal changes 
over the summer period are also increasing at all locations. 

Figure 6.17. Long-term measurements of aerosol-scattering coefficients at 
550 nm (measured at <50% relative humidity) at various Arctic locations. 
The blue (January–April) and orange (June–Sept) lines were obtained by 
taking the running median of the data, with the percentage change being 
the difference between first five and last five years of the median values, 
and statistically significant to p<0.01. Data sources: Data ref. 6.3; personal 
communication with the PIs of stations).
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This suggests that aerosols are becoming less absorptive at the 
four sites. In term of change in median concentrations across 
34 years of aerosol chemistry (Sharma et al., 2019), all aerosol 
components have declined – especially eBC (absorption) 
and sulfate (scattering) at Alert and other locations as shown 
above – except for nitrate (NO3) and seasalt (NaCl), which 
both exhibit increasing trends. This indicates that chemistry of 
Arctic aerosols might be changing with decreasing acidity and 
increased sea-salt concentrations (Sharma et al., 2019). This 
could consequently change the optical properties of the aerosol.

At Alert, the signal from the the Holuraun volcano eruption 
that occurred between September 2014 and May 2015 stands 
out. There is intra-annual variability in SSA at all locations; 
Zeppelin shows extremely high variability in the SSA between 
2001 and 2016, with rather lower values between 2004 and 
2006. Greater variability in SSA was also found during in both 
seasons since 2009 at Utqiaġvik, Alert and Zeppelin stations.

Figure 6.18. Long-term measurements of aerosol light absorption at 
550 nm (measured at <50% relative humidity) at various Arctic locations. 
The blue (January–April) and orange (June–September) lines were obtained 
by taking the running median of the data, with the percentage change being 
the difference between first five and last five years of the median values, and 
statistically significant to p<0.01. All trends are significant to p<0.001. Data 
sources: Data ref. 6.3; personal communications with the PIs of the stations.
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Figure 6.19. Long-term measurements of single scattering albedo at 
550 nm at various Arctic locations. The blue (January–April) and red 
(June–September) lines were obtained by taking the running median of 
the data, with the percentage change being the difference between first 
five and last five years of the median values. All trends are found to be 
statistically significant to p<0.001 except for at Summit JJAS. Data sources: 
Data ref. 6.3; personal communications with the PIs of the stations.
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The discussion above focuses on surface-based trends. From 
measurements of vertically resolved aerosol properties, 
it is known that surface observations are not necessarily 
representative of the entire atmospheric column. Only a 
few studies have addressed the trends of aerosol properties 
integrated over the atmospheric column. Tomasi et al. (2012) 
and Stone et al. (2014) presented aerosol optical depth (AOD) 
trends over Utqiaġvik, Alert and Zeppelin between 2001 and 
2012, finding that AOD increased at all locations. This is in 
line with the enhanced scattering found at all stations during 
summer and for some also during the haze season, discussed 
in this report. 

6.1.4.2  Historical measurements from ice cores 
and sediments 

Analysis of the concentration of aerosol chemical compounds 
in ice cores, as well as their deposition fluxes, provides 
insights into the historical evolution of the aerosol burden 
in the Arctic, and puts the present-day trends into a larger 
context. For example, detailed studies of year-by-year lead 
(Pb) concentrations in arrays of ice cores clearly show that 
mid-latitude anthropogenic emissions have contaminated large 
swathes of the Arctic for thousands of years, with lead pollution 
in Greenland and the Russian Arctic closely tracking historical 
events such as plagues, famines, and social unrest starting with 
Greek and Roman civilizations and extending to the present 
(McConnell et al., 2018, 2019). Arctic lead pollution increased 
300-fold between the year 500 (the start of the Middle Ages) 
and the 1970s industrial peak. While levels have dropped by 
around 80% as a result of the Clean Air Act in the USA and 
similar legislation in other countries, Arctic lead pollution 
remains 60 times higher than in the year 500. Similar data 
from recent publications provide a regionally differentiated 
perspective on BC, sulfate and mineral dust deposition across 
the Arctic (Osmont et al., 2018; Zdanowicz et al., 2018; Ruppel 
et al., 2014, 2017; McConnell et al., 2007, 2019).

BC and particulate sulfate

Figure 6.20 shows reconstructed historical trends in non-sea 
salt sulfate (nss SO4

2-) and refractory BC (rBC) concentrations 
in ice cores from the circum-Arctic region, developed using 
comparable methods. To avoid overcrowding the figures, only 
some of the available records from Greenland are shown. In the 
Atlantic sector of the Arctic, only Greenland has sufficiently 
high snow accumulation rates and low surface melt rates to 
facilitate reliable delineation of individual annual layers in ice 
cores, making it possible to reconstruct interannual variations 
of fluxes, and not just concentrations, of rBC and dust. Ice 
cores recovered from the smaller ice caps of the European and 
Canadian Arctic islands are all affected, to varying degrees, by 
the effects of surface melt and/or wind scouring, which makes 
estimates of annually-resolved fluxes obtained from these cores 
much less reliable, although the reconstructed interdecadal 
trends in both concentrations and fluxes are likely valid in 
most cases.

Spatial differences in the temporal patterns of BC and sulfate 
deposition recorded in circum-Arctic ice cores reflect different 
mixed contributions from emissions source regions, as well as 

differences in atmospheric transport pathways and scavenging 
patterns. For example, in winter, the high-elevation regions of 
central Greenland receive BC particles transported over the 
long range from North American sources. In contrast, ice cores 
from Lomonosovfonna on Spitsbergen (Svalbard) and from 
Akademii Nauk ice cap on Severnaya Zemlya (Russian Arctic) 
are likely more affected by Eurasian emissions, while Devon 
ice cap in the Canadian High Arctic is thought to be affected 
by mixed BC emissions from north-central and northwestern 
America, as well as from Russia and central Asia. The high-
elevation icefields of the western Canadian subarctic (Eclipse, 
Mount Logan) are comparatively more affected by long-range 
transport of aerosols from eastern Asia and the North Pacific. 
During summer, a substantial contribution of BC deposited on 
Arctic and subarctic icefields also comes from biomass burning, 
which is partly a natural and partly an anthropogenic source 
(see Chapter 4 on open biomass burning).

Ice-core records from Greenland and Svalbard 
(Lomonosovfonna) in Norway, as well as those from Penny ice 
cap (southern Baffin Island) and Devon Island in the Canadian 
High Arctic show broadly consistent historical patterns of 
sulfate concentrations, with an initial rise that mostly becomes 
noticeable in the early 20th century, peaking around 1920. 
This is followed by a small decrease in the years following the 
Great Depression in the 1930s, and a renewed rise during the 
post-war economic boom of the 1950s, but peaking in different 
decades depending on location. In Svalbard, the peak occurs 
before the 1970s, in Greenland during the 1970s and in Canada 
in the 1980s. The 20th-century increase in sulfate concentration 
recorded on Devon ice cap in the Canadian High Arctic is 
noticeably more gradual than the trend observed in the central 
Greenland cores, and resembles that of the Humboldt ice core 
from nearby northwest Greenland. On the Prince of Wales 
icefield (Ellesmere Island) the 20th-century rise in sulfate is 
far more subdued, despite the fact that the intensity of post-
depositional surface melt on this ice cap is considerably less 
than on Spitsbergen and Severnaya Zemlya. This may indicate a 
lesser influence of North American and European air pollution 
at this site, compared to locations farther south or in Greenland.

A general decrease in sulfate deposition is recorded from the 
mid-1970s or 1980s in all ice cores from the Atlantic sector 
of the Arctic, in agreement with trends in anthropogenic 
emissions from North America and western Europe/Eurasia, 
and reflecting the effect of air-pollution abatement measures. 
Sporadic peaks in sulfate deposition recorded in many Arctic 
ice cores are due to natural volcanic eruptions, such as the 
1783 eruption of Laki volcano in Iceland and the 1815 eruption 
of Mount Tambora in Indonesia. While episiodic, the SO2 
emissions from these eruptions were comparable to, or much 
larger than, current global yearly anthropogenic SO2 emissions.

The temporal trends in sulfate concentrations recorded in 
ice cores from the European Arctic islands (Spitsbergen and 
Severnaya Zemlya) are not as consistent as those from Greenland, 
possibly due to post-depositional melt effects. The late 20th-
century peak sulfate concentrations in these ice cores are also 
in excess of 1000 ng/g (ppb) – far higher than those recorded in 
Greenland cores – reflecting the greater influence of polluted air 
masses advected from the nearby European mainland. 
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Figure 6.20. Top: Ice-core records of non-seasalt sulfate (nss SO4) from the north circumpolar region, 1800–2010. All timeseries were resampled at 
approximately one-year resolution (grey lines), and a locally weighted scatter plot smoothing filter (window span = 10%) was applied to the data to 
emphasize the multidecadal trends (red lines). Bottom: As top but for rBC.
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Th e two ice-core records from the western Canadian subarctic 
(Mount Logan, Eclipse) are from sites in close proximity, but at 
two diff erent altitudes; the Mount Logan site is at 5340 MASL, 
while the Eclipse icefi eld site is at 3017 MASL. Th e Mount Logan 
core shows a modest rise in sulfate concentrations in the late 19th

to early 20th century, but unlike in the Greenland or European 
Arctic cores, these did not peak in the late 20th century, and 
neither has there been a marked decline in recent decades. 
Th e diff erence likely refl ects the unique situation of the Mount 
Logan ice-core site in the mid troposphere and immediately 
downwind of the subarctic North Pacifi c. Non-marine sulfate 
aerosols deposited in snow at this site likely primarily originate 
from east-Asian emissions, which steadily increased in the 20th 
century, but only those aerosols uplift ed to, and transported at, 
mid-tropospheric altitudes reach the Mount Logan site. Th e 
Eclipse icefi eld record, for its part, shows hardly any trend in 
sulfate concentrations over the past two centuries. Th is suggests 
that any sulfate pollution emitted upwind in east Asia and 
transported across the North Pacifi c is largely washed out in 
transit before it reaches the icefi eld (Zdanowicz et al., 2014). 
A tentative inference from these two sites is that the historical 
ice-core records of sulfate deposition from the Atlantic sector 
of the Arctic (Greenland, eastern Canadian Arctic, European 
Arctic) are unlikely to accurately represent past trends over the 
more western sectors of the Arctic.

Most ice-core records of BC deposition developed from 
the circum-Arctic presently come from Greenland, with 
the exception of cores drilled on Lomonosvfonna and 
Holtdehalfonna on Spitsbergen (Svalbard) and one on Devon 
Island (Canadian High Arctic). Th e core from Devon ice cap 
comes from a site exposed to wind scouring (in other words, 
with low net snow accumulation) and aff ected by melt-freeze 
cycles, which might have led to an under-estimation of BC 
deposition and makes an overall interpretation difficult. 
Th e ensuing discussion therefore focuses on rBC deposition 
trends recorded in the Greenland and Svalbard cores. Th ese 
are presented in Figure 6.21 as depositional fl uxes (in µg/m2/y), 
with corresponding trends in sulfate fl uxes reconstructed from 
the same cores for contrast.

Th e deposition fl uxes of rBC recorded in ice cores were more 
variable than those for sulfate between 1750 and 2000. Ice cores 
used in this analysis are located in Greenland (Humboldt, 
NGT_B19, D4, Summit2010, ACT2 ACT11D), and Svalbard 
(Lomonosovfonna icefi eld on central Spitsbergen; core Lomo 
09_11). All ice cores from Greenland, apart from two, have 
similarly shaped curves between 1880 and 1950, when BC fl uxes 
increase, followed by a sharp drop until 2000. Th e exceptions are: 
ACT11D, where the onset of higher BC fl uxes was in the early 
1800s, and NGT_B19, where levels remained higher until the 
2000s. Apart from those two cores, the Summit 2010 and ACT2 
ice cores exhibit a comparable trend. Th e Humboldt core also 
shows similar trends but with a much smaller amplitude. All 
cores indicate that rBC deposition fl uxes close to present day have 
decreased to a level similar to the preindustrial time around 1800.

Th e Lomonosovfonna ice core in central Spitsbergen reveals a 
diff erent pattern, with increased BC fl uxes between 1860 and 
1910, and from 1940 until the early 2000s. Osmont et al. (2018) 
hypothesized that the observed minimum at the beginning 
of the 20th century might be due to Arctic warming in the 
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early 20th century, with artefacts from melting of the sampled 
ice potentially playing a role. Th e late timing of the recent 
decline in BC fl uxes at the end of the 20th century marks another 
important diff erence with the Greenland records.

A separate ice-core record of EC deposition flux from 
Holtedahlfonna (northwestern Svalbard; Ruppel et al., 2014, 
2017) shows a steady increase between 1970 and 2004, which 
diff ers markedly from the Lomonosovfonna and Greenland 
cores, in which the peak rBC deposition period was between 
1850 and 1960 (Figure 6.22). Ruppel et al. (2014, 2017) suggest 
that increased gas-fl aring emissions in Russia and enhanced wet 
scavenging of EC might explain this increase. It is noteworthy 
that there is a factor of 4000–5000 between the Holtedahlfonna 
EC deposition fl ux compared to the much lower rBC fl ux on 
Lomonosvfonna, even though both sites are located on Svalbard. 
Th e disagreement between these cores may refl ect diff erences 
in the BC particle type quantifi ed by each analytical method 
(rBC; SP2 method versus EC; thermo-optical method), and 
the size-dependent effi  ciency in the detection of particles (see 
Chapter 5 for a description). Th e rBC may not incorporate the 
largest (and heaviest) BC particles and EC may not include the 
smallest ones. Th is can result in diff erent concentrations, and, 
if the size distribution of the particles has varied temporally, in 
diff erent trends being measured from the Arctic with diff erent 
methods. Importantly, Svalbard glaciers are subject to summer 
melt – in other words, repeated thaw-freeze cycles – which may 
lead to agglomeration of BC particles and a subsequent shift  
to larger particles in the ice (Schwarz et al., 2013). Th is may 
not be as effi  ciently detected with the SP2 method as with the 
thermo-optical method (Ruppel et al., 2014, 2017).

Soot-BC

Lake sediments give further information on the historical 
evolution of BC deposition in areas where ice-core records do 
not exist. In the Russian Arctic, records of soot-BC have been 
determined by a chemothermal method from lake sediments. 
It is not directly comparable to rBC or EC (see Chapter 5). 

Four lake-sediment records from an intense fl aring region 
in Arctic northwestern Russia show a consistent increase in 
BC deposition from 1850 to 2014, suggesting that emissions 
inventories potentially underestimated and inaccurately 
portrayed BC emission trends for Russia, particularly aft er 
the fall of the Former Soviet Union (Ruppel et al., 2021,
Figure 6.23). Furthermore, four soot-BC lake-sediment records 
from northern Fennoscandinavia exhibit a similar trend as the 
Holtedahlfonna EC record, with increasing fl uxes between 1970 
and 2010 (Ruppel et al., 2015).

Th e data presented here suggest that trends in BC deposition 
might be subject to greater regional variability across the 
Arctic than those for particulate sulfate. Th is is an important 
observation because it means that either BC emissions patterns 
are more variable, or atmospheric processing plays a more 
important role in controlling BC than sulfate deposition fl uxes. 
Hence, comparing model performance against multiple ice-core 
records becomes critical. Th is was undertaken for this assessment 
and the results are presented in Chapter 7, Section 7.3.3.1. Ice-
core records of BC and particulate sulfate can also be used 
to constrain climate models (Fyfe et al., 2013), from which 
radiative forcing can be calculated through direct radiation 
interactions of these aerosol components in the atmosphere 
and when deposited. Deriving information for radiative forcing 
from aerosol-cloud interaction is much more diffi  cult. Here, 
knowing the potential CCN and INP is important to correctly 
simulate the cloud water phase, which is an important factor for 
cloud radiative properties. One study looked into the historical 
variability of INP in the Arctic from one ice core in Greenland 
and another in Svalbard (Hartmann et al., 2019). Analysis 
showed that no trend in INP concentrations could be observed 
for the time period between 1450–2000. INP are thought to 
be mostly made of mineral dust or biogenic material, and the 
emissions contributed by these natural sources could vary with 
a changing climate and retreating cryosphere.

Figure 6.22. Elemental carbon (EC) deposition flux with 10-year 
running averages (red line) for the Holtedahlfonna (Svalbard) ice core 
(Ruppel et al., 2017).
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Mineral dust

A study by McConnell et al. (2019) investigated dust (Cerium) 
deposition fluxes for Greenlandic ice cores (Figure 6.24). The 
variability was very large, and no pattern emerged over the time 
period between 1750 to the present day. However, the mass 
deposition was between one and three orders of magnitude 
higher than for rBC. Mineral dust could constitute an important 
absorbing impurity on snow and ice in spite of having a mass 
absorbing efficiency that is much lower than rBC (Tuzet et al., 
2019). Evaluating the relative importance of BC and mineral dust 
for the snow-albedo effect over time can provide insights into the 
contribution of natural versus anthropogenic forcing. To do so, 
however, more information is needed on the contribution to BC 
deposition from forest fires. This can be achieved by analyzing 
the deposition of organic tracers. 

Organic tracers

The study of organic tracers in Arctic ice cores has provided 
detailed information on the variability of biomass burning 
in the boreal regions, and on its link to large-scale climate 
anomalies (Legrand et al., 2016; Rubino et al., 2016). Specific 
organic markers for biomass burning encompass levoglucosan, 
phenolic compounds, vanillic acid and dehydroabietic acid 
(Kehrwald et al., 2012; Kawamura et al., 2012; McConnell et al., 
2007). The analysis of ice-core records from Svalbard (Grieman 
et al., 2018a), Greenland (Zennaro et al., 2014; Grieman et al., 
2018b), Alaska (Pokhrel et al., 2020) and Russia (Grieman 
et al., 2017) suggests that fire activity in boreal regions in the 
last centuries was modulated by temperature and, especially, 
precipitation anomalies. 

6.2 Ozone and precursors

6.2.1 Introduction

Tropospheric ozone (O3) is a secondary air pollutant, which 
is not emitted directly but is produced photochemically in the 
atmosphere from precursor emissions from anthropogenic and 
natural sources. Analyses of Arctic surface ozone and vertical 
ozonesonde data have revealed small, statistically significant 
positive and negative trends, depending on location and the 
length of the observation records. Sparse precursor records 
in the Arctic suggest declining trends in, for example, carbon 
monoxide (CO), while methane (CH4), another important 
ozone precursor, continues to increase globally. Seasonal cycles 
of O3 vary with location in the Arctic, with episodes of very low 
concentrations at coastal sites in spring due to photochemistry 
involving halogen compounds. Possible shifts in the observed 
phase or amplitude of the tropospheric O3 seasonal cycle 
have been reported for the first time at the surface (northern 
Sweden) and in the free troposphere in the Arctic. The reasons 
for this are not fully clarified but they may include changes in 
anthropogenic precursor emissions.

As well as there being significant anthropogenic sources of O3 
precursors, there are important natural sources for these species 
– such as boreal fires, lightning, vegetation, and transport of 
O3 from the stratosphere – which show marked seasonal and 
inter-annual variations. Photochemistry involving halogens Figure 6.24. Ice-core mineral dust deposition flux data (black) and dust 

concentrations (red). (Data source: McConnell et al., 2019).
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and dry deposition are important O3 sinks but remain poorly 
quantified. The role of natural sources in the Arctic O3 budget 
relative to anthropogenic emissions is still uncertain.

Current observations are insufficient to capture anticipated 
changes in O3 from anthropogenic and natural sources. Only a 
very limited number of stations provide long-term monitoring 
of ozone at the surface and O3 vertical profiles (ozonesondes, 
lidar) in the Arctic. In many cases, records are not continuous. 
Fewer observations of species required for understanding ozone 
sources and sinks are collected at surface sites, and certain key 
measurements are lacking – particularly at terrestrial locations, 
which may be influenced by local anthropogenic emissions, now 
and in the future. Standardization of measurement techniques 
is required. There has been no dedicated airborne campaign 
to understand chemical and dynamical processes affecting 
tropospheric O3 in the Arctic since International Polar Year in 
2007–2008. Satellite data can provide useful spatial, and limited 
vertical, information about O3 and some precursors/oxidants 
but retrievals have limitations that need to be improved at 
high latitudes.

This section reviews recent work on the origins of Arctic O3, 
including natural and anthropogenic sources and sinks, and 
discusses observed distributions of O3 and its precursors, and 
observed trends in the Arctic troposphere. 

6.2.2 Ozone sources and sinks 

Tropspheric O3 is produced photochemically from 
anthropogenic and natural precursor emissions and transported 
from the stratosphere. It is destroyed by photochemistry and 
by dry deposition to the Earth’s surface.

6.2.2.1 Ozone sources 

Tropospheric O3 is formed from the oxidation of CH4, CO 
and non-methane volatile organic compounds (VOCs) 
(including non-methane hydrocarbons, NMHCs) in the 
presence of nitrogen oxides (NOX). Fiore et al. (2008) estimated 
that anthropogenic CH4 emissions contribute 15% to the 
annual mean total global O3 burden (including natural and 
anthropogenic sources). Based on parameterized responses 
to O3 precursor emission perturbations (see Chapter 8), it 
was found that CH4 dominates the sensitivity of Arctic O3 to 
anthropogenic emissions. CH4 accounts for approximately 
40% of the O3 response to precursor emission perturbations. 
Enhancements in Arctic O3 also result from the import of O3 
and its precursors from lower latitudes during episodes of long-
range transport of pollution to the Arctic (Wespes et al., 2012; 
Monks et al., 2015; Ancellet et al., 2016). While very low levels 
of NOX within the Arctic – away from local sources – often 
limit local O3 production, O3 can be produced from the thermal 
decomposition of peroxy-acetyl nitrate (PAN) transported over 
long distances. This can liberate NOX in the lower troposphere 
during the warmer Arctic summer, leading to O3 production 
(Wespes et al., 2012; Arnold et al., 2015). Recently, there has 
been progress in improving knowledge of local O3 precursor 
sources. Surface O3 in summer is already influenced by NOX 
emissions from shipping along the northern Norwegian 
coast (Marelle et al., 2016, 2018) and the Northwest Passage 

(Aliabadi et al., 2015). Marelle et al., (2018) showed that, for 
a 2050 scenario in which shipping was diverted to the Arctic, 
shipping would become an important source of surface O3. 
Tuccella et al. (2017) showed that background O3 is influenced 
by emissions downwind of oil and gas extraction platforms 
in the southern Norwegian Sea. Investigation of long-range 
transport of O3 precursors has shown efficient export of PAN 
(an important NOX reservoir) from East Asia to the North 
Pacific, with relative contributions to long-range O3 transport 
of 35% in spring and 25% in summer (Jiang et al., 2016). Ship 
observations over the Arctic and Bering Seas also identified 
long-range pollution transport events that enhanced O3 (Kanaya 
et al., 2019). Natural sources of Arctic tropospheric O3 include 
downward transport of O3 from the stratosphere (Shapiro et al., 
1987; Hess and Zbinden, 2013; Ancellet et al., 2016), as well 
as O3 production from natural emissions of O3 precursors. 
These include lightning NOX; emissions of NOX and reactive 
VOCs from the snowpack (Honrath et al., 1999; Guimbaud 
et al., 2002; Hornbrook et al., 2016); and natural emissions 
of VOCs from high-latitude vegetation (Holst et al., 2010; 
Ghirardo et al., 2020), and the Arctic Ocean (Mungall et al., 
2017). Evidence from both observations and models shows that 
boreal fires are also an important source of O3 precursors and 
NOX reservoir species, like PAN, in spring and summer, with 
resulting impacts on Arctic O3 (Thomas et al., 2013; Arnold 
et al., 2015; Viatte et al., 2015; Ancellet et al., 2016).

6.2.2.2 Ozone sinks 

Photochemical loss of O3 occurs mainly via photolysis in the 
presence of water vapor or through O3 directly reacting with 
hydroperoxyl or hydroxyl radicals (HO2 or OH). Photochemical 
destruction involving HO2 may be particularly important in 
the Arctic, where water vapor abundances are low (Arnold 
et al., 2015), as are reactions involving halogens during the 
Arctic spring. The dry deposition of O3 and precursor species 
to ice and ocean surfaces is slower than to vegetated terrestrial 
surfaces. Van Dam et al. (2016) reported O3 dry deposition 
velocities that were five times higher over Arctic snow-free 
tundra in the summer months at Toolik Lake (northern Alaska) 
compared to snow-covered ground. Dry deposition, combined 
with possible chemical loss (such as that involving biogenic-
volatile organic compounds [BVOCs]) producing lower O3 
concentrations during stable (lower light) night conditions may 
explain the different diurnal cycle observed at this tundra site 
compared to Arctic coastal locations. 

During Arctic spring, photochemical cycling of halogens in so-
called ‘bromine-explosion’ events leads to the rapid depletion 
of surface O3 to low or near-zero concentrations (Barrie et al., 
1988; Simpson et al., 2007). These phenomena, referred to as 
ozone-depletion events (ODEs), are most commonly observed 
at Arctic coastal locations in March–April and are attributed 
to bromine (halogen) sources linked to Arctic sea ice, coupled 
with stable surface temperature inversions (e.g. Hermann et al., 
2019). Interestingly, Yang et al. (2020) were able to explain major 
depletion events in a model study by introducing wind-induced 
release of bromine from the snow pack. Figure 6.25  shows the 
vertical extent of low O3 episodes observed by lidar at Eureka in 
northern Canada, where orographic effects were also important 
(Seabrook and Whiteway, 2016). Peterson et al. (2018) showed 
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that active halogen chemistry and related O3 depletion can 
also occur up to 200 km inland over snow-covered tundra in 
Alaska. Simpson et al. (2018) reported high levels of bromine 
oxide (BrO) at Utqiaġvik occurring earlier in February in air 
masses originating from the Arctic Ocean polar night. Th eir 
fi ndings suggest the presence of a dark wintertime source of 
reactive bromine that could feed halogen photochemistry at 
lower latitudes as the sun returns. 

Earlier studies proposed indirect evidence that O3 and mercury 
(Hg0) are removed by reaction with bromine atoms (e.g. 
Skov et al., 2004, 2020; Dastoor et al., 2008). However, Wang 
et al. (2019) showed, for the fi rst time, a direct connection 
between O3 and Hg0 with atomic bromine (Br) during O3 and 
Hg0 depletion episodes at Utqiaġvik, which lies 5 km from the 
northern Alaskan coast (Figure 6.26). Here, the Br/ BrO ratios 
are anti-correlated with O3 concentrations, and box modeling 
confi rmed that O3 was removed by Br.

Th is result is signifi cant since the main sources of halogens in 
the Arctic appear to be released from refreezing leads and from 
snow blowing over sea ice (e.g. Petersen et al., 2016; Yang et al., 
2020). Burd et al. (2017) found a strong relationship between 
the end of the reactive bromine season and snowmelt timing. 
In the future, continued decreases in Arctic sea-ice extent or in 
the relative distributions of multi-year/seasonal sea-ice cover, 
coupled with increases in the length of the snow-free season 
over land, could infl uence the magnitude and seasonality of O3

sinks via changes in halogen fl uxes or in dry-deposition fl uxes 
to tundra or ocean rather than snow or ice surfaces.

6.2.3 Observed concentrations 

6.2.3.1 Surface site and ship in-situ observations 

Measurements at permanent research stations in the Arctic 
provide long timeseries of data (typically around two decades, 
see Table 6.3) that allow trends to be studied, as well as the 
seasonality of the observations. Seasonal differences are 
particularly important in the Arctic because of diff erences 

in local meteorological conditions, as well as atmospheric 
transport, between the warm and cold seasons, and seasonal 
variations in O3 sources and sinks. Figure 6.27 illustrates 
the range of seasonal-cycle behaviour observed in the 
Arctic at diff erent measurement sites. Further analysis and 
comparison with the AMAP model simulations are presented 
in Whaley et al. (2023).

Figure 6.27 shows that the seasonality in O3 at Villum, 
Utqiaġvik and Alert are similar. Th ese stations are located at 
about the same latitude at High Arctic coastal sites close to sea 
level, with a minimum in spring due to ODEs, a slight increase 
in June, and a local minimum in July due to surface removal 
and photochemical degradation of O3. O3 reaches maximum 
during winter, when there is an absence of photochemical 
loss or formation of O3. Vertical mixing is also suppressed 
during the polar night and the Arctic boundary layer is highly 
stratifi ed, hampering removal by dry deposition (Esau and 
Sorokina, 2011). Zeppelin exhibits a diff erent behaviour, 
with a spring maximum. Th is site, which is located at 450 m 
altitude on Svalbard, is less infl uenced by surface ODEs. 
Esrange, located in northern Sweden (67°N), also has a spring 
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Figure 6.25. Ozone lidar measurements from Eureka in spring 2008 
showing the eff ects of large-scale meteorology, including low O3 in the 
lower troposphere, when air masses originated from the north over the 
Arctic Ocean, and enhanced O3 during downward transport into the Arctic 
boundary layer at times when air fl owed from the south over mountains. 
From Figure 3 in Seabrook and Whiteway (2016).

Figure 6.26. Timeseries in Alaska Daylight Time (AKDT) from 20 March 
2012 of measured atomic bromine (Br) and bromine monoxide (BrO) 
(upper panel), and Br/BrO ratios and O3 (lower panel). Error bars represent 
propagated measurement uncertainties. Data was collected during the 
Bromine, Ozone, and Mercury Experiment (BROMEX) conducted near 
Utqiaġvik (Barrow), Alaska. Based on Figure 3 in Wang et al. (2019).
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maximum. It is far from coastal areas affected by ODEs, and 
its seasonal cycle is more similar to lower-latitude European 
stations at remote locations (see also Figure 6.30 ). The spring 
maximum is attributed to photochemical production and 
transport of O3 from the stratosphere. Summit (in the free 
troposphere) is also unaffected by the bromine chemistry 
originating from sea ice or other low-altitude processes 
(Huang et al., 2017a). Consequently, the seasonal variation 
is different here, with a clear maximum in May, a minimum in 
September and generally higher concentrations compared to 
other surface stations. Short episodes of depletion have been 
reported (Brooks et al., 2011) but they do not appear to affect 
the monthly mean values (see Figure 6.27).

Note that surface O3 can also be influenced by local 
anthropogenic emissions, such as those from shipping 
(e.g. Marelle et al., 2016, Aliabadi et al., 2015) or oil 
fields (McNamara et al., 2019). McNamara et al. (2019) 
discussed potentially important interactions between local 
anthropogenic O3 emissions from the Utqiaġvik settlement 
or the Prudhoe Bay oil extraction facilities in northern Alaska 
and snowpack (chlorine) chemistry, leading to elevated 
concentrations of nitrogen-containing compounds with 
implications for Arctic tropospheric O3. Therefore, while 
none of the Arctic sites currently exhibits summertime 
surface maxima due to photochemical production, as is often 
observed in polluted locations further south, this may change 
in the future with increasing local anthropogenic emissions 
(e.g. Marelle et al., 2018). 

Observations of O3 and its precursors over the oceans are 
important for validating models but there is a scarcity of such 
data from the Arctic. Two datasets from ship cruises in the 
Arctic have been reported: Kanaya et al. (2019) measured CO 
and O3 during several ship cruises in September (2012–2017) 
including on legs to the Bering Sea and Arctic Ocean. Generally, 
it was found that halogen chemistry, stable boundary layers, 
and dry deposition may explain differences between measured 
and modeled O3 concentrations. He et al. (2016) measured O3 
and black carbon on a ship cruise to the Arctic Ocean (31.1°N 
to 87.7°N and 9.3°E–90°E to 168.4°W) from June to September 
2012. Comparing the observed O3 concentrations to those 
measured at Utqiaġvik showed no statistically significant 
differences; the authors suggest that coastal stations between 
July and September may be representative of the entire Arctic 
Ocean but this hypothesis requires further investigation. 

6.2.3.2 Vertical profiles

Christiansen et al. (2017) examined long-term ozonesonde 
records at nine Arctic stations, reporting consistent seasonal 
cycles as a function of altitude between sites with later maxima 
in the mid-troposphere, compared to the surface layers and 
upper troposphere. 

Since AMAP (2015a), no new comprehensive aircraft campaigns 
have taken place with a focus on understanding processes 
affecting Arctic O3 in the free troposphere. Ancellet et al. 
(2016) examined aircraft, lidar and ozonesonde data gathered 
over Canada and Greenland during the summer 2008 Polar 
Study using Aircraft, Remote Sensing, Surface Measurements 
and Models, of Climate, Chemistry, Aerosols, and Transport 
(POLARCAT) campaigns (described in AMAP, 2015a). This 
study showed clear latitudinal and longitudinal variations in 
the origins of sampled air masses based on back trajectories 
and correlations between O3 and potential vorticity (PV). While 
downward transport of O3 was important over Greenland, air 
masses with higher O3 were attributed to North American boreal 
fires over Canada. Transport of polluted air masses from mid 
latitudes, for example from Asia, also contributed north of 80°N.

The airborne NASA Atmospheric Tomography (ATom) mission 
(Data ref. 6.2) has undertaken extensive surveying of the global 
troposphere (Wofsy et al., 2021). This includes repeated vertical 
profile measurements between 60°N and 90°N, which provide 
useful insights into the variation of O3 and its precursors through 
the depth of the Arctic troposphere at different times of year 
(Figure 6.28). For example, greatly enhanced near-surface 
nitrogen dioxide (NO2) during winter is associated with the 
relatively long lifetime of NO2 and the accumulation of pollution 
in Arctic haze. Surface PAN is also enhanced in the winter and can 
thermally decompose in the spring and summer to release NOX. 
In line with ozonesonde data and previous airborne campaigns 
(AMAP, 2015a), ATom profiles also demonstrate a springtime 
enhancement in O3 extending throughout the troposphere, with 
evidence of stratospheric influence in the upper troposphere 
and lower O3 in the summertime lower troposphere. Summer 
enhancements in O3 precursors, such as CO and PAN in the 
mid-troposphere, were also observed, associated with the import 
of forest fire and anthropogenic emissions from lower latitudes, 
as also seen during POLARCAT in 2008. 

Figure 6.27. Seasonal behaviour of surface O3 at selected Arctic stations 
that are representative of the coastal High Arctic (Alert, Utqiaġvik, and 
Villum), near the Arctic Circle, inland (Esrange), and the free troposphere 
(Summit). Zeppelin on Svalbard is High Arctic and close to the coast but at a 
higher elevation. Monthly medians are calculated for the period 2003–2018. 
Data were not available between 2003–2006 and for 2004 for Villum, and 
between 2013–2016 for Alert. The error bars show upper (75%) and lower 
(25%) quartiles (Data ref. 6.3). 
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6.2.3.3 Satellite data

Despite the potential limitations of some satellite data products 
at high latitudes (see Section 5.3, several studies have exploited 
satellite observations to investigate tropospheric O3 and 
precursor distributions and trends relevant to the Arctic. 
Pommier et al. (2012) presented Infrared Atmospheric 
Sounding Interferometer (IASI) retrievals of 0–8 km and 
0–12 km partial column O3 for the Arctic in spring and summer 
2008 (see Figure 6.29). Th ese showed widespread enhancements 
in springtime (March–April) tropospheric partial column O3

compared with during the summer (June–July), particularly 
over northeast Siberia, northern Canada and the Arctic Ocean. 
Generally good agreement with in-situ aircraft  profi les was 
demonstrated, but negative IASI biases were found compared 
with aircraft  data in the lower troposphere, due to low thermal 
contrast in the Arctic boundary layer. Wespes et al., (2012) 
showed that IASI was able to detect enhancements in mid-
latitude-sourced O3 enhancements during summer at the edge 
of the Arctic, but showed a lack of sensitivity over snow and ice 
surfaces, potentially resulting in some missed O3 enhancements. 
Sodemann et al. (2011) analysed cross-polar transport of a large 
pollution plume originating from Asia during summer 2008 
using IASI CO retrievals. IASI was able to detect features and 
structures of the plume consistent with in-situ aircraft  data, 
and provided a useful comparison for evaluating transport-
model simulations. 

Satellite observations are also useful in evaluating the sources 
and export of O3 precursors from mid-latitude regions and their 
subsequent transport to the Arctic. Tropospheric NO2 columns 
measured from Ozone Monitoring Instrument (OMI) have been 
used to detect enhancements and trends in NOX emissions due to 
gas fl aring in high latitude (up to 67°N) areas of Russia and North 
America (Li et al., 2016a). Assessment of a suite of chemical transport 
models, using OMI tropospheric NO2 columns for summer 2008, 
showed a potential overestimate in NO2 over biomass burning 
regions in eastern Siberia, with lower biases over European and 
North American source regions, and model under-estimates 
over China (Emmons et al., 2015). Monks et al., (2015) exploited 
limited profi le information from Measurement of Pollution in 
the Troposphere (MOPITT) CO satellite retrievals to evaluate 
relationships between CO seasonal cycles in the lower and upper 
troposphere over the Arctic and over mid-latitude source regions. 
Inter-annual variability in PAN, retrieved by the Tropospheric 
Emission Spectrometer (TES) instrument over Eastern Siberia for 
the month of April (2006–2010), was documented by Zhu et al., 
(2015); a main source of variability was boreal fi re emissions at this 
time of year. More recently, PAN data from TES were used to help 
characterize Asian infl uence on exported PAN and downwind O3

production (Jiang et al., 2016). A temperature-dependent high bias 
in TES PAN was found at cold temperatures over high latitudes. 
In Chapter 7, data from satellite instruments, TES and ACE-FTS 
are used to evaluate modeled O3 (as well as MOPITT for CO) in 
the Arctic and Northern Hemisphere.
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Figure 6.28. Mean vertical profi les of O3, CO, PAN and NO2 measured north of 60°N – from the NASA ATom missions of summer 2016, winter 2017, 
autumn 2017 and spring 2018. Horizontal lines indicate one standard deviation spread around mean values at each altitude (Data ref. 6.2). 
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6.2.4 Observed trends in ozone

Growth in anthropogenic emissions of O3 precursors since 
pre-industrial times has led to an increase in tropospheric 
O3 throughout the Northern Hemisphere (e.g. Tarasick et al., 
2019; Young et al., 2018b). Th is increase in tropospheric O3

has contributed to the observed rise in global temperature 
over the past century, and is likely to have made an important 
contribution to observed Arctic warming (Shindell, 2007; 
AMAP, 2015a). Since 1990, the contribution of O3 precursor 
emissions has largely shift ed from Europe and North America 
to Asia, causing a change in the global pattern of surface O3

concentrations (Gaudel et al., 2018).

6.2.4.1  Observed trends in surface ozone 
and precursors

Trends in surface O3 at several Arctic (and near Arctic) stations 
were determined by applying the Mann-Kendall test and Sen’s 
slope methodology (Salmi et al., 2002) to yearly and seasonally 
averaged concentrations. Th e results are presented in Table 6.3. 
Trends from these stations are also used to evaluate model 
trends in Chapter 7 (Section 7.3.1.2). Th e station locations are 
provided in Chapter 5 Appendix Figure A5.1.

IASI 0–8 km ozone column, DU
0 5 10 15 20 25 30 35 40

18/03–23/04 2008 18/06–29/07 2008 Figure 6.29. Tropospheric (0–8km) 
ozone partial columns in Dobson 
Units (DU) measured by IASI in 
the 2008 spring (left ) and summer 
(right), based on an analysis 
presented in Pommier et al. (2012). 
Figure courtesy of the the IASI 
team at Laboratoire Atmosphères, 
Observations Spatiales (LATMOS), 
Sorbonne Université, France. It was 
made using IASI data retrieved 
with FORLI-O3 version 20151001 
(Boynard et al., 2018).

Table 6.3. Annual and seasonal trends (in %/y) in surface O3 at Arctic and near-Arctic measuring stations (see Figure A5.1) for the range of years indicated. 
Sign = signifi cance level, in other words, the probability that the data have a random distribution. With a signifi cance level of >0.1, there is a more than 
10% probability that the observed trend is just the result of random variations; therefore, these trends are considered not statistically signifi cant and 
are not discussed in the text. DJF = December–February; MAM = March–May; JJA = June–August; SON = September–November. Data were obtained 
from EBAS (Data ref. 6.3) and, in the case of Alert, from the Canadian Air and Precipitation Monitoring Network (CAPMoN; Data ref. 6.4). A more 
extensive analysis of Arctic tropospheric O3 trends is presented in Law et al. (2023). 

Site %/y Sign. DJF Sign. MAM Sign. JJA Sign. SON Sign. Period

Alert 0.06 >0.1 0.40 0.001 -0.04 >0.1 0.01 >0.1 0.01 >0.1 1992–2018

Denali 0.12 >0.1 0.58 0.1 -0.09 >0.1 -0.24 >0.1 0.47 >0.1 1998–2014

Esrange 0.10 >0.1 0.23 >0.1 -0.03 >0.1 -0.07 >0.1 0.10 >0.1 1996–2018

Hurdal -0.31 >0.1 0.13 0.1 -0.35 >0.1 -0.62 >0.1 -0.21 >0.1 1997–2015

Karasjok 0.11 >0.1 0.28 >0.1 0.57 >0.1 0.01 >0.1 0.03 >0.1 1997–2009

Karvatn -0.34 >0.1 -0.17 >0.1 -0.50 0.05 -0.33 >0.1 -0.29 >0.1 1989–2018

Pallas -0.26 0.05 -0.29 >0.1 -0.22 >0.1 -0.40 0.01 -0.37 0.05 1995–2019

Summit -0.40 0.05 -0.41 0.1 -1.02 0.01 0.09 >0.1 -0.34 0.05 2000–2019

Tustervatn 0.38 >0.1 0.33 0.1 0.21 >0.1 0.03 >0.1 0.23 >0.1 1992–2018

Utqiaġvik 0.21 0.05 0.31 0.001 0.35 >0.1 0.17 >0.1 0.20      0.05 1973–2018

Villum Research Station 1.62 >0.1 0.46 >0.1 0.23 >0.1 0.07 >0.1 0.20 >0.1 1996–2018

Zeppelin 0.28 0.05 0.45 0.01 0.28 >0.1 -0.27 >0.1 0.11 >0.1 1989–2018
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Summit and Pallas exhibit significant negative trends of 
-0.40%/y and -0.26%/y, respectively. There are significant 
negative trends at both sites for all seasons except winter and 
spring for Pallas and summer for Summit. Th e general negative 
trend at Summit, a site in the free troposphere, is reported 
in this assessment for the fi rst time, based on data collected 
from 2000–2019. Gaudel et al. (2018) examined trends from 
2000–2014 only, and reported no signifi cant trends at Summit 
other than a decrease in spring. Pallas is located downwind of 
Europe, where anthropogenic emissions have been declining. 

Th ere are signifi cant positive trends at Utqiaġvik (Alaska) and 
Zeppelin (Svalbard): 0.21%/y and 0.28%/y, respectively, based 
on long 30–40-year data records. Th ese positive trends appear 
to be mainly due to increases during winter (DJF) at Zeppelin 
while Utqiaġvik also has positive trends in autumn (SON). Th e 
analysis by Gaudel et al. (2018) also reported positive trends in 
Alaska but only in winter. Th e trend found in this assessment 
for the winter season at Alert is +0.4%/y using 1992–2018 
data. Sharma et al. (2019) analysed a longer timeseries of Alert 
O3 data from 1980 to 2013, and found a lower positive trend 
during the winter of 0.14%/y. However, since the two trends are 
determined by diff erent statistical methods, they are not directly 
comparable. Th is illustrates the sensitivity of trend analysis to 
the chosen methodology and record length.

O3 observations at Villum and Esrange are shown in Figure 6.30 
to illustrate the diff erent long-term seasonal behavior at these 
sites (see also earlier trend discussion, and seasonal cycles in 

Figure 6.27). Signifi cant inter-annual variability is apparent, 
as well as variations in the magnitude of the seasonal cycle 
from year to year. Analysis of surface O3 data in northern 
Sweden over the period 1990–2013, combined with modeling, 
suggests a shift  in the O3 seasonal cycle, with the summer O3

maximum occurring earlier in the year (Andersson et al., 2017). 
Changes were attributed to rising hemispheric background 
concentrations, meteorological variations and European 
emissions reductions. Th ese results are in line with seasonal 
cycle shift s fi rst reported based on surface site data at mid-
latitudes (e.g. Parrish et al., 2013). 

Reported trends in O3 precursors, notably CH4, CO and VOCs, 
may also provide insights into factors driving trends in Arctic 
tropospheric O3. Mackie et al. (2016) showed decreasing CO 
trends of about -1.0 ppb/y at three Arctic surface sites, covering 
the period 1989–2012, with the largest statistically signifi cantly 
trends in winter and spring, and a reduced amplitude in the 
seasonal cycle at Utqiaġvik, Alaska driven by a decrease in 
seasonal maxima (see Figure 6.31). Associated modeling 
attributed observed changes to decreasing anthropogenic 
CO emissions in Europe and North America. NMHCs also 
show decreasing trends based on Greenland fi rn, ice-core, and 
Arctic surface-site data but with decreases oft en starting in the 
1970–1980s (Helmig et al., 2014). In contrast, CH4 increased 
at sites in the Arctic with changes anti-correlated with CO 
(Lawrence and Mao, 2019) (see also Section 6.3).

6.2.4.2 Vertical profile ozone trends

Long-term data on the vertical distribution of tropospheric 
O3 in the Arctic is limited and confi ned to the European and 
North American Arctic. Ozonesondes are the only source of 
data that can currently be used for long-term trend analysis in 
the Arctic. Tarasick et al. (2019) provides a thorough review of 
available data and their accuracies. AMAP (2015a) reported 
positive trends of O3 in the upper troposphere for the European 
Arctic for 1996–2010 (Hess and Zbinden, 2013) and identifi ed 
positive trends at levels 500 hPa and above in ozonesonde data 
for Scoresbysund on the east coast of Greenland for the period Figure 6.30. Timeseries of surface O3 at Villum Research Station, northern 

Greenland (top) and Esrange, northern Sweden (bottom) (Data ref. 6.3).  
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1989–2012. Th e data was smoothed using wavelet transformation, and 
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et al. (2016).
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1989–2013. In an extended study, Christiansen et al. (2017) 
analysed trends and annual variability in ozonesonde data at nine 
Arctic sites (including Scoresbysund) for the period 1990–2015, 
with record length depending on location. Significant increases in 
free tropospheric O3 were observed up to around 2005, followed 
by decreases at European Arctic sites. In contrast, at Eureka, in 
the Canadian Arctic, increases were found from 2008 onwards. 
Christiansen et al. (2017) also reported evidence for a possible 
shift in the O3 seasonal cycle in the free troposphere, with 
the late May/early June summer maximum occurring earlier 
in the year. This is illustrated in Figure 6.32, where stations, 
except for Eureka, show earlier peak O3 in the free troposphere, 
although the anomalies vary with altitude between stations. This 
is in line with the analysis of northern Scandinavian surface 
O3 data (Andersson et al., 2017). Eureka, on the other hand, 
shows weak signals, but together with Alert and Resolute (not 
shown) there are indications of O3 increasing in the summer 
and decreasing in the autumn. As noted by Christiansen et al. 
(2017) and other studies, regional differences are apparent in 
changes to O3 observed in the Arctic. While further analysis 
is needed, increased springtime photochemical production 
resulting from rising Asian precursor emissions since the 2000s, 
and decreasing summertime photochemical production due to 
decreasing European and North American emissions, are likely 
to be playing a role. Changes in the large-scale circulation, for 
example, influencing the transport of O3 from the stratosphere, 
may also be contributing, as well as changes in natural emissions 
such as those from boreal fires.

The length of available records and datasets analysed are 
important factors when assessing trends, and may lead to 
different results. In contrast to Christensen et al. (2017), who 

analysed longer ozonesonde records, Bahramash Shams et al. 
(2019) combined data from ozonesondes and the Microwave 
Limb Sounder (MLS) on the Aura satellite for Alert, Eureka, 
Summit and Ny-Ålesund for the period 2005–2017. They 
found significant annual mean trends in partial tropospheric 
O3 columns at Ny-Ålesund, with negative trends in tropospheric 
O3 in the spring and positive trends in summer. As noted above, 
further analysis of surface and vertical tropospheric Arctic O3 

trends, and comparison with AMAP model results, is discussed 
in Law et al. (2023).

6.3 Methane

6.3.1 Introduction

The growth rate of CH4 concentration has increased since 
2007, with further increases between 2015–2020. The annual 
amplitude is large but has decreased over the last three decades. 
New data from high-resolution measurements also show high 
variability in concentration within the same season.

Measurements of isotopic ratios suggest a change in the relative 
proportions of emissions from biogenic, thermogenic and 
pyrogenic sources of CH4, or a decline in the atmospheric sink of 
methane, or both. The decreasing annual amplitude also suggests 
a shift in the relative proportion of the emissions, indicating an 
increase in biogenic emissions. Further studies involving the 
high-resolution measurements and back trajectory analysis are 
needed to confidently explain the increasing growth rate.

It is still not clear what the primary drivers of the variability 
are but early studies suggest natural emissions can cause 

Figure 6.32. The difference between average O3 seasonal cycles in partial pressure (millipascals, mPa) between the periods 2012–2007 and 1995–2000, 
as a function of pressure level and day of the year. Note that 0.1 mPa corresponds to about 2 ppbv at 500 hPa and 1 ppbv at 1000 hPa. Shaded regions are 
where the anomalies are statistically significant at the 99% and 95% confidence intervals. Data source: Figure 11 from Christiansen et al. (2017), which 
also provides details about the data analysis.
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the observed late summer/early fall peaks. High-resolution 
atmospheric concentration measurements have become more 
abundant lately and the coming years of data can be used 
to reveal the development of the local Arctic CH4 sources. 
Additional studies are needed to identify the causes of the 
individual peaks.

Methane is the second most important anthropogenic 
greenhouse gas, aft er carbon dioxide (CO2), contributing to 
about 20% of radiative forcing from long-lived greenhouse 
gases. The change in methane concentration from 700 to 
1877 ppb (nmol/mol) between 1850 and 2019 represents an 
increase of 168% since the start of industrialization. Th e balance 
of surface sources and sinks determines the global methane 
budget. Surface sources can be biogenic (from wetlands, lakes, 
agriculture, waste/landfi ll, permafrost); thermogenic, (from 
fossil fuel usage and natural seeps); pyrogenic (from burning 
of biomass and biofuels); or mixed (from hydrates, other 
geological origins). Dominant sinks include methane oxidation 
by the hydroxyl radical (OH) (Saunois et al., 2016b). Long-term, 
systematic measurements of atmospheric CH4 from a well-
calibrated network of air-sampling sites are essential to assess 
trends, sources and sinks of atmospheric CH4 in the Arctic.

6.3.2  Significance of methane for the Arctic 
and new observations since 2015

Atmospheric CH4 monitoring has taken place at several 
Arctic sites since the early 1980s using discrete fl ask sampling 
followed by gas chromatography analysis (AMAP, 2015b). Data 
compatibility and accuracy are ensured through participation 
in the World Meteorological Organization (WMO) Global 
Atmosphere Watch (GAW) program. However, over the past 
five years an increasing number of stations have initiated 
measurements with monitors, which can measure at hourly 
resolution. As described in Section 5.3, the Integrated Carbon 
Observation System (ICOS) network was established in 2015 
and has been growing ever since, providing uniform calibrated 
measurements of atmospheric CH4 concentrations and CH4

fl uxes at some Arctic sites. Recently, the ICOS atmosphere 
network has been recognized as a contributing network to 
WMO GAW for greenhouse gases. Data from the ICOS 
stations, and several data products, can be downloaded from 
the ICOS’s Carbon Portal. Th e evolution of CH4 concentrations 
in the network, including fi ve stations above 60°N, is shown 
in Figure 6.33.
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Figure 6.33. CH4 concentrations 
measured at the ICOS stations from 
the beginning of 2014 to summer 
2020. Th e fi ve top stations (SNO: 
Station Nord, Villum Research 
Station, Greenland; ZEP: Zeppelin, 
Svalbard; PAL: Pallas, Finland; 
SVB: Svartbergen, Sweden and and 
PUI: Puijo, Finland) are all located 
above 60°N. The measurements 
were carried out either at high 
elevations or at coastal sites.
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6.3.3  Trends in concentrations of methane 
in the Arctic

Methane emissions mix through the troposphere on timescales 
shorter than the globally averaged atmospheric lifetime (AMAP, 
2015b), thus the average trend in atmospheric concentration 
is roughly the same everywhere on Earth. While global 
concentrations have increased at varying rates, the mechanisms 
behind these variations are still not fully understood. Between 
approximately 2000–2005 there was no growth in global CH4

mixing ratios, including in the Arctic atmosphere (Figure 6.34a 
and Figure 6.34b) but from about 2007, the growth increased and 
then accelerated from 2015 (Nisbet et al., 2019) till today (See 
Figure 6.34b). Explanations for the stabilization and increases 
encompass changes in tropical wetlands, livestock, fossil fuels, 
biomass burning, and the methane sink. Contradictions in 
these hypotheses have arisen because our current observational 
network cannot clearly link recent methane variations to 
specifi c sources (Nisbet et al., 2019; Turner et al., 2019).

Lawrence and Mao (2019) examined long-term trends in 
atmospheric CH4 mixing ratios at Summit, Alert, Utqiaġvik 
and Tiksi, and concluded from transect calculations 
and correlations between CH4 and CO that long-range 
transported CH4 contributed to the increasing trend of CH4

in the Arctic atmosphere. Th is was also concluded by Platt 
et al. (2018); however, Platt et al., also suggest that hotspots 
of Arctic emissions potentially add to the growing trend. 
Lawrence and Mao (2019) found a decrease in the amplitude 
of the average seasonal variation of the CH4 concentration, 
indicating an increase in local sources in the Arctic summer 
that contributed to a rise in the summer mean concentration. 

Figure 6.34c shows a decreasing change in the amplitude 
of the seasonal variation from 1985–2020 at Utqiaġvik, 
supporting the fi ndings of Lawrence and Mao (2019). Nisbet 
et al. (2019) analyzed timeseries of CH4 mole fraction and 
the 13C/12C isotopic ratio from 2000 to 2017 and the analysis 
showed the isotopic ratio has changed, now trending negative 
for more than a decade. Th ey suggested that the causes of 
methane’s recent mole fraction increase are therefore either 
a change in the relative proportions (and totals) of emissions 
from biogenic, thermogenic and pyrogenic sources, or a 
decline in the atmospheric sink of methane, or both. However 
further studies are needed to investigate the causes of the 
decreasing trend.

6.3.4  Concentrations, seasonal cycles 
and origin

Figure 6.35 compares annual methane cycles from 2012 to 
2020 at two remote Arctic sites (Summit and Zeppelin) with 
two regionally infl uenced Arctic sites (Pallas and Tiksi). Th e 
fi gure shows the seasonal variation in CH4 concentration 
extended from the variation plotted in the assessment report 
from 2015 (AMAP, 2015b). Th e characteristics observed 
during the eight-year period are relatively consistent at each 
of the remote background sites, showing an annual CH4 cycle 
with an amplitude of about 40–50 ppb from the minimum 
observed in July/August to the maximum observed in 
February, with a ‘shoulder’ in early November. Th e seasonal 
variation was likely caused by the transport of polluted air 
masses from lower latitudes during winter, and a stronger 
photochemical OH sink during summer, when the transport 

Figure 6.34. (a) CH4 concentrations 
measured using fl ask sampling at 
eight Arctic sites, including two 
sites in the ICOS network (Pallas 
and Zeppelin), plus measurements 
made using monitors at the ICOS 
sites. (b) Changes in the CH4

concentration growth rate using 
the data from Utqiaġvik, which 
has the longest CH4 concentration 
timeseries of these Arctic sites. (c) 
The CH4 seasonal concentration 
amplitude between 1985–2020, 
using data from Utqiaġvik. Th e line 
shows the least square fi t (R2 = 0.28)
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from lower latitudes also decreases. Lower-latitude ICOS CH4 
concentration data from Hyltemossa in Sweden and Saclay in 
France (Figure 6.35) show, in general, higher concentrations 
in winter and summer but there is less difference between 
summer and winter for Saclay, probably due to there being 
less difference in photochemical removal between the summer 
and winter seasons.

The annual methane cycle at the two regionally influenced 
sites also shows a maximum during winter, but this is elevated 
relative to the remote sites, probably due to the latter’s closer 
proximity to anthropogenic source regions. An additional 
feature in the annual methane cycle of the regionally 
influenced sites is the presence of a distinct secondary peak 
in late summer. AMAP 2015b ascribed this secondary peak 
to emissions from wetlands, and it is likely that this peak, 
as well as the shoulder occurring slightly later at the remote 
sites, originates from natural emissions in late summer or 
early autumn (Pirk et al., 2017). These seasons are referred 
to as edge seasons in AMAP’s 2015 assessment. However, 
higher-resolution concentration measurements can possibly 
reveal more details that can be used to identify sources or 
sinks. Data from the last year (2020) in Figure 6.35 are taken 
from the ICOS portal; the data measured with an online 
monitor gives a better time resolution (hourly measurements) 
revealing several peaks during the fall at Pallas and several 
smaller peaks at Zeppelin. Comparing lower-latitude data 
to that from Pallas and Zeppelin (Figure 6.35) shows similar 
peaks in the fall season; however, the high-resolution data 
also reveal a clear peak in the summer at the Arctic sites 
which possibly originates from local Arctic sources. The 
high-resolution data from the Arctic stations only covers 
one season but the coming years of data will reveal how local 
Arctic CH4 sources develop. Additional studies are needed 
to identify the causes of the peaks.

6.4  Trends in cloud properties based 
on satellite observations

6.4.1  Assessment of trends based on 
satellite-based climate data records

Changes in clouds can be considered as one of the harbingers 
of climate change, as clouds respond to the underlying changes 
in surface properties, atmospheric circulation and pollutant 
concentrations. Understanding the climate trends in cloud 
properties is therefore useful for understanding how the Arctic 
climate system is responding to changes in greenhouse gas 
emissions, including SLCFs, and the associated aerosol-cloud 
interactions. Figure 6.36 shows the trends in total cloud fraction, 
in percentages per decade, from the four satellite-based climate 
data records (CDRs) spanning the 35 years between 1982–2016, 
introduced earlier in Section 5.5.2. It is difficult to identify a 
pattern that holds across all CDRs, indicating the challenges 
that remain in cloud property retrievals from passive satellite 
sensors. The two regions where trends in all CDRs agree are 
the northeast Atlantic and the Barents/Kara sea sectors of the 
Arctic, albeit with different magnitudes. The total cloud fraction 
is decreasing over the first area, while it is increasing over the 
latter. However, over other regions, either the magnitude alone 
or both the magnitude and the sign of trends are different in 
the four CDRs, or the trends are not statistically significant.

An interesting feature that holds across all three AVHRR-only 
based CDRs (i.e. CLARA-A2, PATMOS-x and ESA Cloud CCI) 
is the statistically significant decreasing cloud fraction over 
the Fram Strait. This region is an important pathway for the 
export of sea-ice out of the Arctic (Min et al., 2019). Any change 
in cloudiness would potentially influence the rate of sea-ice 
export, due to change in the cloud longwave forcing at the 
surface, which could potentially precondition the seasonal 
wintertime sea-ice recovery (e.g. Letterly et al., 2016).
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Figure 6.35. CH4 concentrations measured between 2012–2020. The solid lines show data gathered using discrete flask sampling at two Arctic remote 
sites (Summit and Zeppelin) and at two regionally influenced sites (Tiksi and Pallas). The dashed lines show continuous (1-hour mean) sampling of 
CH4 using online monitors between 2019–2020 at Zeppelin and Pallas, and 2017–2020 at two lower-latitude ICOS stations (Hyltemossa and Saclay).

120 AMAP Assessment 2021: Impacts of Short-lived Climate Forcers on Arctic Climate, Air Quality, and Human Health



Chapter 6 · Observations, origins and trends of SLCFs and clouds in the Arctic

Figure 6.37 shows the trends in cloud top pressures (CTP). In 
the Arctic, CTP is sensitive to the changes in boundary-layer 
processes, being infl uenced by trends in temperature inversions, 
surface properties and vertical mixing in the boundary layer. 
CTPs are also infl uenced by changes in atmospheric circulation, 
especially the transport of heat and moisture. A striking pattern 
that holds across all four CDRs is the increase in CTPs across 
the majority of the Arctic Ocean, suggesting a decrease in 
cloud-top altitudes. It is diffi  cult at present to conclude if 
this trend is physical or a retrieval artifact. Th e retrievals of 
CTPs depend heavily on the quality of temperature profi les 
from the reanalyses. In general, the passive retrievals have a 
tendency to overestimate cloud-top altitudes. But as the quality 
of temperature profi les has likely improved every decade, due to 
the availability of more and better sensors, it is also likely that 
in the last 10–15 years, the assignment of cloud-top altitude 
has become more accurate, reducing the overestimations and
thereby artifi cially introducing the trends seen in Figure 6.37.

6.4.2 Seasonal aspects

In the context of AMAP, investigating and monitoring 
seasonality in the trends of cloudiness is of scientifi c interest 
for a number of reasons. In the polar winter, when the majority 
of the Arctic Ocean is locked by ice, pollutant transport is 
the primary source of cloud nuclei. At the same time, this 
transport, which in turn responds to large-scale circulation 
patterns, is also responsible for shaping the thermodynamical 
conditions needed for cloud processes. In the polar summer, 
as the sea-ice retreats, marine biogenic and sea-salt aerosols 
become additional sources of cloud nuclei (Chang et al., 2011; 
Heintzenberg et al., 2015; Dall’Osto et al., 2017). While it is 
expected that the changes in large-scale circulation and sea-ice 

would have a fi rst-order impact on the trends in cloudiness, 
aerosol-cloud interactions are also important in the Arctic, 
where the amount of nuclei is generally low, increasing the 
susceptibility of clouds to changes in pollutant concentrations.

Figure 6.38 shows the seasonal trends per decade in the total 
cloudiness from the CLARA-A2 CDR. Th e most noticeable 
feature is the strong increasing trend in cloudiness during boreal 

Figure 6.36. Trends in total cloud fraction (in % per decade) based on four 
satellite-based CDRs between 1982–2016. Only trends that are statistically 
signifi cant at 90th confi dence percentile are shown. 
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Figure 6.37. Trends in cloud-top pressures (in hPa per decade) in the four 
CDRs between 1982–2016.
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Figure 6.38. Seasonal trends in total cloud fraction (in % per decade) based 
on CLARA-A2 CDR data between 1982–2016 .
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autumn in the Laptev, East Siberian, Chukchi and Beaufort 
Seas. It is to be noted that the other CDRs also show similar, 
statistically significant trends over these regions. These are 
regions where the sea-ice is diminishing strongly (Devasthale 
et al., 2020). A number of studies have shown that the correlation 
between decreasing sea-ice and increasing cloudiness is strong 
over this region, which has been explained mainly by changes 
in the thermodynamical conditions as more moisture is being 
made available due to the loss of sea-ice (Schweiger et al., 2008; 
Kay and Gettelman, 2009; Eastman and Warren, 2010; Vavrus 
et al., 2011; Liu et al., 2012a; Wu and Lee, 2012; Devasthale 
et al., 2020).

In the late winter and spring, a statistically significant increase 
in cloudiness is also observed in the inner Arctic, in the Barents 
and Kara Seas. This is also the region where the winter and 
springtime transport of not only heat and moisture, but also 
of pollutants from the mid-latitudes, is commonly observed 
(Stohl, 2006; Brock et al., 2011; Coopman et al., 2016; Johansson 
et al., 2017b; Thomas et al., 2019b).

The decreasing cloudiness in the Fram Strait, mentioned earlier 
in Section 6.4.1, is mainly observed in the autumn and winter 
months. Over the same region, the sea-ice has a decreasing 
trend during the same months. The contradictory relationship 
between sea-ice and cloudiness over two regions is worth 
noticing. In the Pacific sector, cloudiness is increasing while 
the sea-ice is decreasing, and in the Fram Strait both the sea-ice 
and cloudiness are decreasing. In the summer months (July–
August) there is a slight decreasing trend in cloudiness over 
the Pacific sector of the Arctic Ocean. It is to be noted that the 
role of pollutant aerosols (e.g. Browse et al., 2014; Wang et al., 
2018), if any, in influencing the trends in cloudiness has not 
yet been studied sufficiently to draw robust conclusions valid 
for the entire Arctic Ocean.

6.5 Conclusions and recommendations

6.5.1 Particulate matter

Our understanding of the surface concentrations of aerosols 
in the Arctic, their seasonal variation and trends has improved 
considerably since the first AMAP report on BC climate effects 
in 2011, and can now be considered as good. Several permanent 
observatories measure aerosol species, including particulate 
sulfate and BC. Longer-term trends now clearly show that BC 
concentrations have stagnated in the past 10-plus years, after 
decreasing for decades. Aerosols have, in general, become less 
acidic, owing to the decrease of particulate sulfate. Ammonium 
is also decreasing, while nitrate increases. These changes can 
be due to changed emissions but can also result from changing 
atmospheric chemistry as the mix of chemical species changes. 
This concerns all constituents that are converted from gases to 
particulate matter (secondary aerosols). Mass concentrations 
of primary aerosols, such as BC and mineral dust, are not 
influenced by changed atmospheric chemistry.

Clear trends for the haze and summer seasons are emerging. 
During the haze period from fall through early spring, fewer 

1 Operated by the French Polar Institute (IPEV) and its German counterpart, the Alfred Wegener Institute for Polar and Marine Research (AWI)

particles in the accumulation mode (100–500 nm; typical of 
Arctic haze) are seen, and the overall scattering by the aerosol 
population decreases. Arctic aerosol in this season remains 
dominated by anthropogenic sources. By contrast, in summer, 
the numbers of accumulation- and coarse-mode particles 
(>1 µm) increase, which simultaneously increases the overall 
scattering by the aerosol population. The summer fraction 
of aerosols is becoming more dominated by particles from 
natural sources. In particular, contributions from directly 
emitted sea salt (>1 µm) and fires are rising. Methanesulfonic 
acid, which is formed from gases emitted by phytoplankton, 
has increased in some locations across the Arctic in spring 
and summer over the past ten years. This contributes to 
the marked increase in accumulation-mode particles at 
the surface. Long-term observations to determine particle-
size distribution and optical properties are needed to fully 
understand the ongoing changes and their potential effects 
on climate. Greater numbers of scattering particles in summer 
will reflect more sunlight, while increased concentrations of 
particles in the size range of CCN (accumulation mode) will 
change cloud properties and their radiative effects.

There is presently a lack of observations for organic aerosols. 
However, these data are needed for apportionment of particles 
to natural and anthropogenic sources. It would also help to 
improve understanding of mineral dust, which is strongly 
implicated in radiative forcing; with current data it is only 
possible to partially quantify the importance of this effect. 
There is a clear need to complement ongoing surface-based 
observations with additional monitoring of organic and mineral 
dust aerosols.

Moreover, information from the atmosphere aloft, beyond 
the reach of surface-based observatories, is only captured 
sporadically in short-term and spatially limited aircraft 
campaigns. Systematic and vertically resolved data that clearly 
show the evolution of any single aerosol component in the free 
troposphere is not available. This is a particular constraint for 
quantifying the impact of biomass-burning emissions in the 
Arctic or transported from outside the region. The same is true 
for the transport of dust and volcanic ash plumes to the Arctic. 
The aerosol optical depth, which is retrieved from ground-
based AERONET and satellite observations, represents the 
combined aerosol load over the full atmospheric column, 
and indicates that the particle load is increasing. However, 
the information is not detailed enough to distinguish 
between aerosol types and their vertical distribution. Lidar 
observations provide more detailed information on the vertical 
particle distribution, and the sizes and shapes of individual 
aerosols. However, there are very few lidar instruments being 
operated systematically in the Arctic (one example is at Ny-
Ålesund’s AWIPEV1 station). Enhancing the ground-based 
remote-sensing network would greatly improve knowledge of 
vertical aerosol layers. There is a clear need to both enlarge the 
ground-based aerosol remote-sensing network and develop 
satellite-retrieval methods further because only remote 
sensing can deliver the continuous observations required to 
better quantify impacts from forest fires, mineral dust and 
volcanic ash.
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6.5.1.1  How natural sources contribute to aerosol 
emissions and concentrations

A clear pattern is emerging from currently available data of the 
summer aerosol fraction being dominated by particles from 
natural, rather than anthropogenic, sources. However, deducing 
trends in concentrations of natural aerosol components 
is currently a challenge for two main reasons: a) longer-
term observations are still targeted at capturing changes in 
anthropogenic contributions, and b) natural emissions are 
changing at a magnitude that is only slightly above the natural 
variability. More dedicated efforts are needed to monitor natural 
aerosol components.

So far, longer-term observations of MSA show that 
concentrations are highly variable but that there is potentially 
an increase in particulate matter MSA due to the observed 
increase in marine microbial emissions. Sea salt has been found 
to increase, which could be due to retreating sea-ice in summer. 
Importantly, though, it has been found to be mainly related 
to changed atmospheric transport patterns with enhanced 
contributions from the North Atlantic towards Svalbard. Dust 
originating from high latitudes has recently been identified as 
an important contributor to radiative forcing in the Arctic, 
but other than ice-core and lake-sediment records, no long-
term, systematically recorded atmospheric observations exist. 
Forest fires contribute a mixture of natural and anthropogenic 
emissions because they can be triggered naturally or by human 
activity. This assessment considers them as mainly natural. An 
increase in emissions has been observed, particularly in the 
recent past. However, the available data cannot yet answer the 
question of whether BC concentrations are becoming enhanced 
due to increased emissions from fires.

6.5.1.2  Measurement gaps exist that need 
to be filled

The locations of surface observatories are mostly adequate, but 
large measurement gaps exist in the eastern Arctic. In terms of 
data on chemical composition, which enables the attribution of 
concentrations and climate impacts to specific sources, there is a 
lack of observations targeted at natural aerosol components such 
as sea spray, MSA and mineral dust. The complex mixture of 
organic aerosols can reveal detailed information on local versus 
long-range and natural versus anthropogenic contributions but 
organic aerosol is not well characterized around the Arctic. 
Enhanced isotopic analysis of nitrogen and sulfur could put 
better constraints on natural versus anthropogenic sources and 
climate change-induced shifts.

Valuable information on sources, atmospheric processes 
and climate effects is also contained in data on aerosol size 
distributions. Only a few of the permanent observatories 
measure this on a continuous basis. Systematically equipping 
observatories to measure aerosol size distributions would 
therefore be beneficial. Information on the vertical distribution 
of aerosols remains sparse; enhancing the ground-based remote-
sensing network and putting more effort into developing 
algorithms that can retrieve detailed aerosol information 
from ground-based and space-borne remote sensing could 
help to close this knowledge gap. In terms of analysis, very little 
research has been undertaken to explore the linkages between 

observed cloud changes and changes in the aerosol population. 
Clouds are a key player for the Arctic radiative balance, and 
models do not yet adequately represent the interaction between 
aerosols and clouds.

6.5.1.3 Recommendations

Natural aerosol components

 • Develop the capacity for collecting observations of aerosols 
to enable the evaluation of changes in the occurrence of 
natural Arctic aerosol compounds – which might be 
affected by climate change throughout complex feedback 
mechanisms. Components of particular interest include sea 
spray, high-latitude dust (including old deposits of volcanic 
sediments that have become resuspended) and biological 
emissions, such as DMS and MSA.

BC

 • Continue monitoring activities of BC mass concentrations 
at Arctic sites.

 • Establish systematic monitoring of BC in snow and 
precipitation at more Arctic sites to better understand 
the influence of forest-fire emissions, and intensified 
shipping and industrial activities on BC. With regard to 
anthropogenic activities, observational sites should be 
established close to sites of activity.

 • Harmonize measurement techniques to enhance 
comparability across Arctic sites.

Mineral dust

 • Develop facilities to enable identification of dust sources 
and concentrations for all Arctic regions.

 • Promote research into wet and dry particle deposition rates 
and amounts around the Arctic, including accumulation in 
snow and ice.

 • Promote studies on the effects of dust to improve 
understanding of, for example, the influence of dust as ice 
nucleation particles in clouds, on snow albedo reduction, 
and as a nutrient to ecosystems.

Inorganic aerosol components

 • Continue existing monitoring of inorganic aerosol 
components to understand ongoing changes, such as 
increasing nitrate, and potential changes in sulfate and 
ammonium from marine microbial emissions.

Organic aerosol components

 • Establish systematic measuring, with a high-temporal 
resolution, of organic aerosol. Understanding the component 
species of organic aerosol gives essential insights into the 
sources – anthropogenic and natural – of Arctic aerosol and 
how they are shifting as the climate changes.

Aerosol microphysical properties

 • Enlarge the network for measuring aerosol particle 
number size distribution at Arctic stations, especially in the 
eastern Arctic.
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 • Record optical properties, in combination with chemical 
measurements, to understand the drivers (natural and 
anthropogenic) of the changing atmospheric composition 
in the Arctic and climate effects.

 • Include the monitoring of scattering and absorption at 
stations where this is not currently undertaken to better 
quantify climate effects and changes in aerosol sources.

 • Increase observations and especially timeseries on CCN and 
INP number concentrations to enhance understanding of 
the roles anthropogenic and natural aerosols play in cloud 
and fog formation, and related climate effects.

6.5.2 Ozone

Tropospheric ozone (O3) is a secondary air pollutant, which 
is not directly emitted but is produced photochemically in 
the atmosphere from precursor emissions produced from 
anthropogenic and natural sources. It can also originate 
from the stratosphere and is lost by surface dry deposition or 
photochemical reactions. Small, statistically significant trends 
in O3 have been determined based on analyses of surface and 
vertical ozonesonde data. O3 in the free troposphere increased 
up to the mid-2000s, and has since decreased at sites in the 
European Arctic, whereas O3 increased since the late 2000s 
at Eureka in the Canadian Arctic. At the surface, certain sites, 
including Utqiaġvik and Zeppelin, show increasing trends 
over the last 30–40 years, with statistically significant trends 
especially in the winter (also found at Alert), whereas other 
sites, such as Pallas and Summit (a free tropospheric site), 
exhibit negative trends since the mid-1990s and early-2000s, 
respectively. Other sites, including Villum and Esrange, show no 
significant trends. Overall, reported trends vary with location 
and are influenced by the length of the observation records.  
Trends in O3 precursors are available at only a very limited 
number of sites. Certain precursors show declining surface 
trends (CO, NMHCs) but CH4 (an important ozone precursor) 
is still increasing in the Northern Hemisphere. Meanwhile, 
information on trends in NOX and PAN (an important NOX 
reservoir) is missing, due to a lack of routine measurements 
in the Arctic. The seasonal cycle of O3 at the surface varies 
across the region, with coastal sites (Utqiaġvik, Villum, Alert) 
showing a winter or early spring maxima and very low values 
in the spring due to O3 loss by halogens, so-called O3-depletion 
events. Other sites, located at altitude or inland, (Zeppelin, 
Summit, Esrange) show maxima occurring in the spring and 
little or no influence from halogen-induced O3 loss is observed.

Ozonesonde data exhibits spring maxima at most Arctic 
sites in the free troposphere. Possible shifts in the observed 
tropospheric ozone seasonal cycle are reported for the first 
time at the surface (northern Sweden) and in the Arctic free 
troposphere. A shift to an earlier summer maximum is reported 
in the free troposphere in the European Arctic (also seen at the 
surface), while there are indications of increasing summer and 
decreasing autumn ozone in the Canadian Arctic. Reasons for 
these observed trends, and possible changes to the seasonal 
cycle, have not yet been determined. They may be driven, 
in part, by declines in precursor emissions, such as NOX, in 
North America and Europe, and increases in Asian emissions 
(at least up to the late 2000s), combined with interannual 

variability affecting long-range transport and the flux of O3 
from the stratosphere. Improved understanding about the 
causes of changes in O3 abundances, including perturbations 
due to local and remote changes in anthropogenic precursor 
emissions, requires improved understanding about processes 
responsible for O3 production and loss in the troposphere. 
Improved assessment of the contribution from CH4 oxidation 
is also needed.

6.5.2.1  Contribution of natural sources 
to emissions and concentrations

Tropospheric O3 is formed from the photo-oxidation of VOCs, 
CO and CH4 in the presence of NOX. As well as there being 
significant anthropogenic sources of these ozone precursors, 
there are also important natural sources, such as boreal fires, 
lightning, vegetation and transport from the stratosphere, all 
of which show marked seasonal and interannual variations. 
Photochemical reactions involving halogens and dry deposition 
are important O3 sinks but remain poorly quantified in the 
Arctic. Uncertainties remain with regard to the contribution 
of anthropogenic, relative to natural, sources to the Arctic 
O3 budget, including temporal and spatial variations at the 
surface and in the free troposphere. Understanding of how 
natural sources are changing in response to climate change is 
also highly uncertain.

6.5.2.2  Capacity for measuring ozone needs 
to be improved

Current observations are insufficient to capture anticipated 
changes in tropospheric O3 due to changes in anthropogenic 
and natural sources and sinks. Tropospheric O3 is a secondary 
pollutant that is influenced by a range of complex chemical and 
dynamical processes. Long-term monitoring of atmospheric 
composition at existing stations is essential for accurately 
determining O3 sources and sinks, seasonal cycles and trends 
and needs to be continued and integrated into a Pan-Arctic 
observation network building on, for example, AMAP, IASOA, 
and WMO GAW. Standardization of measurement techniques 
used at existing and new sites is required. At present, only a very 
limited number of stations provide long-term monitoring of 
surface O3 and O3 vertical profiles (ozonesondes, lidar) in the 
Arctic. In many cases, records are not continuous and large data 
gaps exist, especially in the eastern Arctic, and over the Arctic 
Ocean. Measurements of O3 and associated species  are also 
lacking at terrestrial locations that may be influenced by local 
anthropogenic emissions now and in the future. Long-term 
continuous measurements of ozone precursors (e.g. CO, VOCs/
NMHCs) exist at very few surface sites, and long-term records 
of species important for diagnosing O3 sources (NOX, PAN) 
and sinks, notably halogens, are lacking. Measurements of these 
additional compounds are needed to: understand changes in O3 
sources and sinks; evaluate model estimates of the O3 budget; 
and understand processes influencing seasonal and inter-
annual O3 variability and long-term trends. Understanding 
clearly how sources are affecting tropospheric O3 also requires 
information about vertical Arctic chemical composition, origins 
and processes. Vertical ozone sonde profiles are only available 
at a limited number of sites in the western and European 
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Arctic. Records are often not continuous and measurement 
techniques vary over time and between sites. Regular profile 
data are missing in the eastern Arctic. While recent airborne 
missions have provided important snapshots in different 
seasons, there has not been a dedicated airborne campaign 
focusing on process-level understanding since POLARCAT 
in 2008. Satellite data can provide useful spatial information 
about O3 and certain precursors/oxidants, as well as limited 
vertical information, but more attention is needed to improve 
retrievals, and understand biases and instrument limitations 
at high latitudes. The development of new techniques provides 
opportunities for regular monitoring on new platforms, 
such as tethered platforms, unmanned aerial vehicles, and 
measurements on commercial aircraft and shipping.

6.5.2.3 Recommendations

 • Initiate collection of more routine data, in addition to 
maintaining existing measurements for ozone, its precursors 
and species that are important for studying O3 sources and 
sinks in urban/industrial, rural and background locations in 
the Arctic. This includes NO and NO2 (not only NOX), and 
NOX reservoir species (e.g PAN, RNO3, HOONO2), VOCs 
and CO, as well as species important for diagnosing ozone 
sinks, in particular, halogens and halogen-containing organic 
species. Additional ozonesonde profile measurements co-
located with radiosonde measurements, particularly in the 
eastern Arctic, together with more regular vertical profile 
information on source/sink species are needed.

 • Implement the Findable, Accessible, Interoperable, and 
Reusable (FAIR) principle to measured concentrations 
of O3 and its precursors, including source attribution and 
emission validation, particularly in the eastern Arctic, and 
for standardized measurement techniques.

 • There is an ongoing need to improve understanding of the 
processes governing ozone production from anthropogenic 
and natural sources and ozone sinks in the Arctic 
troposphere, and their representation in models. In addition 
to routine data, this requires dedicated ground-based and 
airborne measurement campaigns examining processes 
at the surface and in the boundary layer/free troposphere 
across different seasons.

 • Promote research to improve understanding of natural 
emissions and their response to global and Arctic climate 
warming.

6.5.3 Methane

The concentration of Arctic atmospheric methane has been 
recorded since the early 1980s, and an increase observed, but 
with zero growth from 2000 to about 2005. Since 2007, the 
growth rate has risen again, with an increasing rate from 2015 
to 2020. Arctic CH4 concentration measurements reveal an 
annual variation, with a higher concentration in late winter 
and a minimum in summer. The annual amplitude varied from 
70–80 ppb in the 1980s but the amplitude has decreased over 
the last three decades and is now about 40–50 ppb. New data 
from high-resolution measurements show high variability in 
CH4 concentration within the same season; this is especially 

evident in the winter season but variations over the summer 
also occur. The high variation during winter is likely due to 
varying meteorological conditions transporting polluted air 
from lower-latitude sources. The measurements expose a 
distinct peak of atmospheric CH4 during summer at several 
sites, as well as a ‘shoulder’ occurring slightly later in early fall. 
The variability found in the high-resolution data is large, being 
about the same magnitude as the annual amplitude; however, 
it is not known if this variability has changed in recent years 
as high-resolution measurements were only initiated recently.

Anthropogenic, as well as natural, processes can drive CH4 
variability. It is still not clear what the primary drivers of 
the observed variability are but early studies suggest natural 
emissions can cause the late summer/early fall peaks. More high-
resolution data and emissions studies are needed to qualify the 
primary drivers of such short-term variability. High-resolution 
atmospheric concentration measurements have become more 
abundant lately, but so far, the high-resolution data from the 
Arctic stations only covers one season. The coming years of 
data can be used to study the development and drivers of the 
local Arctic CH4 variability.

An increasing number of measurement sites exist that can 
monitor the natural emissions of Arctic methane and also 
isotopic ratios, which can be used to categorize sources. Data on 
the isotopic ratios suggest a change in the relative proportions 
(and totals) of emissions from biogenic, thermogenic and 
pyrogenic sources, or a decline in the atmospheric sink of 
methane, or both.

The decreasing annual amplitude also points to a shift in 
the relative proportion of the emissions, with an increase in 
biogenic emissions during summer. Further studies involving 
the high-resolution measurements and back trajectory analysis 
are needed to confidently explain the increasing growth rate.

6.5.3.1 Recommendations

 • Promote studies involving the high-resolution measurements 
and back trajectory analysis.

 • Make provision for gathering more high-resolution data 
and undertaking emissions studies to qualify the primary 
drivers of short-term variability of CH4.

6.5.4 Clouds

A statistically significant increase in cloudiness has been 
observed during boreal autumn in the Laptev, East Siberian, 
Chukchi and Beaufort Seas. This increasing trend in cloudiness 
is consistent and robust across all climate data records. However, 
large differences remain over other regions and seasons when 
intercomparing cloud property trends from satellite based 
CDRs, especially during the polar winter months.

6.5.4.1 Recommendations

Continued access to the data from active sensing instruments, 
such as cloud radar and lidar in space, will be crucial in future to 
further improve, re-train and evaluate cloud property retrieval 
algorithms applied to the data from historical passive sensors.
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Given the complexity of the Arctic climate system, and the 
existing large uncertainties in both observations and models, 
continuous improvements and evaluations of cloud properties 
and trends in the Arctic are necessary.
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7.1 Introduction

Observations of short-lived climate forcers (SLCFs) in the Arctic 
are invaluable for enhancing our understanding of how these 
chemicals behave in the atmosphere. However, measurements 
of SLCFs can be limited in space and time, and collecting such 
data is expensive and sometimes labor intensive. It is also 
difficult, from observations alone, to attribute sources and 
make projections for how SLCFs might behave in the future. 
Models, on the other hand, allow us to estimate the full three-
dimensional distribution of SLCFs in the atmosphere, as well 
as their radiative forcing and optical properties over any given 
time period. Models can also be useful in helping to attribute 
SLCF sources, and in simulating the anticipated behavior of 
SLCFs and their climate and health impacts under different 
emissions scenarios (covered in Chapters 8 and 9, respectively). 
In order to have confidence in the model outputs, in this chapter, 
new atmospheric model simulations (which all use the same 
input anthropogenic emissions) are compared to observations 
of SLCFs. The performance of the models is evaluated and their 
biases quantified, to aid understanding of their characteristics.

In the previous AMAP report on black carbon (BC) and ozone 
(O3) as climate forcers (AMAP, 2015a), model results were 
compared with observations from a handful of Arctic surface 
monitoring stations, aircraft campaigns, and ozonesondes. 
For this report, the data used in comparisons with models has 
been expanded to include multiple satellite retrievals, ship-
based measurements and hundreds of surface observations 
from the Northern Hemisphere, to aid understanding of long-
range transport issues from the models, and because the Arctic 
climate is not only influenced by greenhouse gases and SLCFs 
in the Arctic, but also by climate forcing from the mid-latitudes 
via heat and moisture transfer.

The previous AMAP report revealed that some models did 
not simulate the seasonal cycle of Arctic BC and sulfate (SO4) 
well (AMAP, 2015a; Eckhardt et al., 2015), with many models 
not able to reproduce the high concentrations of the Arctic 
haze season (in winter and spring). With the relevant models 
having been subsequently updated, and the greater number 
of model-measurement comparisons, this chapter explores 
that issue again. The AMAP (2015a) report evaluated O3 
and carbon monoxide (CO) in the Arctic, finding O3 to be 
overestimated by models and CO to be underestimated. The 
O3 overestimation was thought to be due to O3 descent from 
the stratosphere being over represented, and transport from 
mid-latitudes insufficiently represented for both CO and O3 

(AMAP, 2015a). In this chapter, analysis of O3 is expanded to 
include new datasets and more O3-precursor species, such as 
nitrogen dioxide (NO2) and methane (CH4), in addition to CO.

In the AMAP report on methane as a climate forcer (AMAP, 
2015b), the anthropogenic CH4 emissions needed for the 
climate models as input data were not available in time to 
carry out new simulations for the report; thus modeled CH4 was 
not evaluated. In the current report, some of the participating 
models simulate CH4, but not in a detailed way. Rather, they 
prescribe CH4 concentrations based on simplified ‘box model’ 
results, which utilized the anthropogenic CH4 emissions 
described in Chapter 2, along with assumptions for natural 
emissions. The models, described in Section 7.2, thus have very 
homogenous CH4 fields, but are nonetheless evaluated against 
measurements later in this chapter (Section 7.3.2). To provide 
further information, however, the next subsection provides an 
overview from the literature of current modern CH4 modeling 
(from models not employed in this report) and its challenges.

7.1.1  Modeling atmospheric methane (CH4): 
the Arctic CH4 budget

The concentration of atmospheric CH4 in the Arctic results 
from a balance between that from local emissions (mainly from 
wetlands but with some emissions from fossil-fuel production) 
combined with that added by transport from lower latitudes, 
and that removed by chemical destruction in the atmosphere 
and microbes in soils. Arctic emissions are small relative to 
global emissions (about 4%, according to Saunois et al., 2016a; 
AMAP, 2015b), with the largest contribution to the atmospheric 
budget added through transport from the lower latitudes (e.g. 
Bruhwiler et al., 2021). All of the terms in the Arctic CH4 budget 
are difficult to quantify. Atmospheric transport can be simulated 
using general circulation models or chemical transport models 
driven with meteorological analyses. However, the spatial 
distribution and temporal variability of emissions are uncertain, 
which results in uncertainty in the CH4 contribution from lower 
latitudes. Atmospheric transport itself may also be uncertain, 
especially at small scales and where meteorological observations 
are relatively sparse, as is the situation for the Arctic (e.g. Schuh 
et al., 2019; Shindell et al., 2008).

Anthropogenic emissions of CH4 fall into the broad categories of 
agriculture (including livestock), waste and fossil-fuel production. 
For all three categories, emissions occur through unintended 
leakage or as a by-product of microbial processes. This makes them 
difficult to quantify in comparison to, say, carbon dioxide (CO2), 
which has emissions that directly relate to the consumption of 



fossil fuels. In the Arctic, CH4 emissions are dominated by natural 
sources (AMAP, 2015b), and, as discussed in Section 6.3 of this 
report, many site-level studies are presently being conducted to 
quantify natural emissions of CH4 from wetlands, lakes and ponds. 
However, these are difficult to scale-up to the pan-Arctic region 
because of the spatial heterogeneity of ecosystems, inundation, 
and soil hydrology. A particular problem for quantifying the 
spatial distribution of emissions from wetlands and inland waters 
has been a lack of knowledge on where these systems are. Progress 
is currently being made in mapping vegetation-free surface-water 
bodies using remote-sensing techniques and machine-learning 
analysis approaches (Kyzivat et al., 2019; Cooley et al., 2019). It 
may therefore soon be possible to combine information gained 
at the site level with the satellite-based spatial data to quantify 
emissions and predict how they will change in the future as the 
Arctic climate continues to change.

The lifetime of CH4 in the global atmosphere due to 
photochemical destruction is about ten years (Nicely et al., 2017). 
The atmospheric chemical sink of methane in the troposphere is 
mainly due to reaction with the hydroxyl radical (OH), initiating 
a reaction chain that ultimately leads to oxidation of CH4 to 
CO2. Reaction with excited-state oxygen (O(1D)) and atomic 
chlorine (Cl) also contribute to the photochemical destruction 
of CH4, but contribute less than 10% to the total chemical loss 
(Saunois et al., 2020). All three reactants – OH, Cl and O(1D) 
– are extremely short-lived in the atmosphere and are very 
difficult to measure. Models with detailed photochemistry also 

have large uncertainties in simulated OH (Nicely et al., 2016; 
Naik et al., 2013). Currently, the most reliable estimates of OH 
abundance are inferred from observations of the trace gas methyl 
chloride (MCL, Kirschke et al., 2013). Emissions of MCL are 
thought to be relatively well known, and the halocarbon’s only 
atmospheric sink is through reaction with OH; therefore OH 
abundances can be deduced across large scales using global 
network observations of MCL and transport models. OH 
abundance in the atmosphere is thought to be stable, with small 
interannual variability (Nicely et al., 2018; Montzka et al., 2011).

OH abundances are largest in the tropics where both ultraviolet 
(UV) solar radiation and water vapor are highest (e.g. Naik et al., 
2013), since OH is produced by dissociation of water (H2O) by 
reaction with O(1D), which is produced by O3 photolysis. In 
the Arctic, OH abundances are lower due to lower water vapor, 
more absorption of UV over long atmospheric path lengths 
and prolonged periods with little or no sunlight. Because of 
the difficulty in quantifying sources and sinks of CH4, model 
simulations of CH4 often fail to closely match observed features of 
the atmospheric CH4 distribution, such as the latitudinal gradient 
and seasonal cycle (e.g. Saunois et al., 2020; Bruhwiler et al., 
2014). Bottom-up estimates of emissions come from a wide 
variety of sources, such as economic inventories of fossil-fuel 
production, ruminant populations and age distributions, and 
so on. Terrestrial ecosystem process models can also be used 
to quantify wetland emissions and uptake in soils. Simulations 
using these estimates can be compared with observations to 

Table 7.1 Models and their characteristics used in this study.

Model name Model type Horizontal grid information Vertical grid information References Selected SLCF and related output Years simulated
CanAM5-PAM GCM 128 × 64, Gaussian grid, T63 Hybrid/sigma, 49 levels to 1 hPa von Salzen (2000, 2006, 2013); Ma et al. (2008); Peng et al. (2012); 

Mahmood et al. (2016, 2019)
BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015

CESM2.0 ESM 1.9° × 2.5° lat/long grid 32 levels, lid near 3 hPa Danabasoglu et al. (2020); Liu et al. (2016a) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15
CESM2.1.1 ESM 0.9° × 1.25° lat/long grid 32 levels, lid near 3 hPa Danabasoglu et al. (2020); Liu et al. (2016a) BC, SO4, OA, PM2.5, AOD 2015–2050
CIESM-MAM7 GCM 0.9° × 1.25° lat/long grid 31 levels, up to ~3 hPa Lin et al. (2020); Liu et al. (2012b) BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015
CMAM CCM 96 × 48 Gaussian grid, T47 (CanAM3.1) Hybrid sigma-pressure, 71 levels to 

0.0005 hPa 
Jonsson et al. (2004); Scinocca et al. (2008) O3, CO, NO2, CH4 1990–2015

DEHM Offline CTM, hemispheric 50km, >150 × 150 grid points, polar 
stereographic

Sigma up to 100 hPa, 29 levels Christensen (1997); Brandt et al. (2012); Massling et al. (2015) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015

ECHAM6-SALSA GCM T63 47 levels, lid around 0.01 hPa, hybrid 
sigma-pressure

Tegen et al. (2019); Schultz et al. (2018); Kokkola et al. (2018) BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15

EMEP MSC-W CTM 0.5° × 0.5 °regular lat/long grid Hybrid (eta) coordinates, 20 levels 
from the surface up to 100 hPa

Simpson et al. (2012); Simpson et al. (2019a) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD 1990–2015

FLEXPART Lagrangian Transport Model Met. input data, 1° × 1° lat/long grid, global Met. input, 137 levels, up to 100 hPa Pisso et al. (2019) BC, SO4 2014–2015
GEM-MACH Regional online air quality 

prediction model
Arctic LAM*, rotated lat/long at 0.1375° 
(15 km) horizontal resolution

81 hybrid levels up to 0.1 hPa Moran et al. (2013); Makar et al. (2015a, 2016b); Gong et al. (2015) O3, CO, NO2, BC, SO4, OA, PM2.5 2015

GEOS-Chem CTM 2° × 2.5° lat/long grid 72 hybrid sigma-pressure levels up to 
0.01 hPa

Bey et al. (2001) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9,  
2014–15

GISS-E2.1 ESM 2° × 2.5° lat/long grid 40 levels, up to 0.1 hPa Kelley et al. (2020); Miller et al. (2020); Bauer et al. (2020) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015
MATCH Offline CTM, hemispheric rotated lat/long, 186 × 186, 0.75° resolution 38 levels, up to ~50 hPa, hybrid Robertson et al. (1999) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15
MATCH-SALSA-RCA4 Offline coupled CCM, hemispheric rotated lat/long, 188 × 198, 0.75° resolution 40 levels, hybrid up to 20 hPa Robertson et al. (1999); Andersson et al. (2007); Kokkola et al. (2008) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15
MRI-ESM2 ESM TL159 (AGCM), TL95 (aerosol), T42 (O3) 80 levels up to 0.01 hPa, hybrid sigma-

pressure
Yukimoto et al. (2019); Kawai et al. (2019); Oshima et al. (2020) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD 1990–2015

NorESM1-Happi ESM and CTM 0.9° × 1.25° lat/long grid 26 levels, lid ~1 hPa, hybrid sigma-
pressure

Bentsen et al. (2013); Iversen et al. (2013); Gent et al. (2011);
Graff et al. (2019) 

BC, SO4, OA, AOD, AAOD, AE 2008–9, 2014–15

Oslo CTM3 CTM 2.25° × 2.25° lat/long 60 sigma levels, up to 0.1 hPa Søvde et al. (2012); Lund et al. (2018) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5 2008–9, 2014–15
UKESM1 CCM/ESM 145 × 192 (1.875° × 1.25° lat/ long grid) 85 (hybrid height terrain following 

grid) levels, up to ~0.001 hPa
Sellar et al. (2019); Kuhlbrodt et al. (2018); Williams et al. (2018) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015

WRF-Chem Regional Arctic chemistry-aerosol 
climate model

100 km 50 levels, lid at 50 hPa Marelle et al. (2017); Marelle et al. (2018) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2014–2015

* LAM=limited area (regional) model; AGCM=atmospheric global climate model
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supply information about where source/sink processes need to be 
adjusted for better agreement with observations. The canonical 
example of this type of approach applied to atmospheric CH4 

is the study of Fung et al. (1991), who comprehensively tested 
multiple possible CH4 budgets that were all constrained by global 
mass balance, and comprised spatial distributions of emissions 
from anthropogenic and natural sources, as well as chemical 
loss and oxidation in soils. Lelieveld et al. (1998) applied a 
similar forward-modeling approach to study the role of CH4 
in climate forcing, and confirmed they could reproduce the 
global distribution of CH4 using reasonable assumptions about 
emissions. Another approach is to use inverse modeling to refine 
bottom-up estimates of CH4 emissions (e.g. Saunois et al., 2016a, 
2020). A more detailed discussion of atmospheric inversions 
appears in Sections 3.2 and 5.3.

7.1.2 Chapter organization

Eighteen models provided entirely new simulations for this 
report. All used the same anthropogenic emissions data – 
described in Chapter 2 – as inputs. The models are briefly 
described in Section 7.2, and then comprehensively evaluated 
against observations in Section 7.3. The evaluation covers SLCF 
concentrations, aerosol optical properties, and clouds in the 
Arctic and Northern Hemisphere throughout the troposphere 
and lower stratosphere. Section 7.4 summarizes our main 
findings about the models’ performance.

7.2 Model description

For this report, 18 atmospheric and earth system models (ESMs) 
ran simulations specifically aimed at assessing SLCFs and their 
impacts (Data ref. 7.1). The models are briefly described in this 
section, with further details about their processes and properties 
in the Appendix in Section A7.1. All models were input with 
the same set of anthropogenic emissions (Data ref. 7.2) but they 
drew on a variety of natural emissions sources and other model 
inputs (see Tables 7.1 and A7.2). Emissions are described in detail 
in Chapter 2.

Thirteen of the models used in this study are atmospheric 
models, simulating most atmospheric processes, including 
emissions, advection, convection, chemical reactions, aerosol 
microphysics, cloud processes, precipitation, and wet and dry 
deposition. Of these, eight models (DEHM, EMEP MSC-W, 
FLEXPART, GEM-MACH, GEOS-Chem, MATCH, Oslo CTM 
and WRF-Chem) have an emphasis on air quality, a relatively 
high horizontal resolution, and a lower atmospheric ‘lid’ (top 
modeled level). They are focused on the troposphere, with many 
trace gas and aerosol species, and chemical reactions. Two 
models (CMAM and MATCH-SALSA are chemistry climate 
models (CCMs), meaning they are focused on climate, with 
a lower horizontal resolution and higher atmospheric ‘lid’ 
(including the stratosphere). These incorporate a significant 
amount of atmospheric chemistry – particularly in the 
stratosphere. In the troposphere, CCMs have less chemistry 

Table 7.1 Models and their characteristics used in this study.

Model name Model type Horizontal grid information Vertical grid information References Selected SLCF and related output Years simulated
CanAM5-PAM GCM 128 × 64, Gaussian grid, T63 Hybrid/sigma, 49 levels to 1 hPa von Salzen (2000, 2006, 2013); Ma et al. (2008); Peng et al. (2012); 

Mahmood et al. (2016, 2019)
BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015

CESM2.0 ESM 1.9° × 2.5° lat/long grid 32 levels, lid near 3 hPa Danabasoglu et al. (2020); Liu et al. (2016a) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15
CESM2.1.1 ESM 0.9° × 1.25° lat/long grid 32 levels, lid near 3 hPa Danabasoglu et al. (2020); Liu et al. (2016a) BC, SO4, OA, PM2.5, AOD 2015–2050
CIESM-MAM7 GCM 0.9° × 1.25° lat/long grid 31 levels, up to ~3 hPa Lin et al. (2020); Liu et al. (2012b) BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015
CMAM CCM 96 × 48 Gaussian grid, T47 (CanAM3.1) Hybrid sigma-pressure, 71 levels to 

0.0005 hPa 
Jonsson et al. (2004); Scinocca et al. (2008) O3, CO, NO2, CH4 1990–2015

DEHM Offline CTM, hemispheric 50km, >150 × 150 grid points, polar 
stereographic

Sigma up to 100 hPa, 29 levels Christensen (1997); Brandt et al. (2012); Massling et al. (2015) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015

ECHAM6-SALSA GCM T63 47 levels, lid around 0.01 hPa, hybrid 
sigma-pressure

Tegen et al. (2019); Schultz et al. (2018); Kokkola et al. (2018) BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15

EMEP MSC-W CTM 0.5° × 0.5 °regular lat/long grid Hybrid (eta) coordinates, 20 levels 
from the surface up to 100 hPa

Simpson et al. (2012); Simpson et al. (2019a) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD 1990–2015

FLEXPART Lagrangian Transport Model Met. input data, 1° × 1° lat/long grid, global Met. input, 137 levels, up to 100 hPa Pisso et al. (2019) BC, SO4 2014–2015
GEM-MACH Regional online air quality 

prediction model
Arctic LAM*, rotated lat/long at 0.1375° 
(15 km) horizontal resolution

81 hybrid levels up to 0.1 hPa Moran et al. (2013); Makar et al. (2015a, 2016b); Gong et al. (2015) O3, CO, NO2, BC, SO4, OA, PM2.5 2015

GEOS-Chem CTM 2° × 2.5° lat/long grid 72 hybrid sigma-pressure levels up to 
0.01 hPa

Bey et al. (2001) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9,  
2014–15

GISS-E2.1 ESM 2° × 2.5° lat/long grid 40 levels, up to 0.1 hPa Kelley et al. (2020); Miller et al. (2020); Bauer et al. (2020) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015
MATCH Offline CTM, hemispheric rotated lat/long, 186 × 186, 0.75° resolution 38 levels, up to ~50 hPa, hybrid Robertson et al. (1999) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15
MATCH-SALSA-RCA4 Offline coupled CCM, hemispheric rotated lat/long, 188 × 198, 0.75° resolution 40 levels, hybrid up to 20 hPa Robertson et al. (1999); Andersson et al. (2007); Kokkola et al. (2008) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2008–9, 2014–15
MRI-ESM2 ESM TL159 (AGCM), TL95 (aerosol), T42 (O3) 80 levels up to 0.01 hPa, hybrid sigma-

pressure
Yukimoto et al. (2019); Kawai et al. (2019); Oshima et al. (2020) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD 1990–2015

NorESM1-Happi ESM and CTM 0.9° × 1.25° lat/long grid 26 levels, lid ~1 hPa, hybrid sigma-
pressure

Bentsen et al. (2013); Iversen et al. (2013); Gent et al. (2011);
Graff et al. (2019) 

BC, SO4, OA, AOD, AAOD, AE 2008–9, 2014–15

Oslo CTM3 CTM 2.25° × 2.25° lat/long 60 sigma levels, up to 0.1 hPa Søvde et al. (2012); Lund et al. (2018) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5 2008–9, 2014–15
UKESM1 CCM/ESM 145 × 192 (1.875° × 1.25° lat/ long grid) 85 (hybrid height terrain following 

grid) levels, up to ~0.001 hPa
Sellar et al. (2019); Kuhlbrodt et al. (2018); Williams et al. (2018) O3, CO, NO2, CH4, BC, SO4, OA, PM2.5, AOD, AAOD, AE 1990–2015

WRF-Chem Regional Arctic chemistry-aerosol 
climate model

100 km 50 levels, lid at 50 hPa Marelle et al. (2017); Marelle et al. (2018) O3, CO, NO2, BC, SO4, OA, PM2.5, AOD, AAOD, AE 2014–2015

* LAM=limited area (regional) model; AGCM=atmospheric global climate model
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than the air-quality models. The remaining three atmospheric 
models (CanAM5-PAM, CIESM-MAM7, and ECHAM6-
SALSA) have a tropospheric climate focus. With fewer chemical 
reactions, they can be run for long periods of time, and are 
used to simulate important atmospheric processes for climate.

Five of the models used (CESM, GISS-E2.1, MRI-ESM2, 
NorESM and UKESM1) are ESMs, which means that they 
simulate the atmosphere in a similar way to the climate models 
mentioned above, but also include an interactive land surface 
and ocean. In addition to atmospheric processes, these models 
can simulate changes to ocean temperatures and salinity, 
sea-ice thickness and extent, and land-air exchange in an 
interactive way, whereas these variables are prescribed in the 
13 atmospheric models of the preceding paragraph.

Table 7.1 lists the individual models and their properties. 
Appendix Section A7.1 contains a table describing the model 
simulations (Table A7.1), and a table listing the emissions 
inputs and meteorology details (Table A7.2). Individual 
model descriptions are also included in Appendix A7.1. A 
subset of the selected models prescribe CH4 concentrations 
based on box model results described in Olivié (2021) and 
from Meinshausen et al. (2017) for years prior to 2015. The 
former utilized the ECLIPSE v6b anthropogenic CH4 emissions 
(Chapter 2; Data ref. 7.2), along with assumptions for the natural 
emissions (Chapter 2; Olivié et al., 2021; Prather et al., 2012) 
to provide as input to models’ surface CH4 concentrations.

7.3  Comparisons of simulated and 
observed short-lived climate forcers

The validation of the models, described in Section 7.2, focuses 
on SLCFs O3, CH4, BC and SO4. Fine particulate matter (PM2.5) 
validation is also included, as PM2.5 is an SLCF due to its direct 
and indirect climate effects. It is composed of BC, SO4, nitrate 
(NO3), ammonium (NH4), mineral dust (DU), sea salt (SS) and 
organic compounds. PM2.5 also has important implications for 
health (e.g., US EPA, 2019; WHO Europe 2013a; Chapter 9 of 
this report). Derived measurements of aerosol optical properties 
are additionally utilized to evaluate models’ simulations of a 
broader set of aerosol characteristics – including abundance 
and size distribution – as well as cloud properties, which have 
a large and highly uncertain impact on climate (Chapter 8). 
In the Appendix, model validation of organic aerosol (OA) 
and O3-precursor species CO and NO2 (Sections A7.6 and 
A7.2.3, respectively) are also presented, to help us to better 
understand the results. In addition to evaluating the models, 
the intercomparison approach used – with multiple types of 
measurements of the same quantity – reveals uncertainties 
in the measurements as well, which tend to be large for some 
derived quantities from satellite observations.

This section provides the results from model simulations covering 
four recent years: 2008–9 (which was the time period covered 
for model evaluation in AMAP [2015a]) and 2014–15 (a more 
recent time period for evaluation), as well as the period from 
1990 to 2015, which is the time period for which the ECLIPSE 
v6b emissions (Data ref. 7.2) are available. In many cases, figures 
in Section 7.3 show examples for just one set of years (either the 
mean of 2008–9 or 2014–15) but for brevity, not both.

Details regarding some of the measurement methods and 
datasets are in given Chapters 5 and 6. Section 7.3 is divided 
by SLCF, with model performance discussed for the Arctic 
(considered to be >60°N for simplicity in this chapter, although 
this is not a standard definition) and for the Northern 
Hemisphere. It is important to include the latter to assess long-
range transport of SLCFs to the Arctic from their largest sources 
and climate forcing from outside of the region. Long-term 
(1990–2015) trend analyses for BC, SO4, O3 and aerosol optical 
depth (AOD) are also included, as there have been significant 
changes to associated emissions of these SLCF species, and 
long-term measurements are available.

7.3.1 Ozone (O3)

O3 is a secondary pollutant, and its distribution is dependent 
on emissions of precursors, in situ photochemistry, and 
atmospheric transport (see Chapter 6 for more information). 
Surface in situ O3 measurements are made via various types 
of UV absorption monitors, which have uncertainty ranges of 
approximately 3%, or one-to-two parts per billion by volume 
(ppbv) (see Chapter 5). O3 can also be measured indirectly from 
remote sensors mounted on satellite instruments. We used both 
kinds of measurements to evaluate simulated O3 in this section.

7.3.1.1 Arctic O3

Mean concentrations and seasonal variability in surface air

Figure 7.1 shows volume mixing ratios (VMRs) of O3 in 
surface air at 20 Arctic observation stations. Annual mean 
concentrations are of the order of less than 40 ppbv, with 
individual model biases ranging from -20% to +52% on 
average in the region for 2014–15. The multi-model mean 
in the Arctic has a bias of 11%. Nearly all models simulate 
too much surface O3 in Alaska and too little in Greenland 
and northern Europe. These model biases are similar to those 
reported in AMAP (2015a).

The observed and modeled seasonal cycles of Arctic surface O3 is 
shown in Figure 7.2. Whereas the observations show a maximum 
in the spring (consistent with those reported in Chapter 6) – 
due to descent of O3 from the stratosphere and photochemical 
production from mid-latitude O3 precursors – most of the models 
(eight of the 12) display the maximum in the summer – similar 
to the mid-latitude seasonal cycle (see Section 7.3.1.3) – or a 
late-summer secondary peak. It is possible that the models are 
transporting too much O3 from mid-latitudes to the Arctic in the 
summer, and/or they are producing too much O3 from summer 
wildfires. Conversely, models may also be underestimating O3 
sinks, such as deposition or chemical destruction, in the summer 
(see Chapter 6).

As with the pattern seen in the surface O3 biases shown in 
Figure 7.1, there is also a western-versus-eastern pattern in 
the modeled seasonal cycles. The models were better able to 
simulate the observed spring peak at the eastern (European) 
Arctic locations, with the erroneous modeled summer peak only 
appearing for the western (North American) Arctic locations, 
despite both west and east observations having spring peaks 
in their seasonal cycles.
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 O3 in the troposphere and lower stratosphere

In AMAP (2015a), ozonesondes were used in model validation 
to assess O3 throughout the troposphere. In this assessment, 
however, satellite measurements of O3, and O3-precursor 
species, such as CH4, CO and NOX were used. Not only do 
these data provide vertical information, they have better spatial 
coverage than the ground sites and ozonesondes, and oft en have 
a longer time series. Th ey also map the distribution of SLCFs 
in a way that better facilitates comparisons to models. Aircraft  
and sonde measurements have very high spatial resolution, 
being gathered from a very small area that is not representative 
of the coarse grid-cells of the models. Conversely, the satellite 
measurements, because of the sensors’ viewing geometries, tend 
to have a larger spatial footprint that is more representative 
of model resolution. Satellites retrieve the VMRs of trace 
gases from the measured absorption spectra (see Chapter 5 
for more detail); this method has about a 15% uncertainty on 

the measurements (e.g., Verstraeten et al., 2013). Th is study 
utilized data from the Atmospheric Chemistry Experiment-
Fourier Transform Spectrometer (ACE-FTS) (Data ref. 7.5), the 
Tropospheric Emission Spectrometer (TES) (Data ref. 7.6), and 
Measurements Of Pollution In Th e Troposphere (MOPITT) 
satellite instruments (Data ref. 7.7), and compared those results 
to the modeled VMRs of O3 in this section, CH4 in Section 7.3.2, 
and CO and nitrogen oxides (NOx) in Appendix A7.2.3. Note 
that while TES and MOPITT spatial coverage is global, it does 
not extend into the High Arctic due to the viewing geometries 
of these instruments. Th erefore, in Figures 7.3 and 7.9 the model 
biases are only shown where there are TES measurements. 
Th e ACE-FTS satellite has a high-inclination solar-occultation 
viewing geometry, which gives it more coverage at Arctic 
latitudes, though this limb-viewing instrument does not have 
a large spatial footprint, and its vertical profi les span only the 
upper troposphere and stratosphere, and do not extend into 
the lower troposphere.

Observations CESM CMAM DEHM

EMEP MSC-W GEOS-Chem GISS-E2.1 MATCH

MATCH-SALSA MRI-ESM2 Oslo CTM UKESM1

WRF-Chem

20 25 30 35 40

Model bias (other panels), ppbv

-40 -20 0 20 40

Measured O3, pbbv

Figure 7.1 Top left : annual mean 
measured O3 at surface Arctic 
sites. Rest of panels: model biases. 
Results are for 2014–15; those from 
2008–9 were similar and are not 
shown. Data refs. 7.3, 7.4. See also 
Table A7.3
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Figure 7.2 Monthly O3 volume mixing ratios (VMRs) from all Arctic observations (black and white), and models (colors) sampled at the measurement 
locations for 2014–15. Horizontal lines are the median, and the boxes extend to the inter-quartile range. The vertical lines depict the maximum of the range.
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Figure 7.3 Mean TES-observed O3 in the lower-troposphere (900 hPa) and mid-troposphere (600 hPa). Rest of panels: model biases. Results are for 
2008–2009.

TES
900 hPa

600 hPa

EMEP MSC-W

MATCH-SALSA

CESM

GEOS-Chem

MRI-ESM2

CMAM DEHM

GISS-E2.1

Oslo CTM

MATCH

UKESM1

TES

EMEP MSC-W

MATCH-SALSA

CESM

GEOS-Chem

MRI-ESM2

CMAM

GISS-E2.1

Oslo CTM

DEHM

MATCH

UKESM1

Mean TES-observed O3, ppbv

40 60 80 100 -50 -25 0 25 50

Model bias (other panels), ppbv

133



After interpolating all model and TES results to a 1° × 1° 
latitude/longitude horizontal grid, the monthly mean O3 
from the TES-lite data products were matched in space and 
time with models. Models were smoothed with the TES mean 
averaging kernels and compared. The averaged differences are 
shown in Figure 7.3 for two different pressure levels in the lower 
(900 hectopascals [hPa]) and middle (600 hPa) troposphere 
for the 2008–2009 time period. TES measurements started in 
2004 and stopped in late 2015. They had poorer coverage in 
the spectrometer’s last few years, which is why 2014–15 results 
are not shown here. However, the model biases in those years 
were similar to what they were for 2008–9.

As seen in Figure 7.3, the distribution of O3 in the free 
troposphere is more homogeneous, and all models 
underestimate free tropospheric Arctic O3. This is in contrast 
to the results for surface O3, which were simulated too high 
in Alaska, and lower in northern Europe. However, TES O3 
measurements have been shown to be biased high by +7 ppbv 
or +13% at northern latitudes (Verstraeten et al., 2013), and this 
is roughly the same amount by which the models are biased low. 
Therefore, the models may be simulating free tropospheric O3 

fairly accurately. The vertical distribution of the model biases 
is discussed further in Section 7.3.1.3.

Five models (CMAM, CESM, GEOS-Chem, MRI-ESM2, and 
UKESM1) have detailed stratospheric processes and provided 
three-hourly output of trace gases. The three-hour time 
frequency is required for accurate comparisons of models to 
ACE-FTS measurements (Kolonjari et al., 2018). O3 results 
from these five models were compared to measurements 
from ACE-FTS in the upper troposphere, a region where O3 
is a potent greenhouse gas, and in the stratosphere, where O3 
concentrations greatly increase in the ozone layer. ACE-FTS 
O3 has an uncertainty range of between 5% and 10% when 
compared to O3 from other satellite limb-view observations 
(Sheese et al., 2017).

Figure 7.4 shows ACE-FTS O3 measurements and model biases 
for the Arctic region as a time series throughout a vertical 
cross-section. It shows that several models underestimate the O3 
distribution in the upper stratosphere (<10 hPa) in the Arctic. 
This may be due to the climatological values that were used to 
define the upper boundary conditions in the models. In the 
upper troposphere-lower stratosphere (UTLS), the mean multi-
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Figure 7.4 Top left: mean Arctic O3 from ACE-FTS measurements (VMRs in ppbv, top color bar). Rest of panels: model-measurement differences (ppbv, 
bottom color bar). Results are for 2014–15; those for 2008–9 were very similar and are not shown.
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model biases of Arctic O3 are smaller, at -0.9% (at 150 hPa) 
to -6.1% (at 100 hPa), which is within the measurement 
uncertainty range.

Figure 7.5 shows the model-versus-measurement scatter plot at 
the 150 hPa vertical level in the UTLS. Here we see the models’ 
varied performances in capturing the spatial variability, with 
different seasons highlighted in different colors. This figure 
shows that UKESM1 has the best performance with the smallest 
% bias (µrel) and highest correlation coefficient (R). This is 
in contrast to its simulation of surface O3, where this model 
had one of the largest negative biases. The Taylor diagram 
is a way to show multiple comparison statistics and models 
on the same plot. The closer the model point is to the black 
measurement point (located at 1 on the x-axis), the closer the 
model agrees with the measurements. Taylor diagrams for trace 
gases are shown in Figure A7.8. They show that MRI-ESM2 and 
UKESM1 perform the best for O3 in the UTLS. O3 precursors 
are shown in Figure A7.8 as well, and those results are discussed 
further at the end of Section 7.3.1.3.

7.3.1.2 O3 trends in the Arctic, 1990–2015

Five models simulated O3 for 1990–2015, and one for 
1995–2015. The 1990–2015 time period was chosen because 
of the availability of emissions data for it. Over this period, 
emissions of O3-precursors, such as NOx and many volatile 
organic compounds (VOCs), have been decreasing in North 
America and Europe, while increasing in Asia (Mijling et al., 
2013; Miyazaki et al., 2017; Huang et al., 2017b; Kurokawa and 

Ohara, 2020). O3-precursor CH4 has been increasing globally 
during this time (Turner et al., 2019; NOAA GML, 2021). These 
complex changes in O3-precursors have resulted in ground-level 
Arctic O3 remaining steady, with little-to-no discernable trend 
in both the modeled and measured annual means from 1990 
to 2015 (Figure 7.6).

The trends in surface O3 at five Arctic locations (Alert, 
Utqiaġvik, Summit, Villum, and Zeppelin) were computed 
seasonally and annually in Section 6.3.3 from the measurements 
(using Mann-Kendall Test and Sen’s slope; Gilbert, 1987). 
Using the same method for the same locations but a different 
set of years, the modeled trends (%/year) were computed for 
the 1990–2015 (1995–2015 for GISS-E2.1) time period (see 
Table A7.4 in the Appendix). Both measurements and models 
exhibited small (<1%/year) but significant increasing trends 
in the winter, and little-to-no trends for the summer. The 
annual trends were generally weak and often not significant, 
at a 0.1 level of significance. There was no consensus among 
the models about the trends but most of them tended to give 
positive trends for the winter months (December, January, 
February [DJF]) and negative trends in summer (June, July, 
August [JJA]) and autumn (September, October, November 
[SON]) (Table A7.4). The positive trend in DJF is consistent 
with the observations at Alert, Utqiaġvik and Zeppelin. This 
may be due to declining winter NOx emissions in Europe and 
North America resulting in less O3 titration (loss). For summer 
and autumn, the observations did not show any clear trends. 
For spring (March, April, May [MAM]), neither the models 
nor the observations showed clear trends. Generally, the data 
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Figure 7.5 Modeled-versus-measured 
Arctic O3 at 150 hPa (UTLS region) from 
ACE-FTS for 2014–15. N=number of 
points compared; R=correlation coefficient; 
µabs=the mean absolute model bias; µrel=% 
model bias; DJF=Dec, Jan, Feb; MAM=Mar, 
Apr, May; JJA=Jun, Jul, Aug; SON=Sept, 
Oct, Nov. Black line is the one-to-one line.
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for calculating the trends in the observations covered a shorter 
time span than the models, and they included years aft er 2015.

While the models were not compared to the exact same set of 
years as in Section 6.3.3, there were many similarities between 
the model and measurement O3 trend results (Table A7.4).

It is worth noting that UKESM1 particularly underestimates 
Arctic O3 (Figure 7.6). UKESM1 is known to display too much 
O3 loss over precursor-source regions, which is likely due to 

too much titration of O3 via nitrogen oxide (NO) caused by 
insuffi  cient boundary-layer mixing. Levels of Arctic surface 
O3 are subject to heavy infl uence from Eurasian pollution, 
particularly in winter and spring when the titration reaction 
can be an important O3 sink. O3 modeled by CMAM is also 
particularly underestimated at Zeppelin and Summit stations, 
which are both located at high elevations. CMAM is missing 
tropospheric VOC chemistry, which might be a cause for 
this underestimation. 
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Figure 7.6 Measured and modeled annual mean time series of surface-
level O3 at 11 Arctic ground stations.
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7.3.1.3 Hemispheric O3

Since a signifi cant fraction of Arctic pollution and climate 
forcing comes from long-range transport (e.g., Stohl, 2006; 
Wespes et al., 2012; AMAP 2015a), some of the model 
performance in the Arctic needs to be interpreted with 
additional information from larger spatial scales. In this section, 
model performance throughout the Northern Hemisphere is 
examined to help interpret the Arctic O3 results.

Ground-level O3

As ground-level O3 is an important component of smog 
with negative impacts on health, agriculture, and ecosystems 
(Chapter 9), great eff orts are taken to accurately simulate surface 
O3 concentrations in models – particularly at mid-latitudes 
where agriculture and human populations are widespread. As 
a criteria air pollutant (pollutants for which national ambient 
air-quality standards are set by the United States Environmental 
Protection Agency), O3 is measured widely in several countries’ 
surface monitoring networks. Most of these measurements 
are archived in the Tropospheric Ozone Assessment Report 
(TOAR) database; Table A7.3 lists the sources of the O3

measurements that are shown in Figure 7.7.

Figure 7.7 shows that surface O3 is overestimated in most 
parts of the world, with a multi-mean model bias of +28%, 
and individual models ranging from -2% to +105% for the 
2014–15 average. Overprediction of modeled surface O3 is 
well documented (e.g., Solazzo et al., 2012; Im et al., 2015; 

AMAP 2015a). Th is may be due to a lack of forest canopy 
modeling (Makar et al., 2017), which reduces the amount of 
light to photochemically produce O3 in surface air, or it could 
be due to simulated transboundary transport of O3 (Fiore et al., 
2009). MATCH and MATCH-SALSA are the only models that 
generally underestimate O3, though these air-quality models 
have very small biases. Several models (DEHM, EMEP MSC-W, 
GISS-E2.1, and MRI-ESM2) overestimate O3 in China more 
than other parts of the world. Since all models were run with the 
same anthropogenic emissions, the regional diff erences among 
the models’ biases are due to diff erences in their chemistry 
schemes (such as how they treat VOCs), meteorology, spatial 
resolution (Table 7.1), and treatments of biogenic emissions 
(Table A7.2).

Figure 7.8 shows the seasonal cycle of O3 using the global 
measurements, and models sampled at those measurement 
locations. Both measurements and models show similar seasonal 
cycles, with a maximum in the summer due to photochemical 
production peaking in polluted, mid-latitudinal areas.

Free-tropospheric O3

Monthly mean modeled trace gases are compared to the O3

retrieved from TES satellite measurements (Data ref. 7.6) in 
Figure 7.9. Note that TES measurements at high-elevation 
locations (such as the Himalaya) do not have reliable retrievals, 
thus these show up as big diff erences between the models and 
TES in the plots.
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Figure 7.7 Top left : mean measured ground-level O3. Rest of panels: model biases. Results are for 2014–15. Data refs. 7.2, 7.3. See also Table A7.3.
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Figure 7.8 Seasonal variability of ground-level O3 (VMRs, in ppbv) for 2014–15 from all measurement sites globally. Observations in black and white, 
and models in color.
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Figure 7.9 shows that O3 increases from the lower- (a) to the 
mid-troposphere (b), and that models have relatively small 
biases compared to these measurements. Th e average model 
bias for individual models at the 900 hPa level is -30% to -6%, 
with the multi-model mean bias of -17%. At the 600 hPa level, 

the range is similar, at -30% to +3%, and the multi-model 
mean bias is -10%. As mentioned in Section 7.3.1.1, the mean 
biases are within the error range of the TES measurements, 
so the models are in quite good agreement with global free-
tropospheric O3.
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Figure 7.9 TES satellite measurements of O3 in the lower-troposphere (900 hPa) and mid-troposphere (600 hPa) for 2008–2009. Rest of panels: model 
biases. Results for 2014–15 were similar and are not shown.
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To summarize the O3 biases across selected vertical levels, 
Figure 7.10 shows the global model percent biases, and the 
multi-model mean (thick black line) for each vertical level 
studied. While the mean percent bias is fairly consistent at 
vertical levels in the free troposphere, there is a large range 
in model results, particularly at the surface and in the 
upper troposphere. Model biases and spread may be due to 
deficiencies in the upper boundary O3 climatologies that were 
employed, influencing UTLS O3. They could also be due to too 
little modeled transport of O3 (and its precursors) out of the 
boundary layer over emission source regions (Quennehen et al., 
2016) or a lack of photochemical O3 production during transport 
downwind from emitting regions (Arnold et al., 2015).

However, by showing positive biases in surface O3 and generally 
more negative biases from 900–400 hPa, Figure 7.10 implies 
that there is not enough modeled vertical mixing up from the 
boundary layer. The lack of vertical mixing would then result 
in less tropospheric O3 transport from mid-latitudes to the 
Arctic, and thus may be an explanation for why surface O3 is 
underestimated in some regions of the Arctic.

O3-precursors

CO and NOx (NO+NO2) are precursors to O3 in the troposphere, 
and pollutants in their own right. Model outputs are compared 
to measurements in the troposphere for both these chemical 
species in Appendix A7.2.3 (Figures A7.3 to A7.8). Some of 
the model biases in O3 could be due to biases in precursors 
such as CH4 (Section 7.3.2) and NO2, although in the case of 
CH4, concentrations were constrained by surface data, and, 
as we will see in the next section, simulated CH4 has little-
to-no bias. Figures A7.3 and A7.4 show the surface CO and 
NO2 measurements. These figures suggest that all models 
underpredict CO and NO2 on average by -65% and -29%, 
respectively, except in northern Canada where modeled CO 
is biased high. AMAP (2015a) reported similar findings for 
simulated surface CO concentrations. Figure A7.5 shows CO in 
the free troposphere, as measured by MOPITT, at (a) 900 hPa 
and (b) 600 hPa vertical levels. There, modeled CO continues 

to be biased low throughout the northern mid-latitudes, though 
shows some high biases at the 900 hPa level at lower latitudes 
over the oceans. Figures A7.6 and A7.7 show CO and NOX 

in the UTLS, as measured by ACE-FTS in the Arctic region. 
Figure A7.8 summarizes all of the ACE-FTS comparisons at 
the 150 hPa vertical level.

To summarize and conclude the O3 model evaluation, models 
overestimate surface O3, which needs to be kept in mind when 
considering how the modeled surface O3 is used towards 
determining its health impacts (such as in Chapter 9). But in 
the free troposphere, where O3 is a greenhouse gas, the model 
biases are within the satellite-measured error range, thus, we 
have higher confidence in the modeled climate impacts of O3 
(Chapter 8). Models do well at simulating the Arctic surface 
O3 trends, which are very small or negligible depending on the 
location and season.

7.3.2 Methane (CH4)

7.3.2.1 Arctic CH4

Methane (CH4) is a strong greenhouse gas, O3-precursor, 
and important SLCF. Its measurements in surface-level 
air are shown along with model biases in the Arctic in 
Figure 7.11. Surface in situ CH4 measurements were obtained 
from the World Data Centre for Greenhouse Gases. These 
measurements are made via gas chromatography, which has 
a <1% uncertainty range.

As mentioned at the end of Section 7.2, CH4 concentrations 
are prescribed in the models, based on box model calculations 
using CH4 emissions as input. All models use this same set of 
prescribed CH4 concentrations; however, the models differ in 
how they distribute and advect the atmospheric CH4 after that 
initialization. Some keep CH4 concentrations prescribed as a 
constant distribution, while others allow CH4 to be advected. 
Arctic CH4 VMRs do not have much variability due to being 
distant from major sources, and CH4 being well-mixed in the 
atmosphere (Figure 7.11).

Figure 7.10 Global O3 percent biases for all models at selected vertical levels (1000 hPa [surface], 900 hPa, 600 hPa, and 400 hPa from TES comparisons, 
and 150 hPa and 100 hPa from ACE-FTS comparisons) for the 2014–15 mean.
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CMAM, MRI-ESM2 and GISS-E2.1 provided longer-term 
CH4 results, which are shown in Figure 7.12 for Alert, along 
with observed CH4. All three models simulate the slope of the 
increasing CH4 VMRs well, however, CMAM and MRI-ESM2 
are about 75 ppbv (~4%) too low. As explained in the next 
subsection, these two models fail to capture the north-south 
gradient in the global CH4 distribution. Th us, they are biased 
low in the High Arctic, but biased high in the south.

Modeled CH4 is assumed to be well mixed in the atmosphere 
because of its relatively long lifetime. Unlike at the surface, 
discussed above, in the Arctic UTLS where ACE-FTS 
measures, this assumption is valid, as can be seen in the 
relatively smooth CH4 distribution of the top left panel 
of Figure 7.13, and the relatively small model biases of the 
order of +/-<10%. Figure 7.14 shows that the models have 
relatively high correlation coeffi  cients as well. ACE-FTS has an 
uncertainty range of +/-10% when compared to other satellite 
profi le measurements (Saunders, Sheese and Walker, personal 
communication, 2020). Th us, the modeled CH4 agrees with 
these measurements within that uncertainty range.

MRI-ESM2 has the best correlation coeffi  cient (R=0.86) of the 
three models that provide UTLS CH4 VMRs (Figure 7.14), and is 
the best performing model in the Taylor diagram (Figure A7.7).
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Figure 7.11 Top left  panel: mean CH4 concentrations at surface Arctic measurement sites. Rest of panels: model biases. Results are from 2014–2015; those 
from 2008–9 were similar and are not shown. 

Figure 7.12 Surface CH4 volume mixing ratios at Alert.
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7.3.2.2 Hemispheric CH4

Surface CH4 on a global scale is shown in Figure 7.15 for 
2014–15, along with model biases. Th e mean biases shown 
are small; the multi-model mean bias is -50 ppbv (or -3%), 
which means that the models simulate the magnitude of surface 
CH4 well – though not within the measurement uncertainty 
range, which is <1%. Th ere is a gradient in CH4 concentrations 
(higher in the northern hemisphere and lower in the southern 
hemisphere) that is seen in the measurements (top left  panel of 
Figure 7.15) and reported in the literature (e.g., Dlugokencky 
et al., 1994). As the models have more negative biases in the 
northern hemisphere, and more positive biases in the southern 
hemisphere, they do not have a strong enough latitudinal 
gradient in CH4.

In Figure 7.16, we see that half of the models (CMAM, MRI-
ESM2, and UKESM1) do not have nearly as large a range in 
CH4 mixing ratios as the measurements do. Th e other models 
(GEOS-Chem, GISS-E2.1, and Oslo CTM) do have a similar 
range, with data points following the one-to-one model-versus-
measurement slope more reasonably. All of these models 
have prescribed CH4 concentrations, as mentioned above. 
It is therefore diffi  cult to simulate realistic variability in surface-
level CH4, which varies by a few hundred ppbv according to 
the observations.
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Figure 7.13 Top left : mean Arctic CH4 from ACE-FTS measurements. Rest of panels: model-measurement diff erences. Results are for 2014–15; those 
for 2008–9 were very similar and are not shown.

Figure 7.14 Modeled-versus-measured Arctic CH4 at 150 hPa (UTLS 
region) from ACE-FTS for 2014–15. N=the number of points compared; 
R=correlation coefficient; µabs=the mean absolute model bias; µrel=% 
model bias; DJF=Dec, Jan, Feb; MAM=Mar, Apr, May; JJA=Jun, Jul, Aug; 
SON=Sept, Oct, Nov. Black line is the one-to-one line.
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Figure 7.15 Top left  panel: measured ground-level CH4. Rest of panels: model biases. Results are for 2014–15; those from 2008–9 were similar and are 
not shown.
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Figure 7.16 Modeled-versus-measured ground-level CH4 (in ppbv) for 2014–2015 (annual mean). Black line is one-to-one model-versus-measurement 
slope. Results for 2008–9 were similar, albeit with lower VMRs, and are not shown.
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Slightly higher in the troposphere, CH4 is well mixed, as shown 
in the TES satellite observations in Figure 7.17 (top left ), where 
there is a smooth distribution of CH4. Th e model comparisons 
in Figure 7.17 and 7.13 of the previous section show that their 
CH4 simplifi cation aloft  is more realistic, as their biases are 

distributed smoothly as well. Th e results for 2014–15 had less 
spatial coverage. Th e model biases are, on average, slightly 
negative, ranging from -13% to -4% at the 900 hPa level 
(lower troposphere), and -0.7% to 1.5% at the 600 hPa level 
(mid-troposphere) for 2014–15. Th e multi-model mean bias 

Figure 7.17 TES satellite measurements of CH4 in the lower troposphere (900 hPa) and mid troposphere (600 hPa), and model biases for 2008–9. Results 
for 2014–15 (not shown) were similar but had less spatial coverage by the satellite.
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is -7% and 0.13% for the 900 hPa and 600 hPa vertical levels, 
respectively, for 2014–15 (-2.5% at 900 hPa and -0.5% at 600 hPa 
for 2008–9). Th is implies that models are distributing slightly 
too much CH4 near the surface and less aloft . Figure 7.17 also 
shows the lack of simulated northern-to-southern gradient, 
as CMAM, MRI-ESM2, Oslo CTM, and UKESM1 all have 
more negative biases towards the north, and more positive 
ones towards the south. Only EMEP MSC-W and GISS-E2.1 
do not have that problem.

To summarize modeled CH4 results, on average, models have 
higher biases at the surface and lower biases aloft , indicating 
insuffi  cient vertical mixing of CH4. Models generally do not 
have a strong enough north-to-south gradient in CH4, and 
because they have prescribed CH4 concentrations (instead of 
modeling emissions fl uxes and chemistry), they do not capture 
the variability in CH4 at the surface. However, the increasing 
Arctic trend and the magnitude of the simulated CH4 VMRs are 
highly accurate. Model biases are smaller for CH4 than any other 
SLCF species, as will be shown in the summary (Section 7.4).

7.3.3 Black carbon (BC)

There are various BC measurement methods, responding 
to diff erent properties of BC and thus measuring diff erent 
quantities (see Chapter 5 and Table A7.8). Th erefore, when 
using BC observational data for evaluating models, it is 
important to know which measurement method was used. 
Th e method is typically refl ected by the names of measured 
quantities following World Meteorological Organization Global 
Atmosphere Watch programme recommended terminology 
(Petzold et al., 2013), with elemental carbon (EC) determined 
by thermal-optical methods, equivalent BC (eBC) by optical 
absorption methods, and refractory BC (rBC) by incandescence 

methods (see details in Chapter 5). Correlations between 
methods (and measured quantities) are frequently high but 
relationships vary among sites, seasons and aerosol types. For 
example, no signifi cant diff erences were found between eBC 
and EC for aerosols dominated by diesel traffi  c sources, whereas 
measured EC concentrations tended to be lower than eBC 
where a signifi cant contribution came from biomass burning 
emissions from residential heating (Reisinger et al., 2008) 
or waste burning (Singh et al., 2014). However, the diff erent 
BC measurement types usually agree within a factor of two
(Chapter 5).

As BC emissions inventories, including ECLIPSE v6b (Data 
ref. 7.2), are mainly based on emission factors derived 
from thermal-optical methods, the modeled BC results are 
representative of EC. Th e major observing networks for Europe 
(European Monitoring and Evaluation Programme, EMEP), 
Canada (Canadian Aerosol Baseline Measurement, CABM), 
and the USA (Interagency Monitoring of Protected Visual 
Environments, IMPROVE) measure EC with approximately 
10% uncertainty. Another complexity with model evaluation 
of BC is that some of the eBC measurements that models are 
compared to were made from collected particulate matter (PM) 
comprised of particles with diff erent maximum diameters 
(measured in micrometers; e.g., PM1, PM2.5, and PM10). Th ese 
are included in Table A7.8 for each of the measurement 
locations. For the models, BC from PM2.5 was used.

7.3.3.1 Arctic BC

Figure 7.18 shows the measurement locations of BC in the 
Arctic. Atmospheric concentrations in surface-level air are 
measured at the red locations, while BC deposition fl ux is 
measured in ice cores at the black locations. Surface-level 
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Figure 7.18 Locations for BC deposition (ice cores; 
black) and atmospheric measurements (red).
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atmospheric BC over the ocean was also evaluated using two 
Arctic ship-based campaigns that measured BC (and other 
pollutants) within the 2014–2015 model validation period (see 
later in this section). To better evaluate models’ performances 
in the Arctic, further measurement locations would be 
helpful, particularly in northern Russia, northern Canada, 
and in Greenland.

Figure 7.19 shows observed and modeled concentrations of 
BC in surface air at nine Arctic observation stations (some 
atmospheric locations in Figure 7.18 did not have BC data 
for the years of interest or were otherwise diffi  cult to obtain). 
Annual mean concentrations are of the order of less than 
one microgram/meter3 (µg/m3), and most models tend to 
underestimate BC in the High Arctic while overestimating it 

Observations CanAM5-PAM CESM DEHM

CIESM-MAM7 ECHAM-SALSA EMEP MSC-W FLEXPART
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Figure 7.19 Top left : mean BC concentrations at surface Arctic measurement sites. Rest of panels: model bias. 
Results are for 2014–15; those from 2008–9 were similar and are not shown. Note that the annual mean was 
calculated from the number of available monthly mean values of each site, which diff ered for individual sites 
(see legend of Figure 7.21).
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in Alaska and Scandinavia. However, a few models (CanAM5-
PAM, DEHM, and FLEXPART) also overestimate BC in the 
High Arctic. Overall individual model biases range between 
+/-100% at individual sites.

It has previously been reported that most models were not 
able to represent the higher winter BC concentrations (AMAP 
2015a; Eckhardt et al., 2015; Mahmood et al., 2016). As can be 
seen in Figure 7.20, some models still underestimate winter 
BC, but many models now have similar seasonality to the 
observations. The multi-model mean also captures the monthly 
variations well, including the summer peak at some Alaskan 
sites caused by fire emissions. The multi-model mean Arctic BC 
is underestimated in the winter (-24%), and overestimated in 
the summer (+32%). However, overall, this is an improvement 
in model performance in simulating Arctic BC since AMAP 
(2015a) was published – which reported a -59% winter bias 
and +88% summer bias for BC (AMAP, 2015a; Eckhardt et al., 
2015). That said, it is difficult to make direct comparisons 
with the 2015 report, as those values were for a smaller set of 
Arctic locations, over different observation periods, and with 

a different set of models (although many overlap with this 
report). The model improvement may be due to improved data 
on anthropogenic emissions of BC, particularly from northern 
Russia, which were absent in the emissions data used for AMAP 
(2015a) (Chapter 2).

Most models have reasonable spatial correlation with the 
measurements across the Arctic, in that they correctly simulate 
the range of BC concentrations that appear across the Arctic 
(higher concentrations at Hurdal, lower concentrations at 
Zeppelin, and so on), as shown in Figure 7.21. However, there 
are still large differences and low correlation-coefficient values 
in the statistics shown in Figure 7.21, as is common when 
simulating aerosol species (e.g. Im et al., 2015).

The EMEP MSC-W model tends to underestimate BC. This 
is consistent with the model intercomparison presented in 
Gliß et al. (2021), which indicated a relatively short lifetime of 
BC in the EMEP MSC-W model. Also note that, differently from 
the other models, the FINN forest fire data (Wiedinmyer et al., 
2011) was used by EMEP MSC-W in these simulations.
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Figure 7.20 Modeled (colored lines) and measured (thick black line) monthly mean BC concentrations at surface Arctic measurement sites in 2014–15. 
Multi-model mean is shown by the black dashed line.
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BC over the Arctic Ocean

In addition to the stationary measurement locations, there were 
three ship-based measurement campaigns during 2014–2015. 
Th ese were the Japanese campaigns in September of 2014 and 
2015 (tracks from Japan to north of Alaska in Figure 7.22; 
Taketani et al., 2016), and the Russian campaign in October 
2015 (track north of Russia in Figure 7.22; Popovicheva et al., 
2017). Models that provided three-hourly BC output were 
compared to these observations in Figures 7.22 and 7.23. 
Th e Russian measurements are of eBC, whereas the Japanese 
measurements are of rBC. Th e two are related by a factor 
of 1.8 (eBC=1.8*rBC; Zanatta et al., 2018). Th erefore, eBC 
measurements in this section were first converted before 
comparisons to the models were made.

Th ere is a consistent overestimate of BC in the Pacifi c region, 
where measured concentrations are very low (Figures 7.22 
and 7.23). Indeed, Taketani et al. (2016) reported that BC 
concentrations were in the range 0–66 µg/m3, with an overall 
mean value of just 1.0 +/- 1.2 µg/m3. Th e models, possibly 
due to their coarse resolutions, were not able to simulate 
such low background BC concentrations. However, even the 
model with the highest resolution (GEM-MACH at 15 km 
resolution) overestimated BC there – although that limited 
area model (LAM), in that region near the boundary, would 
have been heavily infl uenced by the assumed upwind boundary 
conditions. Th e high bias in the Pacifi c may be due to all models 
overestimating the amount of BC that gets transported off  of 
the Asian continent.

Conversely, the model results generally agree in the Russian 
Arctic Ocean, though they are mostly biased slightly 
low. Popovicheva et al. (2017) attributed the higher BC 
concentrations measured near the Kara Straight (north of 
70°N) to gas-fl aring emissions, with mid-latitude biomass 
burning, transportation, and combustion (residential and 
commercial) being important sources near Arkhangelsk 
(White Sea). Since models were able to simulate this well, their 
improvement is likely due to improved Russian anthropogenic 
emissions data in ECLIPSE v6b (see Chapter 2 for more details 
about those emissions).

BC deposition flux compared to ice cores

Ice-core analyses give derived values of deposition during the last 
decades and are valuable for investigating how past concentrations 
have changed. As noted in Chapter 6 (Section 6.1.4.2), fl uxes 
are not a measured value, but derived from measurements of 
BC concentrations in the ice and modeled assumptions about 
precipitation. Before the industrial period (defi ned as starting in 
1850) the only source of BC was biomass burning. Aft er 1850, 
anthropogenic emissions infl uenced deposition of BC in Arctic 
locations. Most ice cores show a peak in BC deposition fl ux early 
in the 20th century (see also Chapter 6 Section 6.1.4.2 and Figure 
6.20), with a decreasing trend over the last few decades. Ice-core 
observations of the last two decades were used to evaluate the 
performance of BC (and SO4 in Section 7.3.4.1) deposition fl ux 
in the models. Six ice cores in Greenland were analyzed, plus 
one in the European Arctic, in Spitsbergen (Lomonosovfonna; 
Figure 7.18). Ice-core data were available from 1750 until the 
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Figure 7.21 Modeled-versus-
measured BC concentrations 
at surface Arctic measurement 
sites in 2014–15. Filled circles 
represent the mean for each 
location, while the lines dissecting 
them represent +/- one standard 
deviation from mean. N=number 
of data points, R=correlation 
coefficient, Mean=model mean 
value in mg/m3, Median=model 
m e d i a n  v a l u e  i n  m g / m 3, 
StD=model standard deviation, 
Bias (%)=percent model bias, 
RMSD=root mean standard error 
in mg/m3, MAE=mean absolute 
error in mg/m3. Results for 2008–9 
(not shown) had lower correlation 
coeffi  cients and higher biases. Th e 
number of monthly mean values 
available from individual sites 
is shown in brackets next to site 
names in the legend, with a max 
of 24 months in the two years.
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Figure 7.22 Top left : Observed BC 
concentrations along the Japanese 
and Russian ships’ paths. Rest of 
panels: Th e model biases.
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Figure 7.23 Modeled-versus-measured three-hour average BC 
concentrations along the ships’ paths. Note the logarithmic scale. 
N=number of data points; R=correlation coefficient; Mean=model 
mean value in μg/m3; Median=model median value in μg/m3; StD=model 
standard deviation; Bias (%)=percent model bias; RMSD=root mean 
standard error in μg/m3; MAE=mean absolute error in μg/m3.
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years between 1993 and 2011 (depending on when the ice cores 
were drilled), as indicated in the panel titles in Figure 7.24. Only 
data after 1990 were used to match the modeled time periods 
[1990–2015, 1995–2015, 2008–9 and 2014–15, depending on 
the model (Table 7.1)].

The measured BC deposition flux values in Greenland vary 
with elevation, being lower at higher elevations. Summit 
(3177 meters above sea level [MASL]) had an average of 
285 µg/m2  per year (µg/m2/y) in contrast to ACT2 (2461 MASL) 
with 676 µg/m2/y. BC deposition was highest in the European 
Arctic at Lomonosovfonna (Spitsbergen), with 856 µg/m2/y. 
For all seven ice cores used in this comparison, the averaged 
model mean was three times as high as the observations. At 
D4 (2728 MASL) the modeled mean corresponded best to the 
observations, with a mean bias of -83%. At ACT11 (2296 MASL) 
the models had four times the deposition flux compared to the 

measurements. Generally though, the mean was skewed higher 
by FLEXPART and DEHM models (Figure 7.24).

7.3.3.2 BC trends in the Arctic, 1990–2015

Some measures to reduce BC emissions have been undertaken 
in recent years. To assess the impacts of those emissions 
changes, it is important to evaluate the changes in Arctic 
BC concentrations. Breider et al. (2017) computed that the 
combined SO4 and BC trends caused about a quarter of net 
warming of the Arctic surface during 1980–2010, which means 
the impact of BC was greater than SO4, as SO4 has a cooling 
effect. Those findings were consistent with an earlier study by 
Shindell and Faluvegi (2009). Six models simulated BC from 
1990 to 2015, and one model from 1995 to 2015. As shown 
in Figure 7.25, the measurements (black line) at Alert and 
Utqiaġvik exhibit a decline in BC concentrations during the 
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Figure 7.24 Annual average BC deposition flux values for the seven ice-core locations (Figure 7.18) for each model, based on values from 2008–2009 
and 2014–2015. The observed fluxes are plotted in black, with solid black lines indicating the level of the average observed flux, and black dashed lines 
depicting the model mean for each location. The period used for plotting is based on all available years after 1990; the title indicates the last year available 
from the ice-core record.
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1990s that the models also simulate. Other stations’ time series, 
including those of Denali and Trapper Creek, indicate that BC 
remained stagnant in both observations and models.

In Section 6.1.4.1, the BC and SO4 trends were examined by 
comparing the last five years of the time series to the first five 
years of the time series after smoothing and separating out the 
seasons (haze season – January to April [JFMA], and summer 
season – June to September [JJAS]). The same calculation was 
made for the models’ results, which are tabulated in Table 7.2.

The models generally show a large decrease in BC during 
the haze season at all Arctic locations, which is consistent 
with the measurements (Table 6.2 in Section 6.1.4.1). For the 
summer season, the models do not agree on whether BC is 
increasing or decreasing, however, the measurements show a 
decrease in BC at all Arctic locations, except for Zeppelin. The 
comparison to measurements is not perfect because the time 
periods are different for the models (generally 1990–2015) 
and measurements (usually starting later and ending in 2018). 
Nonetheless, the anthropogenic emissions have accurately 
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driven the modeled trends in the right direction for the winter 
haze season. The models are less certain for the summer, when 
BC concentrations are more influenced by biomass burning.

7.3.3.3 Hemispheric BC

BC is measured extensively in the USA, as well as at several 
locations in Canada (six sites), and Europe (~16 sites – the actual 
number varies from year to year). Unfortunately, the authors 
of this report were unable to find further global measurements 
of BC at the surface. And, some eastern countries did not 
have freely available BC measurements for the time periods 
required for this chapter. Figure 7.26 shows BC measurements 
along with the model biases. According to these comparisons, 
some models overestimate BC in the USA by factor of two or 
more, while others seem to compare well. CanAM5-PAM, 
Oslo CTM and WRF-Chem overestimate BC while EMEP 
MSC-W underestimates BC over most US sites. That BC is 
overestimated in the USA by many models suggests that the 
climate (e.g., temperature) impacts of BC may be overestimated 
in the models over these regions. However, because a few 
models also underestimate the BC concentrations, the multi-
model mean results can still provide robust estimation of 
climatic impacts of BC. These domain-limited BC comparisons 
do not allow for generalizations of the results on global scales. 
However, Sections 7.3.5 on PM2.5 and 7.3.6 on aerosol optical 
properties — although not specific only to BC — help to fill in 
the gaps using related variables on global scales.

Vertical profiles of BC using aircraft observations

Gridded BC outputs at three-hourly intervals were provided 
by 11 of the participating models. The purpose of this high-
frequency modeling is to enable comparisons of model outputs 
to aircraft measurements – using the tracks of the aircraft in 

the grid space of each model. The interpolation of model 
output to flight-track coordinates was carried out using tools 
from the Community Intercomparison Suite (CIS, Watson-
Parris et al., 2016), which paired the extracted model tracks 
with the corresponding observed values. There is naturally 
some coarsening of information, as the aircraft observations 
are of considerably higher spatial and temporal resolution 
than the model outputs. Nonetheless, this approach provides 
meaningful comparisons when flight tracks are grouped over 
specific areas or times.

The aircraft campaigns considered in our comparisons are 
shown on Figure 7.27. Note that most aircraft campaigns with 
BC measurements took place in the years 2008–2009, with 
the exception of the High-Arctic Network on Climate and 
Aerosols: Addressing Key Uncertainties in Remote Canadian 
Environments (NETCARE) campaigns, which provided 
observations for 2014–2015. Furthermore, most campaigns 
were carried out during the boreal spring and summer months 
(April to July), except for the High-Performance Instrumented 
Airborne Platform for Environmental Research (HIAPER) 
Pole-to-Pole Observations (HIPPO) campaign (January and 
November). Variability of atmospheric BC concentrations is 
very high on short timescales and exceeds interannual variation, 
therefore data from all years or campaigns were combined.

Aeroplane (map) views of observations and model biases 
are provided for three different height bins in Section A7.3 
(Figure A7.9). The bias maps have three purposes: first, the 
map of the lowest heights (Figure A7.9) supports the model 
biases found in BC surface values in Section 7.3.3.1 and 
illustrated in Figure 7.19; second, all maps demonstrate the 
large spread among models, and within models at different 
heights; and third, the positive bias of all models with respect 
to the HIPPO campaign underscores the very low HIPPO 
campaign measurements. These low HIPPO measurements 

Table 7.2 Percent changes to modeled BC. Data for the last five years (2011–2015) were divided by those for the first five years (1990–1994 for all models 
except GISS-E2.1, for which 1995–1999 data were used) for winter (JFMA, top), and summer (JJAS, bottom).

CanAM5-
PAM

CIESM-
MAM7

DEHM EMEP MSC-W GISS-E2.1 MRI-ESM2 UKESM1

Alert

JFMA -20% -44% -44% -52% -28% -65% -50%

JJAS 20% -9.5% 16% -25% -18% 18% 17%

Gruvebadet

JFMA -49% -56% -37% -16% -45% -48% -43%

JJAS 1.3% -20% -23% 21% -6% -16% -12%

Villum

JFMA -33% -45% -38% -53% -30% -53% -33%

JJAS 53% 7.2% 16% -23% 34% 4.7% 6.1%

Utqiaġvik

JFMA -37% -27% -43% -44% -45% -59% -66%

JJAS -9.4% -52% 5.1% -41% -45% -31% -47%

Zeppelin

JFMA -47% 2.2% -37% -22% -46% -48% -42%

JJAS 14% -19% -22% 28% -5.4% -15% -11%

152 AMAP Assessment 2021: Impacts of Short-lived Climate Forcers on Arctic Climate, Air Quality, and Human Health



Chapter 7 · Modeling of short-lived climate forcers

Observations CanAM5-PAM CESM DEHM

CIESM-MAM7 ECHAM-SALSA EMEP MSC-W FLEXPART

GEOS-Chem GISS-E2.1 MATCH MATCH-SALSA

MRI-ESM2 NorESM Oslo CTM UKESM1

WRF-Chem

0 0.01 0.02 0.05 0.1 0.2 0.5 1 2

-100 -50 -40 -30 -20 -10 10 20 30 40 50 100

Mean BC, µg/m3

Model bias (other panels), %

Figure 7.26 Top left : Mean BC concentrations at surface measurement sites. Rest of panels: model biases for 2014–15.
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Figure 7.27 Flight tracks of aircraft  campaigns used in this section.
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over the northwestern Pacifi c are consistent with particularly 
low BC concentrations measured from ships in the same region, 
as discussed in Section 7.3.3.1 and shown on Figure 7.22.

The focus of the present section is on vertical profiles of 
BC concentrations. Profi les of aircraft  measurements made 
exclusively in the High Arctic (north of 70°N) are shown on 
Figure 7.28. For these plots, all points from a given campaign 
were taken together and binned by height (every 500 m); 
the lines of the graph show the median values for each bin. 
Observations are indicated by the solid black line, while the 
dashed black line represents the multi-model median. Because 
BC concentrations can span several orders of magnitude, and 
because of the high inter-model spread, median values are 
more meaningful than means, and median absolute deviations 
(MADs) were used to quantify spread.

A distinguishing feature of all High-Arctic profi les is the 
vertical homogeneity of the concentrations: lines are nearly 
vertical from the surface to the top of the measurements, 

which were at 4–7 km in altitude. Inter-model spread in 
the magnitude of BC is considerable, but the multi-model 
medians are generally very close to the observed values. 
Th e one exception is the NETCARE–2014 campaign, which 
covered a very small area. Most models are biased low with 
respect to observations recorded at these high latitudes.

In contrast, Figure 7.29 presents the profiles from flight 
campaigns that covered the mid-latitudes to the sub-Arctic 
(30–70°N). At mid-latitudes, there is considerably greater 
coherence among models near the surface, where concentrations 
are higher than in the Arctic. Model values are generally closer 
to observations, and all concentrations diminish with height. 
Th e greatest agreement among models and with observations is 
noted for the Aerosol Radiative Forcing in East Asia (A-FORCE) 
campaign (Oshima et al., 2012, Figure 7.29), which has near-
surface BC concentrations an order of magnitude greater than 
all other aircraft  campaigns. Th e HIPPO measurements, as 
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Figure 7.28 Vertical profi les of measured (solid black line) and modeled (colored lines) concentrations of BC in the High Arctic. Th e dashed black line 
is the multi-model median.
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indicated earlier, show very low concentrations, with poorer 
agreement between models and with observations.

Combining the data from all campaigns, but separating points 
into those lying between latitudes 30°N to 60°N, and those north 
of 60°N, yields Figure 7.30. Th e general features of the previous 
two fi gures are repeated: models are in better agreement with 
one another and with observations in the mid-latitudes than 
in the Arctic, and BC profi les indicate vertically homogeneous 
concentrations in the Arctic, while they diminish with height 
in mid-latitudes.

Furthermore, at mid-latitudes, the multi-model median is in 
very good agreement with observations, since models are about 
evenly divided between low and high biases. In the latitudes 
north of 60°N, most models are biased low between altitudes of 
2 km to 8 km, leading to a low multi-model median there. Th ey 
are mostly biased high at altitudes above 8 km, with the multi-
model median correspondingly much higher than observed 
(Figure 7.30). Note that this contrasts with the individual 
campaigns of the High Arctic, north of 70°N in Figure 7.28, 
where multi-model medians track the observations well.

Th e left  and right panels of Figure 7.31 give an indication of 
model spread for the two latitude zones of Figure 7.30. Black 
curves and dark gray shading represent the observations, while 
colored curves and shading depict the model results. Th e GEM-
MACH, GEOS-Chem and WRF-Chem models provided only 
one or two years, and their extracted aircraft  tracks can therefore 
only be compared to the NETCARE campaigns of 2014–2015, 
hence the diff erent observational profi les for these models. Th e 
shaded areas around the curves cover +/-1 MAD around the 
median value of each vertical bin. Th ere are several hundred 

data points per vertical bin up to 8 km for all models, falling off  
to only several tens of points at higher altitudes. Tables A7.5, 
A7.6 and A7.7 list the bin counts, medians, and MAD for 
observations and for every model, in every vertical bin.

Th e dominant source of BC emissions in latitudes from 60°N 
to 70°N is boreal fi res that occur yearly between April and 
September across a range extending from Alaska eastwards 
through Canada’s Northwest Territories. North of 70°N, for 
example, in the area of the NETCARE campaigns, there are small 
local sources of BC emissions. Near-surface concentrations of 
BC in all Arctic latitudes come from local sources. However, 
upper tropospheric concentrations in these high latitudes 
primarily refl ect emissions from remote industrial sources 
that have been transported north. Th e BC emissions from 
industrial sources in latitudes from 30°N to 60°N are an order 
of magnitude greater than those from boreal fi re emissions. 
Atmospheric BC concentrations measured by aircraft  in the 
mid-latitudes therefore refl ect the high emissions from mid-
latitude industrial sources.

Since all participating models used the same anthropogenic 
emissions dataset, it is not surprising that modeled BC 
concentration profi les agree best with one another and with 
observations in regions where surface emissions are strongest. 
Th is is most evident in the A-FORCE campaign in Figure 7.29, 
and is also clearly seen when mid-latitude points of all 
campaigns are combined, as on the right panel of Figure 7.30. 
Th e European Integrated Project on Aerosol Cloud Climate and 
Air Quality Interactions (EUCAARI) campaign on Figure 7.29 
stands out because nearly all models agree strongly with one 
another from the surface up, but disagree with observations.

In Arctic latitudes, modeled BC concentrations depend on how 
accurately models simulate the transport north of remotely 
emitted BC. Th e term ‘transport’ is used here in a general sense 
and does not refer strictly to large-scale winds. Key factors 
also include deep convection processes operating at tropical 
latitudes, as well as isentropic transport of emissions from those 
latitudes, scavenging in mid-latitude convective clouds, and wet 
deposition rates of BC in the Arctic. Th e multi-model median 
line on the left  panel of Figure 7.30 is biased high in the upper 
troposphere above 9 km, suggesting overly effi  cient long-range 
transport and convective processes in the models. Conversely, 
the low multi-model median in the lower and mid-troposphere 
(2 km to 8 km) in the Arctic indicates that models may have 
diffi  culty in capturing emissions from local sources, or local 
rates of wet deposition.

It is beyond the intent of this report to identify which process 
dominates the bias in each model, and the reader is referred 
to examinations of this question by Mahmood et al. (2016) 
and Kipling et al. (2016). A first-order representation of 
inter-model diff erences caused by the interplay between all 
processes is given in Figures A7.9 and A7.10. Th ese show the 
relationship between height and zonal-mean concentration 
for all model grid points (not limited to the extracted aircraft  
tracks) in the two latitude ranges 30°N–60°N and 60°N–90°N. 
No comparison to observations is made; this is a model 
intercomparison only, intended to highlight diff erences. In 
the mid-latitudes (Figure A7.9), all models show large surface 
concentrations tapering off to lower values with height, 
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roughly following curves of the same shape: this suggests 
that the physical processes governing the vertical profiles 
are represented similarly in all models. In contrast, at Arctic 
latitudes (Figure A7.10), the distribution with height follows 
very diff erent curves in diff erent models, indicating that the 
processes dominating the vertical profi les vary from model 
to model.

To summarize and conclude this section, within the mid-
latitudes (30°N–60°N) where the main sources of BC 
emissions are located, individual models represent observed 
concentrations reasonably well, and the multi-model median 
is a close fi t. However, the presence of atmospheric BC in the 
Arctic is primarily due to long-range transport and depends 
on deep convective processes at low latitudes; this is especially 
true at the highest latitudes, where there are no signifi cant local 
sources of BC emissions. Models generally underrepresent 
concentrations of BC in the low and mid-troposphere north of 
60°N. Th e only model to track Arctic BC concentrations well 
from the lower (4 km) to the uppermost Arctic troposphere is 
CanAM5-PAM, although it exhibits high bias near the surface.

Although only available for limited areas and years, and made 
at much higher spatial and temporal resolutions than general 
circulation models can provide, aircraft  measurements are 
invaluable for assessing models’ ability to represent the vertical 
distribution of BC concentrations in the atmosphere. Th e profi le 

intercomparison enabled by the CIS tools’ extraction of fl ight 
tracks from model output can help to identify the source of 
model biases. Biases at diff erent heights in the Arctic indicate 
how well a model represents both the processes that govern 
long-range transport into the Arctic, and those that control 
lower-tropospheric BC concentrations within the Arctic.

7.3. 4 Sulfate (SO4)

7.3.4.1 Arctic SO4

Surface in situ sulfate (SO4) measurements in the major 
observing networks typically use ion chromatography methods, 
which have approximately 3% uncertainty range (Solomon et al., 
2014). However, SO4 measurements have been shown to have 
up to 20% analytical uncertainty (Chapter 5). Monthly mean 
surface-level observations of SO4 from 18 Arctic sites were used 
to evaluate models. Figure 7.32 shows that, as for BC, the SO4

concentrations in the high northern Arctic are underestimated 
by most models. A few models overestimate SO4 in Scandinavia 
and Alaska.

Th e models’ underestimations of SO4 could be mainly due 
to their higher effi  ciencies in removing aerosols during the 
long-range transport to the High Arctic. Th is is consistent with 
a previous study based on the model simulations, reported 
in AMAP (2015a), which found that the convective wet 
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Figure 7.31 Model spread of BC concentrations given as +/-1 median absolute deviation (shading) around median (lines) for each model profi le (colored), 
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deposition outside the Arctic region may have led to diff erent 
seasonal cycles of overall SO4 concentrations in the Arctic 
(Mahmood et al., 2016). Dimethylsulfi de (DMS), a naturally 
occurring source of sulfur emissions from marine algae, may 
also be misrepresented in models. Th is source would be more 
pronounced in the summer, when there is less sea ice in the 
High Arctic, but it does not appear that models underestimate 
DMS only in the summer (Figure 7.33). Rather, some models 
appear to also underestimate it in the winter and spring, 
pointing to a lack of transport from mid-latitudes as the cause 
of this inaccuracy. Despite the individual model diff erences 

in representing the seasonal cycle, the multi-model mean 
compares well with observations at most locations. However, 
the multi-model mean SO4 is signifi cantly underestimated at 
the Alert and Irafoss sites. Mean model biases for all Arctic 
sites range between -65% to 80% among diff erent models, and 
correlation coeffi  cients are typically around 0.5 (Figure 7.34).

Th e seasonal cycle for observations from all sites grouped 
together for 2008–9 is shown in Figure A7.12. Th ese graphs 
exhibit a consistent seasonal cycle, as was the case in 
Figure 6.12 of Chapter 6, although that depicted observations 
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Figure 7.32 Top left : mean surface SO4 concentrations. Rest of panels: model biases. Results are for 2014–15.
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from different set of Arctic sites and time period. Most models 
(e.g. CanAM5-PAM, DEHM, MATCH, Oslo CTM) are able 
to capture the seasonal cycle well. However, several models 
(e.g. CESM, CIESM-MAM7, ECHAM-SALSA, and EMEP 
MSC-W) strongly underestimate observed springtime peak 
values. Conversely, the modeled data and, to a lesser extent, 
the measurements for the 2014–15 time period exhibit little 
seasonal cycle, as shown in Figure A7.13. Part of the reason 
may be local winter pollution at some Arctic locations, 
such as Fairbanks, Alaska. Such highly localized pollution 
events, caused by local emissions becoming trapped in 
a stable boundary layer, occur on scales smaller than the 
model resolutions employed in this study can represent. As 
mentioned above, the uncertainty in wet deposition could also 
be a factor. Previous studies have shown models representing 
too much washout (where pollutants are removed from the 
atmosphere by precipitation) in winter and not enough wet 
deposition in summer, leading to a ‘flatter’ seasonal cycle than 
observed (e.g., Figure 7.33; Browse et al., 2012; Mahmood 
et al., 2016). Many models are also missing chemical formation 
processes for SO4 that do not require sunlight, which may 
account for underestimations in winter (e.g. Moch et al., 
2018; Alexander et al., 2009). Modeled SO4 deposition is 
evaluated below.

SO4 deposition compared to ice cores

As with BC (Section 7.3.3.1), the SO4 deposition was evaluated 
and the average measured SO4 deposition fluxes from ice 
cores for all locations (only Greenland data was available) is 
18 mg/m2/y (Figure 7.35). The lowest observed fluxes are found 
at D4 (12 mg/m2/y) and highest at ACT11D (30 mg/m2/y). The 
model average for all locations is overestimated by around 
20%. This is similar to the surface concentrations visualized in 
Figure 7.33, where models capture SO4 quite well, even though 
some underestimate the concentrations.

7.3.4.2 SO4 trends in the Arctic, 1990–2015

Six models simulated sulfate for 1990–2015, and one model for 
1995–2015; they are shown alongside observations at 13 Arctic 
locations in Figure 7.36.

The modeled and measured trend of ambient SO4 was for a 
decrease from 1990 to 1995 and then stagnation until 2015 
(Figure 7.36). This is consistent with publications on the topic 
such as that by Breider et al. (2017) and Ren et al. (2020), the 
latter which attributes the reduction in sulfate from the 1980s 
to early 1990s to reduced emissions in Europe, Russia, and 
local Arctic sources.

As with observed BC in Section 6.1.3.1, the SO4 measured 
trends were examined by comparing the last five years with the 
first five years of the time series, after smoothing and separating 
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Figure 7.36 Measured and modeled annual mean time series of surface-level SO4 at 13 Arctic locations.
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out the seasons (haze season, January to April [JFMA]; summer 
season, June to September [JJAS]). The same calculation was 
made for the models’ results, which are tabulated in Table 7.3.

The models all generally show a large decrease in SO4 during 
the haze season at all Arctic locations, which is consistent 
with the measurements (Table 6.2 in Section 6.1.4.1). In 
the summer, most models simulate a decrease in SO4 at all 
locations (except for EMEP MSC-W at Alert), however, at 
Utqiaġvik and Gruvebadet, the observations show an increase 
in summertime SO4 and a decrease at the other locations. Note 
that the time periods are different for the models (1990–2015) 
than for measurements (mostly starting in the 1990s and ending 
around 2018). The decrease in SO4 is driven by the reduction 
in anthropogenic emissions, which is showing up accurately 
in the modeled winter trends. In the summer, when SO4 
concentrations are lower, the modeled trends are less accurate.

7.3.4.3 Hemispheric SO4

SO4 has more measurement locations than BC in Europe, but 
there is still limited publicly available data for SO4 at the global 
scale. Figure 7.37 shows those observations, and the model 
biases. It is interesting to note that many models are consistent 
in the spatial pattern of their biases over most regions. Most 
models overestimate SO4 over western USA and underestimate 
it over eastern USA. The reasons for this east-west model bias 
asymmetry in the USA is unknown. Over Europe, most models 
underestimate SO4, although a few models overestimate it. At 
individual locations, most model biases vary between 10% 
to 100%, with the exception being GEOS-Chem and Oslo 
CTM, which overestimate SO4 by more than 200% at many 
locations. The EMEP MSC-W model tends to underestimate 
SO4 in Europe, consistent with Gauss et al. (2020). SO4 aerosols 
in the EMEP MSC-W model have a relatively short lifetime 
compared to those in the Aerocom models (Gliß et al., 2021), 
and thus shorter transport distances from the SO4 sources.

7.3.5 Fine particulate matter (PM2.5)

PM2.5 is particulate matter (PM) of less than 2.5 µm diameter. 
At that size, PM can be inhaled and carried deep into the lungs 
and possibly into the circulatory system. For that reason, PM2.5 
is a health concern (e.g., Schwartz et al., 1996; Brunekreef 
and Holgate, 2002; Xing et al., 2016), discussed further in 
Chapter 9. Atmospheric PM2.5 is also partly connected to direct 
and indirect climate effects via the particles’ interactions with 
clouds. Surface in situ PM2.5 measurements are usually made 
via gravimetric analysis of particulate matter collected on a 
filter (such as a Teflon substrate), which has around 1–6% 
uncertainty range (Malm et al., 2011). PM2.5 is mainly composed 
of BC, SO4, OA, NO3, and NH4, as well as crustal material, sea 
salt and water. This study did not examine NO3 or NH4, as their 
radiative forcing is much smaller than that of BC and SO4, 
although NO3 is becoming more important as a PM component, 
as SO4 is decreasing. However, a similar analysis to that for 
BC (Section 7.3.3) and SO4 (Section 7.3.4) was undertaken 
for OA, which is discussed briefly below – with figures in the 
Appendix Section A7.6.

Organic aerosol (OA)

Not many observation stations measure this aerosol species 
(only six stations in the Arctic), and, importantly, only data from 
one remote High-Arctic station was available. All other datasets 
used in this study came from the sub-Arctic, in closer proximity 
to terrestrial emissions of biomass and biomass burning. Both 
observed and modeled OA tended to be highest in the summer 
due to the large emissions from biomass burning that occur 
via wildfires and due to increased biogenic secondary organic 
aerosols (SOAs) from biogenic VOCs. All models captured 
that seasonal cycle, although many of them overestimated 
summertime concentrations (Figure A7.15), particularly in 
2008–9. There is some variability in wildfires between Arctic 
locations and different years. Local combustion emissions in 
the winter can produce large quantities of OA, as happens, for 

Table 7.3 Modeled SO4 percent change of the last five years (2011–2015) over the first five years (1990–1994 for all models except GISS-E2.1, which is 
for 1995–1999) for winter (JFMA, top), and summer (JJAS, bottom).

CanAM5-
PAM

CIESM-
MAM7

DEHM EMEP MSC-W GISS-E2.1 MRI-ESM2 UKESM1

Alert

JFMA -47% -53% -43% -49% -23% -58% -39%

JJAS -32% -27% -8.1% 8.1% -22% -18% -19%

Gruvebadet

JFMA -46% -53% -37% -38% -17% -50% -38%

JJAS -36% -34% -46% -38% -14% -43% -40%

Villum

JFMA -44% -56% -45% -55% -17% -55% -32%

JJAS -45% -12% -22% -24% -22% -24% -32%

Utqiaġvik

JFMA -42% -57% -41% -44% -36% -62% -56%

JJAS -58% -64% -65% -32% -21% -51% -70%

Zeppelin

JFMA -46% -52% -37% -46% -18% -50% -38%

JJAS -36% -34% -46% -37% -14% -44% -39%
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example, at Fairbanks, Alaska, but those emissions are poorly 
characterized and global models do not capture their eff ects.

High-Arctic seasonal cycles and spatial variability cannot 
be explored at present due to the lack of OA measurements 
there. Th e lack of Arctic OA measurements will become a 
pressing issue in the future, once VOC emissions from the 
ocean and natural sources increase under ice-free conditions. 
Furthermore, many models capture the spatial variability of 
OA poorly (Figure A7.15); they display concentrations that 
are too high at sub-Arctic latitudes, and too low in the High 
Arctic. Th is could be due to the insuffi  cient capability of those 
models to simulate long-range transport, or to the absence of 
local sources or secondary production.

7.3.5.1 Arctic PM2.5

Models simulate the processes and transport of many aerosol 
components (such as BC, SO4, and OA discussed above) in 
a number of particle-size bins or following a size function, 
and oft en calculate PM2.5 as a sum of those species in the fi ne 
particle mode. Below we evaluate models’ PM2.5 output, which 

is either the sum of the species in the 0–2.5 µm size bin or a 
pre-calculated dry PM2.5 output. Note that this analysis focuses 
on sub-Arctic sites closer to human populations, rather than 
remote High-Arctic sites, due to the lack of available data. 
PM2.5 is not a typical measurement included in the longer-term 
remote Arctic observations.

Th e spatial patterns in the model biases, such as being higher in 
Alaska and lower in Northern Canada, were the same for both 
2008–9 (not shown) and 2014–15 (Figure 7.38), although the 
biases were overall skewed slightly lower for 2008–9 than they 
were for 2014–15. Th e EMEP MSC-W results are consistent 
with European Monitoring and Evaluation Programe (EMEP) 
annual evaluations for Europe – including a few Arctic sites in 
Norway and Finland (Gauss et al., 2020) – where the model 
underestimates PM2.5 by 10–25%, and annual model evaluation 
reports from EMEP carried out under the Convention on Long-
range Transboundary Air Pollution (CLRTAP).

Meteorological patterns were diff erent for 2008–9 than for 
2014–15 (including diff erences in boundary-layer stability 
and levels of photochemistry), which the models’ surface-
level SLCFs are quite sensitive to. Th ere were also fewer wild 
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Figure 7.37 Top left : mean measured surface SO4 concentrations. Rest of panels: model biases for 2014–15.
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fi res in 2008–9 than in 2014–15. According to the CMIP6 
emissions data (van Marle et al., 2017) used in most of the 
models, emissions of BC from Canadian wildfi res in 2008–9 
were 340% lower than in 2014–15, whereas the emissions from 
the USA and Russia were similar for these periods. Given the 
very intense wildfire but low anthropogenic emissions in 
northern Canada during 2014–15, diff erences in simulated 
PM2.5 concentrations over Canada and Alaska can be partly 
attributed to diff erences in simulations of wildfi re aerosols in 
the models (Figure 7.38).

Some models (CanAM5-PAM, CESM, CIESM-MAM7, GEOS-
Chem, and WRF-Chem) exhibit higher PM2.5 and more variable 

PM2.5 for the summer (Figure 7.39). While this is also apparent 
to some extent in the observations, it may be due to the way 
that fi re and sea-salt emissions are treated in these models. Fire 
emissions, fi re-plume injection height, and plume rise are all 
highly uncertain model parameters and the subject of ongoing 
research (e.g., Urbanski, 2014; Heilman et al., 2014; Paugam, 
et al., 2016). Indeed, as will be shown later (Section 7.4.1), the 
individual model PM2.5 Arctic biases are more tightly clustered 
for 2008–9 when there were fewer fi res (Figure 7.67). Mölders 
and Kramm (2018) showed that Arctic PM2.5 seasonal pollution 
is mainly due to local air pollution in the winter and fi res in 
the summer.
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Figure 7.38 Top left: mean 
surface PM2.5 concentrations. 
Rest of panels: model biases. 
Results are for 2014–15.
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Figure 7.39 Modeled and measured monthly mean surface PM2.5 concentrations in the Arctic for 2014–15.
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7.3.5.2  High-resolution hemispheric PM2.5

Figures 7.40 and 7.41 show the surface PM2.5 concentrations 
in the Northern Hemisphere. As discussed previously, PM2.5 

has important health impacts, and thus it is well measured in 
populated areas via surface monitoring networks. Hemispheric 
concentrations of PM2.5 were evaluated for 2014–2015 in the 
Appendix (Figure A7.21), and in this section for 2015 only, as 

these results inform Chapter 9 – where future health impacts 
are calculated with 2015 as the base year. First, the simulated 
PM2.5 concentrations for 2015 were downscaled (the horizontal 
resolution of the models’ results was increased) using a global, 
non-Arctic satellite-based dataset from Dalhousie University 
(Data ref. 7.8) at a resolution of 0.5°, to improve on the standard 
model output. Th is was not done for models that already had 
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Figure 7.40 Top left: measured ground-level 
PM2.5 concentrations. Rest of panels: model 
biases. Results shown are for 2015.
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a native resolution of 0.5° or greater. The downscaling method 
is described in Section A7.7. Downscaling is important for 
determining health impacts (Chapter 9), due to the fine spatial 
scales of population density involved in those health-impact 
calculations. There is no need for downscaling for other SLCF 
species, since the focus for those is on climate impacts, which 
depend on long-range transport and SLCF burdens across large 
regions. The post-processed PM2.5 model results are shown as 
model-minus-measurement percent differences in Figure 7.40 
suggesting that the model PM2.5 biases at several locations in the 
USA, Europe and China are within 60%–80% range. However, 
some models (CanAM5-PAM, CIESM-MAM7, GEOS-Chem, 
GEM-MACH and Oslo CTM) show biases larger than 200%, 
especially in the Western USA and Alaska.

Figure 7.41 shows that the annual mean simulated PM2.5 
concentrations compare well with observations, and the 
correlation coefficients are relatively high (R=~0.8 or higher 
for all models). The high concentrations in China and low 
concentrations in the USA and Europe are captured by the 
models, providing confidence for the assessments on health 
impacts presented in Chapter 9.

As PM2.5 is a pollutant with significant policy focus – for 
reasons discussed at the beginning of Section 7.3.5 – it is also 
estimated globally using data-assimilation techniques. There 
are three additional PM2.5 global estimates that are based on 
satellite AOD measurements and models to fill in the gaps. They 
are: the MERRA-2 reanalysis (Gelaro et al., 2017), the Global 
Burden of Disease (GDB) dataset (Shaddick et al., 2018), and 
the University of Dalhousie PM2.5 product (Data ref. 7.8; van 
Donkelaar et al., 2015a). PM2.5 data from all measurement 
types are highly variable. Different measurement techniques 
and derivations are used; for example, estimates of PM2.5 are 
made with varying levels of relative humidity, which causes 
large differences in the measurements and derived products. 
The parameters of the data assimilation and model inputs are 
another source of uncertainty in the derived PM2.5 products. 
Figures A7.18, A7.19 and A7.20 show how the models compare 
to these derived PM2.5 products. The derived PM2.5 datasets 
agree well with the surface in situ measurements, and while the 
models are generally biased low, their results have similar spatial 
patterns when compared with the observations. Simulated 
PM2.5 concentrations are also within the range of the PM2.5 
observations and the derived products. Compared to the 
MERRA-2 reanalysis, GBD, and Dalhousie University PM2.5 

datasets, modeled annual mean biases are within a factor of 
two over most locations. The model biases are consistently 
negative on average, but some models (CanAM5-PAM, 
CESM2.0, CIESM-MAM7, GEOS-Chem) overestimate PM2.5 
in some regions.

7.3.6 Aerosol optical properties

This section evaluates model simulations of aerosol optical 
properties, such as aerosol optical depth (AOD), which indicates 
how much aerosol is in the atmosphere, and the Ångström 
exponent (AE), which indicates the size of the aerosols. The 
smaller the AE, the more coarse particles are present; the larger 
the AE, the more fine particles are present.

7.3.6.1 Aerosol optical depth (AOD)

The primary goal of the model aerosol optical depth (AOD) 
evaluations is to qualitatively assess atmospheric column 
aerosols in the Arctic and, as discussed later in this section, 
in regions across the globe. Observed AOD from the AErosol 
RObotic NETwork (AERONET) (Holben et al., 1998; Eck et al., 
1999) at 500 nanometers (nm) was interpolated to 550 nm AOD 
using the Ångström formula (Ångström, 1929; Wei et al., 2019) 
to ensure compatibility between datasets. Since satellite-based 
retrievals are limited in the Arctic for various reasons – including 
difficulties in taking measurements during the polar night, 
differences in viewing geometries, and reflections from bright 
surfaces – a satellite-based optical properties comparison is not 
included in this section. However, a model-based evaluation of 
aerosol optical properties at global scales, using both satellite-
based products and AERONET observations, is included in the 
next section. It is important to note that the monthly aggregates 
of observations depend on the availability of data and are not 
likely to be the true aggregate of observations for a whole 
month. In addition, many polar-orbiting satellites take one 
observation per day, at the same time each day. Nevertheless, 
these datasets are the main observations currently available 
for evaluating model performance. Information about the 
uncertain nature of AOD observations can be found in previous 
studies (e.g., Wei et al., 2019; Schutgens, 2020). Schutgens et al. 
(2020) evaluated and intercompared 14 satellite-based AOD 
products against AERONET AOD and found that the regional 
biases among different products can reach up to +/-50%, 
while a typical bias can be 15–25% depending on the product. 
Furthermore, the models use their own software for computing 
AOD and other aerosol optical properties. It is unknown how 
much this variability is responsible for the model biases.

Arctic AOD

Figure 7.42 compares the spatial distribution of mean AOD from 
ground-based AERONET observations and the model biases. 
According to Eck et al. (1999), the uncertainty for AERONET 
AOD measurements is ~0.01–0.02. Note that the mean AOD at 
each AERONET site is based on the mean of available monthly 
observed values and therefore the number of values for each 
site is likely to be different (see Figure A7.22 for the number 
of months at each location). Also, AERONET observations 
are mostly missing during the months of December, January 
and February; therefore mean AODs are largely based on 
monthly means from March to November (depending on 
the availability of data at individual sites). Modeled AOD was 
sampled for the same months as the measurements, to provide 
a fair comparison. The observed mean values of AOD were 
lowest on the Atlantic side of the Arctic, while highest values 
occurred in northern Russia at Tiksi. Most models seemed 
capable of capturing mean AOD at many AERONET sites. 
CanAM5-PAM and WRF-Chem overestimated mean AOD at 
most locations, likely due to fire emissions in the summer, while 
most other models underestimated it. UKESM1 performed 
better compared to other models, exhibiting the smallest bias 
at most locations except at Tiksi and northern Canada. Overall, 
model biases were lower than ~50% at most locations, providing 
confidence in model simulations of the column-integrated 
aerosols burden over the Arctic region.
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Figure 7.42 Top left: mean AOD from AERONET. Rest of panels: model mean biases, for 2014–15. Note that the annual mean is calculated from the 
number of available monthly values, which vary at each site (the legend of Figure 7.44 shows the number of months’ data used at each site).
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Figure 7.43 compares the seasonal cycle of AOD in the Arctic 
at AERONET sites. At most observed sites, the AOD peaks in 
the summer, mainly as a result of enhanced biogenic emissions 
(Breider et al., 2014; Mahmood et al., 2019), SOA formation, 
sea salt, and increased forest fi res. Most models are capable of 
simulating the observed seasonal cycle, although they do so 
with varying degrees of success. Th e multi-model mean AOD 
compares well with observed AOD at most locations, except 
at Iqaluit and Tiksi. Potential reasons for seasonal diff erences 
among the models could be diff erences in the data for biogenic 
and fi re emissions used (Table A7.1) and diff erences in aerosol 
removal effi  ciencies during transport (e.g. Garrett et al., 2011; 
Mahmood et al., 2016).

Figure 7.44 shows the modeled-versus-measured AOD at 
AERONET sites, with the number of available monthly values 
at each location shown in brackets. Most models correlate well 
with AERONET AOD, with correlation coeffi  cient values of 
R=0.6 or higher (except for MATCH-SALSA and WRF-Chem). 

Mean model biases range between -63.4% to +41%. All models 
underestimate AOD at Tiksi, which is known to have high levels 
of local pollution, making it diffi  cult to simulate using coarse-
resolution models. Mean observed AOD aft er accumulating 
monthly means from all AERONET sites is 0.09, while model 
mean AOD ranges between 0.03 to 0.13. Th is multi-model 
AOD range seems to be consistent with an AeroCom-based 
multi-model evaluation of Arctic AOD by Sand et al. (2017).

Global AOD

This sub-section evaluates modeled AOD on the global 
scale using observations from AERONET and numerous 
satellite-based monthly AOD products, including Moderate 
Resolution Imaging Spectroradiometer (MODIS) AOD 
at 550 nm (Remer et al., 2005; Hsu et al., 2013; Sayer et al., 
2014), Multi-angle Imaging Spectroradiometer (MISR) AOD at 
550 nm (Witek et al., 2018), Advanced Along-Track Scanning 
Radiometer (AATSR) AOD at 550 nm (North et al., 1999; 
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Figure 7.43 Comparison of AOD annual cycles at Arctic locations for 2014–15. Th e color lines depict the model results, thick black lines represent 
AERONET measurements, and the dashed thick black lines represent multi-model mean AOD.
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Th omas et al., 2009; Veefk ind and de Leeuw, 1998; Holzer-
Popp et al., 2013), Sea-viewing Wide-fi eld-of-view Sensor 
(SeaWiFS) AOD at 550 nm (Sayer et al., 2012), and Cloud-
aerosol Lidar with Orthogonal Polarization (CALIOP-
CALIPSO) AOD at 532 nm (Winker et al., 2009, 2013). Th e 
model and satellite AOD were remapped to a uniform 1° × 1° 
latitude/longitude grid for all satellite-based comparisons.

Figure A7.23 compares annual mean model AOD with 
observations from MODIS, MISR, and CALIOP-CALIPSO 

sensors. Most models are able to simulate the large features 
of AOD, including higher values in the dust source regions of 
Africa and Asia, and the higher concentrations of anthropogenic 
pollution in Asian countries. However, most models seem to 
underestimate AOD over parts of biomass-burning regions 
of Africa (for example, in Sahel and Congo forests), South 
Asia and China (Figure A7.24). CESM has large AOD biases 
attributed to its overestimating dust aerosols.
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Figure 7.44 Modeled-versus-measured AOD at Arctic sites for 2014–15. Results were very similar for 2008–9, which are not shown. Filled circles represent 
the mean at a site and the lines represent +/- one standard deviation from the mean. Th e statistics insets of each plot are based on accumulated monthly 
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As mentioned above, the uncertainties among diff erent satellite-
based products could be signifi cant, which makes comparisons 
with model simulations very challenging. Figure 7.45 shows a 
Taylor diagram for annual and seasonal mean AOD compared 
to four satellite-based products. Most models seem to 
underestimate observed AOD variance except CIESM-MAM7 
and CESM2.0 (the latter being off  the chart). Nevertheless, 
most models have high spatial pattern correlations – with 
R values greater than 0.5, and clustering in between values of 
0.5 and 0.8. It is worth mentioning that some models provided 
data for a limited spatial domain (WRF-Chem, MATCH, 
MATCH-SALSA), which, along with missing data in satellite 
AOD would signifi cantly limit these comparisons, since only 
a small region is left  aft er accounting for missing values (for 
example Figure A7.23). In addition, it is clear from this analysis 
that comparison with diff erent satellite products should be 
considered for a better evaluation of model simulations of 
AOD. Th is is because each satellite product diff ers in terms of 
the data values and spatial coverage it provides.

Compared to AERONET, AOD model biases are within a 
factor of two at most locations, including several sites where 
model biases are less than +/-10% (Figure 7.46). Most models 
seem to overestimate AOD over Europe, the Mediterranean 
and central USA. ECHAM-SALSA and MATCH-SALSA 
signifi cantly underestimate AOD over the USA and Canada. 
For biomass-burning regions, such as southern Africa and 
East Asia, models tend to underestimate observed aerosols. 
However, model biases are not consistently positive or negative 
across all models.

Long term trends in AOD, 1995–2015

Five models provided long-term monthly mean AOD, and their 
trends are shown in Figure 7.47 along with satellite-measured 
trends from the Advanced Very-high-Resolution Radiometer 
(AVHRR) instrument (Data ref. 7.9). A common time period 
of 1995–2015 was chosen because of the availability of model 
simulation data from the diff erent models. Th e choice of this 
period, although arbitrary, is useful because it does not include 
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Figure 7.45 Taylor diagram for model 
performance of annual (ANN), winter 
(DJF) and summer (JJA) mean AOD, 
compared to satellite products, for 
2014–15. The results were similar for 
2008–9 (not shown). Th e numbers below 
the plotted domain represent: standard 
deviation (numerator) and correlation, 
R (denominator) for some CESM values 
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Figure 7.46 Top left : mean AOD from AERONET measurements. Rest 
of panels: model biases for 2014–2015. For each site, a minimum of 
12 monthly mean values was required. Models were sampled for the same 
months as the measurements.

AVHRR CanAM5-PAM CIESM-MAM7

GISS-E2.1 MRI-ESM2 UKESM1

-0.05 -0.02 -0.01 -0.005 -0.002 -0.001 0 0.001 0.002 0.005 0.01 0.02 0.05
Change in AOD/y

Figure 7.47 Top left : AVHRR 1995–2015 AOD trend (calculated from monthly mean AODs, multipled by ten). Rest of panels: model simulations for 
comparison. Stippling represents regions where trends are statistically signifi cant for 95% confi dence level based on Student’s t-test (Gosset, 1908).
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the large volcanic eruptions of Mount Pinatubo in 1991. The 
AVHRR aerosol optical thickness at 630 nm was obtained from 
Zhao et al. (2013) (Data ref. 7.9). All models and measurements 
were remapped to a uniform 1° × 1° latitude/longitude spatial 
grid before performing the analysis.

Figure 7.47 shows a negative AVHRR AOD trend along eastern 
coasts of North America, Europe and the Mediterranean, 
which is consistent with decreasing aerosol emissions. Over 
the Arabian Sea, Bay of Bengal, southwest coasts of Africa, and 
East Asia the aerosol AOD is increasing. All models reproduced 
the spatial distribution of dominant patterns of observed AOD 
trends to varying degrees of magnitude, depending on the 
particular model. All models agree in terms of the negative AOD 
trend over eastern North America and Europe, and positive 
trends in the northern Indian Ocean (except GISS-E2.1) and 
southeast coasts of Africa. However, most models (except 
GISS-E2.1) failed to reproduce the increasing observed AOD 
trend off the coast of northeast China. AVHRR does not have 
good coverage of the High Arctic, where Tomasi et al. (2012), 
and Stone et al. (2014) found an increasing trend in AOD over 
Utqiaġvik, Alert, and Zeppelin between 2001 and 2012 (see 
Chapter 6 for this discussion). The AVHRR trends are positive 
in regions around Iceland, and negative off the coast of Alaska 
and northeast coast of Canada – while the model simulated 
trends are small and not statistically significant in these regions 
(Figure 7.47).

7.3.6.2 Ångström Exponent (AE)

Arctic AE

Seven models simulated Ångström Exponent (AE), which 
give an overall indication of modeled aerosol size distribution. 
Particle size is important for determining the transport and 
fate of aerosols, their ability to absorb and scatter radiation 
and their contribution to cloud microphysics properties. It 
is worth noting that the AE-based comparisons can only 
provide qualitative information about aerosol sizes, since 
AE is obtained from AOD at two different wavelengths and 
is not a surrogate for aerosol-size distribution as can be 
obtained from direct aerosol size measurements. Figure 7.48 
compares modeled AE to Arctic AERONET measurements. 
The uncertainty in measured AE values ranges between 
0.03–0.04 (Schuster et al., 2006).

MATCH and CESM strongly underestimated observed AE, 
which implies that simulated particles may be too large in the 
Arctic region in these models. Conversely, CIESM-MAM7 
and UKESM1 overestimated AE compared to observations, 
suggesting that their overall particle sizes were too small. 
ECHAM-SALSA, CanAM5-PAM and MATCH-SALSA 
had relatively small biases compared to Arctic AERONET 
observations.

All models, except MATCH, were able to reproduce some 
features of the seasonal cycle, shown in Figure 7.49, which 
peaks in late summer. This peak is likely due to the contribution 
of new particle formation caused by biogenic and other natural 
emissions (e.g. Abbatt et al., 2019; Mahmood et al., 2019). 
The multi-model mean annual cycle also compares well with 
observations, although there is a large range across the models.
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Figure 7.48 Top left: mean AE from AERONET (note the interval of 0 to 1 
for the first section of the colour bar). Rest of panels: model mean biases, 
for 2014–15. Note that the mean is calculated from the number of monthly 
mean values available at each site, as shown in the legend of Figure 7.50.
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Th e modeled-versus-measured AE is shown in Figure 7.50, 
along with the comparison statistics. Th e mean biases among 
the models range between -44.9% and +26.3%, while correlation 
coeffi  cients (R) range from -0.16 (MATCH, which had a fl at 
seasonal cycle) to 0.57 (CESM).

Global AE

Th e Taylor diagram in Figure 7.51 shows how models performed 
at simulating AE globally in comparison to three satellite AE 
estimations. Comparing Figure 7.51 to Figure 7.45, shows 
that all models are less capable of accurately simulating AE 
than AOD, with annual mean correlation coeffi  cients ranging 
between 0.3 and 0.62 (Figure 7.51).

Figure 7.52 shows that models are able to simulate AERONET 
AE within a factor of two, with several locations having model 
biases within 10%. Th us, models simulate the overall aerosol-
size distributions reasonably well. Most models (except CESM) 
overestimate AERONET AE over dust source regions of Africa. 

CESM underestimated AE over almost all sites, which could, 
in part, be related to its simulated dust aerosols.

7.3.6.3 Absorption aerosol optical depth (AAOD)

In addition to AOD and AE, absorption aerosol optical depth 
(AAOD) was evaluated. Th is qualitatively indicates the column 
aerosol loading of light-absorbing aerosols – an important 
parameter for radiative forcing and thus climate impacts. Th e 
satellite-based AAOD estimations from the AATSR satellite 
instrument provide global coverage; however, the temporal 
coverage stops in 2011, making comparisons for the period 
2014–15 not possible. Th e AATSR AAOD comes from two 
retrieval algorithms. Th e fi rst is termed AATSR_ORAC; part 
of Oxford Rutherford-Appleton Laboratory [RAL] Aerosol 
and Clouds, it uses an optimal-estimation retrieval scheme 
for multi-spectral images (Sayer et al., 2010). Th e second is 
called AATSR_SU (AATSR Swansea University: North et al., 
1999; Beven et al., 2012). Most models have spatial-pattern 
correlations with satellite AAOD, with R values ranging 
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Figure 7.51 Taylor diagrams for model 
performance of annual (ANN), winter 
(DJF) and summer (JJA) mean AE 
compared to satellite products for 2014–15. 
Th e numbers below the plotted domain 
represent: standard deviation (numerator) 
and correlation, R (denominator) for 
some MATCH-SALSA values that lie off  
the graph.
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Figure 7.52 Top left: Measurements of AE 
from AERONET. Rest of panels: model 
biases. For each site, models were sampled 
at the time frequency of the measurements, 
and a minimum of 12 monthly mean values 
were required.
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between 0.3 and 0.9 (Figure 7.53). Models agree better with 
AATSR_SU retrievals than with AATSR_ORAC, which 
highlights the importance of taking into account uncertainties 
among diff erent types of observations for the same variable.

Figure 7.54 shows model comparisons with AERONET-based 
AAOD for the 2014–15 period. Due to the limited number of 
available AAOD observations at AERONET sites, the means 
at each location are based on the available number of monthly 
mean values. Th is approach diff ers from AERONET-based 
AOD and AE comparisons (Sections 7.3.6.1 and 7.3.6.2, 
respectively), where at least 12 monthly values were required 
to calculate means at individual sites. Most model biases have 
similar spatial patterns in locations such as the USA and 
southern Africa, where models tend to underestimate AAOD 
– and northern Africa, the Mediterranean and the Middle 
East – where several models overestimate AAOD (Figure 7.54). 

Most model overestimates are for locations over dust sources, 
while underestimates are for areas near biomass-burning 
regions. However, some models, such as NorESM and MATCH, 
underestimate AAOD at almost all AERONET sites.

To summarize the aerosol optical properties of Section 7.3.6, 
model evaluations of AOD, AE and AAOD suggest that models 
are capable of simulating these quantities within a factor of 
two, although individual models diff er in terms of overall 
biases according to location. In the Arctic, the mean model 
biases range between -63.4% to +41% (Figure 7.44) and have a 
multi-model mean AOD bias of -23.2% in the Arctic and -25% 
globally. AE is also simulated well by most models in the Arctic 
region, with mean biases among the models ranging between 
-44.9% and +26.3% (Figure 7.50). Th e AAOD observations 
were not available for the Arctic region; however, the global 
analysis shows that most models are underestimating absorbing 
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aerosols over dust sources and underestimating in biomass-
burning regions. That said, some models underestimated 
AAOD everywhere. Th e evaluation of aerosol optical properties 
has not been carried out in previous AMAP reports; therefore 
these evaluations could be useful in improving models for 
future simulations.

7.3.7 Clouds

Clouds have some of the largest impacts on the atmosphere’s 
radiative budget but their simulation remains very challenging. 
Th us, clouds present one of the largest sources of uncertainty 
in climate simulations. It is important to understand how well 
individual models simulate certain cloud characteristics that 
are linked to changes in cloud microphysics. In this way, we can 
better understand the linkages between SLCFs that infl uence 
cloud formation and properties, and the climate impacts of 
those clouds. Th us, in this section, simulated cloud properties 
are evaluated against satellite-based observations. Cloud liquid 
water path (CLWP), cloud ice water path (CIWP), cloud 
fraction, and cloud droplet number concentration (CDNC) 
were analysed as a mean over four simulated years: 2008, 2009, 
2014 and 2015.

7.3.7.1 Cloud fraction

Evaluating the total cloud fraction provides a fi rst-order 
indication of how clouds and their coupling to the large-scale 
thermodynamic conditions in the Arctic are simulated in 
the models. Cloud fraction also provides primary constraint 
on the cloud forcing and cloud processing of aerosols. 
Figures 7.55 and 7.56 show intercomparisons of total cloud 
fraction between the models and satellite products for the 
winter (DJF) and summer (JJA) months, respectively. Cloud 
fraction derived from three satellite sensors – two passive 
(Climate Monitoring-Satellite Application Facility [CM-
SAF] Clouds, Albedo Radiation Data Record, AVHRR-based, 
Edition 2 [CLARA-A2] and MODIS) and one active (Cloud-
Aerosol Lidar and Infrared Pathfi nder Satellite Observation 
[CALIPSO]) – is shown to represent variability in the 
observations. Th e CLARA-A2 climate data record based on 
AVHRR sensors represents a family of heritage sensors that 
have been fl ying since 1978, while MODIS represents a more 
advanced, later-generation family of multi-spectral sensors. 
CALIPSO is used as a de facto standard, as it provides the 
most accurate description of cloudiness to date. Since these 
three types of sensors have diff erent sensitivities to clouds, 
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Figure 7.54 Top left : mean AAOD from AERONET. Rest of panels: model biases for 2014–15. For any given site, models were matched to the time 
frequency of the measurements, and the mean calculated if at least one valid month was available.
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Figure 7.55 Top row: observed cloud fraction. Other rows: modeled cloud fraction. Mean for winter months (DJF) of 2008, 2009, 2014, and 2015.
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Figure 7.56 Top row: observed cloud fraction. Other rows: modeled cloud fraction. Mean for the summer months (JJA) of 2008–9 and 2014–15.
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they represent the typical variability to be expected in the 
observations, making the model evaluation more fair and 
meaningful.

Figure 7.55 shows fewer differences among satellite observations 
over ice-free waters during DJF, but greater differences over 
ice-covered parts of the Arctic Ocean and land areas. The 
differences between the models are also large during the 
winter months, as much as 15–20% in the central Arctic. When 
compared to the CALIPSO observations, the overestimations 
in some models reach as much as 20–25% regionally. During 
winter, the differences among models and the observations 
are also large over polluted high-latitude regions, such as in 
the Eurasian and East Asian sectors. However, during summer 
(Figure 7.56), the inter-model differences are less pronounced 
and also agree better with the observations. Historically, there 
has been better availability and quality of data from different 
observational systems during the polar summer, which has led 
to greater understanding and representation of Arctic clouds in 
models during the summer season. The polar winter remains a 
challenge in terms of both observations and models.

Figures 7.57 and 7.58 show evaluation of the annual cycle 
of monthly mean cloud fraction over two oceanic areas, the 
North Atlantic (15°W–20°E, 60°N–75°N) and North Pacific 
(160°E–160°W, 50°N–70°N), respectively. These areas were 
chosen as they are the two important pathways of long-range 
transport for pollutants into the Arctic. In the North Atlantic, 
the total cloud fraction in all three observational datasets 
remains high (above 80%) throughout the year, with the 
annual cycle being very flat. The majority of models exhibit 
similar features, with their cloudiness estimates within the 
observational variability. However, a few models (GISS-E2.1, 
CIESM-MAM7 and CESM) overestimate or underestimate the 
magnitude of cloudiness, outside the variability range during 
the polar winter months.

In the North Pacific, CALIPSO shows a very flat annual 
cycle, but the CLARA-A2 and MODIS observations differ 
from CALIPSO during the polar winter months. This is 
mainly because, while the North Atlantic remains ice-free 
throughout the year, parts of the North Pacific are frozen during 
winter months. Differentiating sea ice from low-level clouds 
over the frozen ocean becomes challenging for the passive 
sensors (MODIS and CLARA-A2), as the information from 
the solar channels is missing during the winter months. The 
cloud-masking algorithms of CLARA-A2 and MODIS have 
to rely solely on the information provided by the thermal 
channels, making it difficult to separate sea ice from low-level 
clouds, and thus introducing large uncertainties. Since the 
retrieval algorithms deem a pixel to be cloudy only under high 
confidence, this cloud conservative nature of the CLARA-A2 
and MODIS retrieval algorithms leads to the underestimates 
of the cloud fraction during the winter months.

In general, the majority of the models also show flatter 
annual cycles in line with CALIPSO in the North Pacific. The 
differences among the models are largest during the winter 
months. Except for the CESM model, all the other models 
simulate the cloud fraction realistically well and are within the 
observational uncertainty.

Note that the different satellite sensors have varying sensitivity 
to clouds. To enhance the fairness of evaluations, satellite 
simulators are often used to harmonize these different 
sensitivities and to take into account the differences in the 
temporal samplings and retrieval philosophies between the 
models and satellite observations. However, unlike with global 
climate models, chemical transport models are not yet geared 
to use the cloud satellite simulators. In the absence of these 
simulators, current evaluations can still be justified for the 
several reasons. First, the diurnal cycles of cloudiness are much 
flatter in the Arctic than at lower latitudes. Therefore, any 
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Figure 7.57 Seasonal variability of observed (black lines) and simulated 
(colored lines) cloud fraction over the North Atlantic (15°W–20°E, 
60°N–75°N). The shaded area shows the natural variability in the 
CLARA-A2 observations indicated by one standard deviation in 
the cloud fraction.
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Figure 7.58 Seasonal variability of observed (black lines) and simulated 
(colored lines) cloud fraction averaged over the North Pacific 
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variations arising from diff erent overpass times are expected 
to be minimal. Second, the spatial sampling from the imager 
observations is far better in the Arctic. And third, CALIOP-
CALIPSO, used additionally for evaluation, is able to detect 
even the most tenuous clouds with very low optical depths, 
providing a good description of variability in the observations.

7.3.7.2 Cloud liquid water path

Quantifying cloud water is important for studying the 
microphysical processes and indirect eff ects of aerosols. Cloud 
water is oft en expressed in the column-integrated quantities 
of CLWP and CIWP. However, retrievals of these elements 
from passive satellite sensors, such as MODIS, depend heavily 
on the quality of data from the solar channels, satellite and 
solar geometry, and the accuracy of cloud fraction over 
highly refl ective surfaces in the Arctic. Th ese retrievals are 
therefore restricted to only a few summer months, and the 
uncertainties among various satellite sensor datasets remain 
very high in the Central Arctic (Taylor et al., 2015). Th is is 
clear from Figure 7.59, which shows an intercomparison of 
CLWP from MODIS and CLARA-A2 with the models. Over 
the ice-free oceans, MODIS and CLARA-A2 retrievals of CLWP 

agree well with one another. However, over landmasses and 
the permanently frozen parts of the central Arctic Ocean, the 
diff erences between the two datasets are very high, reaching up 
to 100%. Diff erences among the models are large as well, and 
the land-sea contrast in CLWP varies from model to model. It 
is diffi  cult to fi nd a pattern that commonly holds across all the 
models and observations, indicating the challenges that remain 
in the passive observations and representation of CLWP in 
the Arctic. Th e model estimates of CLWP in the Atlantic and 
Pacifi c sectors of the Arctic Ocean are qualitatively closer to the 
estimates derived from the combined CloudSat and CALIOP-
CALIPSO data (e.g. Lenaerts et al., 2017).

Figures 7.60 and 7.61 show the histograms of CLWP over the 
North Atlantic and North Pacifi c, respectively, during the 
summer months (JJF). In the North Atlantic, the shape of the 
distribution of CLWPs in CLARA-A2 and MODIS is similar, 
while the histogram of MODIS’s data is shift ed to higher values 
(by around 20 g/m2). Th e distribution of CLWP in the majority 
of the models (DEHM, CanAM5-PAM, ECHAM-SALSA 
and CIESM-MAM7) broadly agrees with the CLARA-A2 
observations, whereas CLWP in the other models peaks at the 
lower range of 60–80 g/m2. All models except MATCH-SALSA 
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Figure 7.59 Top row: observed CLWP. Other rows: modeled CLWP. Results for the summer months (JJA).
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simulate CLWP realistically at the tail ends of the distribution 
curves. In the North Pacific, the distributions of CLWP in 
MODIS and CLARA-A2 agree very well with one another. 
Here, the modeled distributions of CLWP are flatter, and the 
models show distributions that are skewed both positively 
(MATCH-SALSA and CIESM-MAM7) and negatively (CESM 
and GISS-E2.1) compared to the observations.

Since the retrievals of CLWP from passive satellite sensors 
are available only during a few summer months, and in order 
to have another independent reference for the evaluation, 
the ground-based retrievals available from an Atmospheric 
Radiation Measurement (ARM) program site in Utqiaġvik, 

Alaska, were used to evaluate the monthly mean annual cycle 
of CLWP in the models, as shown in Figure 7.62. Figure 7.62 
shows that the annual cycle of CLWP peaks in the late summer 
(August) at Utqiaġvik, with the lowest values observed in the 
late winter and early spring months. This was expected, not only 
because of the prevalence of the liquid phase clouds in summer, 
but also due to the presence of supercooled liquid and mixed-
phase clouds (Shupe, 2011). The majority of models also capture 
this annual cycle peaking in late summer and early autumn. 
The amplitude of the annual cycle is represented well in some 
models (DEHM, MRI-ESM2), with other models (MATCH-
SALSA, ECHAM-SALSA and CIESM-MAM7) showing much 
flatter annual cycles.

7.3.7.3 Cloud ice water path

Figure 7.63 shows the intercomparison of cloud ice water paths 
(CIWPs). The CIWP estimates from earth-observing satellite 
CloudSat observations were used (product 2B-CWC-RVOD, 
R05). This dataset was chosen because it combines the strengths 
of CloudSat and MODIS. The cloud radar on CloudSat can 
penetrate the optically thick clouds, providing a realistic 
description of the vertical structure of ice clouds, and the 
visible optical depths used in the CIWP retrievals are further 
constrained by using MODIS retrievals, offering an advantage 
over other CIWP datasets. The inter-model differences are 
large, with most models, except CIESM-MAM7 and DEHM, 
underestimating the magnitude of CIWP compared to CloudSat 
– especially over the ice-free oceanic regions. The majority of 
the models have prognostic treatment of cloud ice. However, 
CIESM-MAM7 partitions total cloud water into liquid and ice 
by using the proportion of liquid and ice cloud water in large-
scale clouds from the model’s cloud microphysics scheme. A 
single ice microphysics scheme (Zhao et al., 2017; Lin et al., 
2020) is used in CIESM-MAM7, where cloud ice and snow 
are combined into a single prognostic variable called ‘total ice’. 
As a result, CIWP from this microphysics scheme not only 
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Figure 7.60 CLWP over the North Atlantic (15°W–20°E, 60°N–75°N) for 
the summer months (JJA), from observations (black lines) and models 
(colored lines).
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Figure 7.61 CLWP over the North Pacific (160°E–160°W, 50°N–70°N) for 
the summer months (JJA), from observations (black lines) and models 
(colored lines).

DEHM

CanAM5-PAM CESM

CIESM-MAM7

ECHAM-SALSA

ARM (Obs)

GISS-E2.1

MRI-ESM2

MATCH-SALSA

CLWP at Utqiaġvik

NovOctSepAugJulJunMayAprMarFebJan Dec

CLWP, g/m2

300

250

200

150

100

50

0

Figure 7.62 Seasonal variability of CLWP at Utqiaġvik (71.29°N, 156.78°W) 
from the ARM observations (black line) and models (colored lines).
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includes the CIWP, but also includes the snow water path, 
and this may be the reason that CIESM-MAM7 overestimates 
CIWP everywhere. The inadequate diagnosis of CIWP is being 
addressed in the forthcoming version of CIESM-MAM7.

7.3.7.4 Cloud droplet number concentrations

Improved model simulations of cloud droplet number 
concentrations (CDNC) are important for reducing 
uncertainties in cloud radiative forcing. However, evaluating 
simulated CDNC remains challenging because of the 
limitations of direct observations over large domains and 
timescales. Bennartz and Rausch (2017) updated the CDNC 
climatology for liquid boundary layer clouds, first published 
by Bennartz (2007), using estimates from the National 
Aeronautics and Space Administration’s Aqua MODIS. 
Figure 7.64 shows the observed and modeled JJA average of 
observed and simulated CDNC, while Figure 7.65 shows the 
model biases. Similar to the other cloud properties discussed 
above, models underestimate CDNC in most of the Arctic 
region, with varying regional biases.

MATCH-SALSA seems to agree better with MODIS than most 
other models with relatively smaller biases. MATCH-SALSA 

uses the Abdul-Razzak and Ghan (2002) scheme for computing 
CDNC, which depends on the aerosol representation, updraft 
velocity and the supersaturation of the air parcel. It is important 
to note that, although the satellite-based retrievals of cloud 
properties remain very important for large-scale model 
evaluations, these estimates can be highly uncertain, especially 
near the polar regions (Bennartz and Rausch., 2017).

In summary, it is challenging to draw robust conclusions 
from the cloud property evaluation results. While the 
models do, in general, simulate cloudiness reasonably during 
polar summers, both the inter-model differences and the 
uncertainties in the satellite observations are higher during 
the winter months. A large spread in the model estimates 
of CLWP and CIWP (especially over the land regions 
surrounding the Arctic Ocean), as well as high differences 
among the observations themselves, limit intercomparisons 
over the Arctic as a whole. However, regionally – for example 
over the ice-free ocean areas of the Atlantic and Pacific 
sectors, which are two of the main pathways of pollution 
transport into the Arctic – the modeled CLWP agrees better 
with the observations. The models tend to underestimate 
CIWP and CDNC over the oceanic areas.
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Figure 7.63 Observed CIWP (top panel) and modeled CIWP (other panels). Results are for the summer months (JJA).
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7.4  Summary of the SL CF 
model evaluation

Eighteen models (eight CTMs, two CCMs, three GCMs, and fi ve 
ESMs) simulated a subset of SLCFs and their properties for this 
report, using a common set of newly developed anthropogenic 
emissions (ECLIPSEv6b, Chapter 2, Data ref. 7.2). Th e model 

simulations were evaluated against numerous measurements 
throughout the atmosphere in the Arctic and Northern 
Hemisphere – more so in this report than in AMAP (2015a) 
and (2015b). It is with this evaluation in mind that one must 
interpret the model results in the next two chapters (climate 
impacts in Chapter 8 and health impacts in Chapter 9).
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Figure 7.64 Top left : observed CDNC. Rest of panels: modeled CDNC. Results are for the summer months (JJA) of four years (2008–2009 and 2014–2015).
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Figure 7.65 Model minus MODIS diff erences in cloud droplet number concentration for summer months (JJA) of four years (2008–2009 and 2014–2015).
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7.4.1 How well do the models perform?

Overall, the results presented in this chapter show that different 
models provide a range of results for different SLCF species, 
with some models performing better for some species and 
some regions than others. No one model stands out as being 
best for all SLCFs in all regions. However, for most SLCFs, the 
multi-model mean provides results that are close to the observed 
concentrations. For some quantities, such as Arctic surface O3 
(Figure 7.1) and global surface PM2.5 (Figure 7.40), models share 
common spatial bias patterns. The representation of the seasonal 
cycles of aerosols in the Arctic has generally improved since the 
previous assessment report (Section 7.3.3.1, and Figure 7.20), and 
the simulated 1990–2015 trends for BC, SO4, and O3 are very close 
to the observed trends in the Arctic. In addition, simulated AOD 
and AAOD at high- and mid-latitudes in the participating models 
are generally within the range of observational uncertainty.

There are many similarities between the model performances 
shown here and those reported in AMAP (2015a). For example, 
models still overestimate surface O3 in many regions globally 
(Figure 7.7), and underestimate surface CO (Figure A7.3). 
Models still struggle to get good results for BC in the free 
troposphere and in the Arctic, where there are large variations 
across models (e.g., Figure 7.30). The aircraft analysis of BC 
(Section 7.3.3.3), as well as the vertical analysis of O3 and CH4 
based on satellite observations (Sections 7.3.1.3 and 7.3.2.2, 
respectively) all indicate that, on average, models lack enough 
vertical mixing at mid-latitudes, and that this is important 
for accurately simulating long-range transport to the Arctic. 
The BC deposition analysis (Section 7.3.3.1) shows orders of 
magnitude of variations among modeled depositions, which 
can influence each model’s ability to accurately simulate Arctic 
concentrations of aerosol species. Among the participating 
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Figure 7.66 Annual model global percent biases and correlation coefficients by species and year. Note that the order of models along the x-axis changes 
in each panel, but the multi-model mean is always farthest right on the x-axis.
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models shown in this chapter, simulated CH4 was very close 
to measured CH4 both at the surface and at higher altitudes in 
the Arctic. The fact that models prescribed CH4 concentrations 
caused a lack of variability in the results for surface air, however.

Figure 7.66 summarizes the model biases and correlation 
coefficients for each SLCF measured at the surface in their 
global evaluation [(upper) SO4 and BC, (middle) OA and PM2.5, 
(lower) O3 and CH4], as well as showing the multi-model mean 
results (in dark gray at the right in each plot). In the case of 
the aerosol species (Figure 7.66 [upper] and [middle]), the 
multi-model mean has one of the lowest biases, and highest 
R values (bias and correlation coefficient of -3% and 0.8 for 
SO4, and -4% and 0.5 for BC in 2014–2015, respectively, 
for example). This means that it is best, if possible, to use 
the model ensemble (multi-model mean) when computing 
climate and health impacts of aerosols that are based on their 

concentrations. The case is different for trace gases, O3 and CH4 
(Figure 7.66 [lower]), which were consistently overestimated by 
all models, and thus, their multi-model mean is higher than the 
best-performing models (which for surface O3 were MATCH, 
WRF-Chem, Oslo CTM, and CMAM, for example).

Figure 7.67 shows the results in the same way, but specifically 
for the Arctic region. The models perform significantly worse 
in the Arctic for aerosol species (Figures 7.67 [upper] and 
[middle]) compared to the full global results of Figure 7.66. 
For example, the multi-model mean bias for the Arctic is -21% 
and -17% for SO4 and BC, respectively for 2014–2015, and 
the correlation coefficients 0.41 and 0.24, respectively. For the 
trace gas species, O3 and CH4 (Figure 7.67 [lower]), the model 
results are mixed – some are biased high and some low, so the 
corresponding multi-model mean biases are smaller for the 
Arctic than globally.
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Finally, Figure 7.68 summarizes the model percent biases for 
all SLCFs measured at the surface, both globally (upper), and 
in the Arctic (lower). We expect the bias of PM2.5 to refl ect the 
biases in its major components; BC, SO4, and OA; however, 
NO3 and NH4 also comprise a signifi cant portion of PM2.5 and 
these were not evaluated in this report. Models are known to 
have particular problems with simulating NO3 (and OA, as 
shown here), concentrations of which are changing in certain 
regions in addition to SO4 (Chapter 6). Globally, O3-precursors 
CO and NO2 are biased low in models, yet surface O3 is biased 
high. Th ere is also a slightly smaller range in modeled O3 in 
the Arctic than globally. Th is is likely because Arctic O3 is close 
to background levels, whereas O3 at mid-latitudes near major 
emissions sources exists in a more complex chemistry regime.

Th e model evaluations of aerosol optical properties; AOD, AE 
and AAOD (Section 7.3.6) suggest that the models are capable 
of simulating these aerosol optical properties within a factor of 
two, although individual models diff er in terms of mean biases 
at diff erent locations.

Th e model evaluation of cloud properties such as cloud fraction, 
CLWP, CIWP, and CDNC revealed large diff erences between 
satellite-based observations and models. Th e observations 
also had a large spread among themselves. Th is is an area 
where further work in both measurements, satellite-based 
observations and modeling will be required to narrow the range 
of uncertainties in cloud properties. Figure 7.69 summarizes 
the comparison of models with the observations for two key 
variables that are of primary importance for the radiation 
budget in the Arctic: total cloud fraction and CLWP.

7.4.2  What do model uncertainties mean 
for climate and health predictions?

Given that the models can never be perfect representations 
of atmospheric processes and SLCFs, they will not be able 
to simulate perfect radiative forcings (Chapter 8) and will 
introduce uncertainties in health analyses (Chapter 9). Th us, 
one must interpret the climate and health impacts outlined in 
the following chapters with this in mind. In those chapters, 
the models described and evaluated in this chapter are used 
to simulate two future emissions scenarios from 2015–2050: 
current legislation (CLE), and maximum feasible reduction 
(MFR) (see Chapter 2 for their descriptions). Simulated 
SLCF radiative forcings and their climate impacts can only be 
indirectly constrained by comparisons with observations as 
they depend on specifi c conditions, such as future emission 
changes, for which no direct observations exist. To provide 
indirect constraints on radiative forcings and climate impacts, 
the validation strategy employed in this chapter considered 
a broad range of observable variables linked to key climate 
processes, such as SLCF concentrations and their interactions 
with radiation and clouds. Relevant chemical, microphysical, 
and radiative processes were evaluated with regard to their 
consistency in diff erent models and across diff erent processes, 
species, regions, and years. As SLCFs often interact with 
radiation and clouds over deep layers of the troposphere, it 
is not suffi  cient to compare models with measurements of 
near-surface concentrations. Concentrations of SLCFs in the 
mid- and upper-troposphere tend to be much more strongly 
aff ected by long-range transport of pollutants than by emissions 
from sources in the underlying lower troposphere, which are 
more important for air quality than concentrations aloft. 
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Figure 7.68 Global (upper) and Arctic (lower) % biases from all models 
and all species together for 2014–2015. Boxes show the median value, 
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Figure 7.69 Comparison of satellite-based observations with models over 
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Variability in meteorological conditions and emissions can 
be very substantial on intra- and inter-annual time scales at 
all levels of the atmosphere, so datasets from different seasons 
and years were employed in this chapter.

Overall, the findings presented here give evidence that the 
multi-model ensemble provides a useful basis for representing 
the abundance and distribution SLCFs and important climate-
related processes, even though some individual model results 
for some observable parameters are substantially biased high 
or low. Below we list the annual multi-model mean biases 
for each SLCF species, and explain what each of those means 
for interpreting the climate and health impacts described in 
Chapters 8 and 9, respectively.

 • Annual mean, simulated surface-level global and Arctic 
CH4 are biased slightly low (both 3% in comparison to the 
measurements, which have only a 1% uncertainty). This 
means that confidence in the warming from CH4 shown 
in Chapter 8 is high.

 • Annual mean, surface-level Arctic BC is biased low 
compared to measurements (-17%, which is greater than 
the ~10% uncertainty in measured BC concentrations) in 
these historical simulations. However, the warming from 
BC is due to its concentrations throughout the atmospheric 
column. Underestimates in simulated concentrations at 
higher altitudes in the troposphere (e.g., -80% at 6km altitude 
for the Arctic region) generally increase with altitude and 
proximity to the Arctic, according to comparisons with 
aircraft measurements. This means that the warming due 
to BC shown in Chapter 8 may be underestimated.

 • Annual mean Arctic SO4 is biased low compared to 
measurements (-21%, well below the 3% measurement 
uncertainty), which means that the cooling from SO4 in 
the Arctic shown in Chapter 8 may be underestimated. 
However, vertical profiles of SO4 were not evaluated in the 
project, so their temperature impacts are highly uncertain.

 • Globally, and in the Arctic, modeled surface-level O3 is 
biased high (+44% global and +11% in the Arctic, with 
both biases greater than the 3% measurement uncertainty). 
This means that the detrimental health impacts of O3 shown 
in Chapter 9 may be overestimated.

 • Higher in the atmosphere, in the free troposphere, O3 is an 
effective greenhouse gas, and at that altitude it is slightly 
underestimated by models (-10% to -20% compared to 
satellite measurements, which have ~15% uncertainty 
range). This means that the warming impact from O3 shown 
in Chapter 8 may be slightly underestimated.

 • The annual mean volumes of PM2.5 – both globally and in 
the Arctic – are biased low in the historical simulations 
(-40% globally and -10% in the Arctic), which means that 
the health impacts due to PM2.5 exposure presented in 
Chapter 9 may be underestimated.

 • Annual mean AOD – which gives an indication of the 
aerosol load in the atmosphere – is biased low (-25% 
globally and -23.2% in Arctic) suggesting that the overall 
impacts of aerosols on climate and human health may 
be underestimated.

 • The differences and uncertainties in both the satellite-based 
observations and model simulations of cloud properties are 
high over the Arctic – particularly over regions covered by 
multi-year sea ice, and during the polar winter months. This 
implies that the poor representation of the processes relevant 
to the interactions among aerosol-precursor gases, aerosols 
and clouds could be a major source of uncertainties in the 
climate impacts within this assessment.

There are seasonal differences in the model biases, which 
complicates the uncertainties associated with health and climate 
impacts. For example, the seasonal cycle of O3 has health 
implications, since O3 mainly exceeds health thresholds in the 
summer (during episodes of photochemical smog). Meanwhile, 
PM2.5 exceeds health thresholds mainly in the winter (when it 
contributes to haze or local Arctic pollution from heating). At 
mid-latitudes, where human populations are much higher, the 
models simulate the seasonal cycles well. This means the health 
impacts determined in Chapter 8 for background pollution 
should be fairly accurate, although coarse-resolution global 
models are not ideal tools for simulating local pollution sources. 
High-resolution, regional models would be better used for 
that purpose. The differences in simulated seasonal cycles of 
O3, BC, and SO4 are particularly large in the Arctic. There are 
other regional differences in model biases as well. For example, 
surface-level O3 has a much smaller positive bias in North 
America and Europe than in Asia, and modeled PM2.5 is biased 
high in North America, but low in Asia. These, too, further 
complicate the interpretation of the health and climate impacts.

Given that the cloud uncertainties are so high in both observed 
data and the models, clouds are expected to be one of the 
largest sources of uncertainty when examining climate impacts. 
Specifically, from the AMAP perspective, it is important to 
note the following implications: the land regions, which are 
the main sources of pollutants, exhibit higher differences and 
uncertainties in cloud properties than the oceanic regions. This 
will translate into high uncertainties in the estimates of cloud 
forcings and feedbacks near the source regions (due, in turn, to 
higher uncertainties in aerosol-cloud-climate interactions). The 
models tend to overestimate cloudiness during polar winters, 
resulting in the overestimation of positive cloud radiative 
forcing at the surface. In summer, the models would estimate 
the cloud forcings and feedbacks better, as both cloudiness 
and CLWP are simulated relatively well. Although the CIWP 
is underestimated, its importance for the net surface energy 
budget is unclear because its vertical distribution was not 
evaluated. Future evaluations of cloud properties in the AMAP 
framework should strive to employ satellite simulators to better 
pinpoint the strengths and weaknesses of models and their 
climate implications. In addition, in situ measurements of cloud 
properties from measurement campaigns should be examined 
to further validate the satellite observations.

Similarities in bias patterns across different models, and 
the persistence of known model biases over many years of 
model development, emphasize the need for improvements 
in modellling, particularly regarding the models’ tendency 
to underestimate SLCF concentrations in the Arctic mid-
troposphere. Important seasonal biases are likely related 
to how wildfires and other natural sources of SLCFs are 
represented in the models, which limits the usefulness of 
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models for simulating the impacts of natural emissions on 
climate and air quality. Meanwhile, the coarse resolution of 
the models limits their capability to simulate local hotspot 
pollution that could be relevant for understanding air-quality 
and health impacts (especially if the local sources are missing 
in emissions inventories). However, although there is still 
room for improvement in the models’ Arctic simulations, 
they nonetheless provide a more complete picture of the state 
of SLCFs in the atmosphere than measurements alone. The 
models thus remain useful tools for examining the effects of 
different emissions scenarios, as is carried out in the following 
two chapters.
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Chapter 7 Appendix

A7.1 Detailed model description

A7.1.1 CanAM5-PAM

The Canadian Atmospheric Model version 5 (CanAM5), with 
Piecewise lognormal approximation Aerosol Model (PAM) was 
used. CanAM5-PAM is an improved version of CanAM4 (von 
Salzen et al., 2013). The improvements include a higher vertical 
resolution, improved parameterizations for land-surface and 
snow processes, DMS emissions, and clear-sky radiative 
transfer. CanAM5-PAM has 49 vertical levels extending up to 
1 hPa with a resolution of approximately 100 m near the surface. 
Model simulations are performed using a spectral resolution 
of T63, which is equivalent to the horizontal resolution of 
approximately 2.8° × 2.8° latitude/longitude. The model uses 
separate parameterizations for layer and convective clouds. 
Aerosol microphysical processes are based on the piecewise 
lognormal approximation (von Salzen, 2006; Ma et al., 2008; 
Peng et al., 2012; Mahmood et al., 2016, 2019; AMAP, 2015a). 
The model simulates binary homogeneous nucleation of 
sulfuric acid and water vapor. Newly formed particles grow 
by condensation and coagulation.

A detailed description of parameterizations of ocean DMS flux 
to atmosphere, oxidation, and removal processes is provided in 
Tesdal et al. (2016). In-cloud production of sulfate requires O3 
and hydrogen peroxide (H2O2) as oxidants (von Salzen et al., 
2000), with oxidant (OH, NO3, H2O2, O3) concentrations 
specified as climatological results from CMAM. Dry deposition 
of aerosol depends on concentrations of aerosols in the near-
surface model layer (Zhang et al., 2001). Wet deposition 
includes in-cloud scavenging in both convective clouds and 
layer clouds, as well as below-cloud scavenging.

CDNC are calculated based on the assumption of a parcel of air 
that ascends from the subcloud layer into the cloud layer with 
a characteristic vertical velocity (Peng et al., 2005), where the 
standard deviation of the subgrid-scale cloud vertical velocity 
probability distribution is parameterized using the approach 
by Ghan et al. (1997). Aerosol particles that are suspended in 
the parcel of air may activate and grow into cloud droplets by 
the process of condensation of water vapor. A numerically 
efficient solution of the condensational droplet growth equation 
(e.g., Seinfeld and Pandis, 2006) is employed for this purpose. In 
grid cells that are affected by clouds, CanAM5-PAM accounts 
for cloud albedo and lifetime effects (first and second aerosol 
indirect effects) as well as semi-direct effects.

A7.1.2 CESM

The Community Earth System Model version 2 (CESM2.0) 
(Danabasoglu et al., 2020) is an ESM that can be configured 
in many different ways. The configuration applied for this 
assessment utilized the Community Atmosphere Model 
(CAM) version 6 and Modal Aerosol Model (MAM4) with 
four mixed-species aerosol modes (Liu et al., 2016a). CAM6 
employs a spectral element dynamical core (Lauritzen et al., 

2018). Type 0 and Type 1 CESM2.0 runs were conducted at 
1.9° × 2.5° latitude/longitude horizontal resolution, while 
Type 3 runs at 0.9° × 1.25° latitude/longitude, all with 32 vertical 
layers. For Type 0 and Type 1 simulations, CESM2.0 was used 
with CAM6-chem representations of chemical reactions 
(Emmons et al., 2020), enabling prognostic simulation 
of tropospheric O3 concentrations, along with a volatility 
basis set (VBS) parameterization for the formation of SOAs 
(Tilmes et al., 2019) and stratospheric chemistry. CAM6-chem 
is coupled to the interactive Community Land Model Version 5 
(CLM5), which provides biogenic emissions, calculated online 
using the MEGANv2.1 algorithm (Guenther et al., 2012), and 
handles dry deposition. Tracked aerosol species simulated by 
MAM4 include sulfate, primary and aged BC and OM, dust 
(DU), sea salt (SS) and SOAs. Both SS and DU emissions are 
calculated online and are highly sensitive to the surface wind 
speed (Mahowald et al., 2006a, 2006b) These runs were also 
forced with prescribed sea surface temperatures (SSTs) and 
sea-ice concentrations (SIC), created from merged Reynolds/
HADISST products as in Hurrell et al. (2008). Type 3 transient 
runs utilized CESM version 2.1.1 without atmospheric 
chemistry and with fully-coupled atmosphere, ocean, land, 
and sea-ice components (component set ‘BSSP245cmip6’), as 
applied to simulate future scenarios for CMIP6. All CESM runs 
specified global-mean mixing ratios of CH4 and CO2.

A7.1.3 CIESM-MAM7

CIESM-MAM7 is the Community Integrated Earth System 
Model (CIESM) (Lin et al., 2020) using the Modal Aerosol 
Model (MAM7) with seven mixed-species aerosol modes 
(Liu et al., 2012b). Current CIESM version 1.1 (see Table 1 of 
Lin et al., 2020) is based on the Community Earth System Model 
(CESM version 1.2.1) with several novel developments and 
modifications aiming to overcome some persistent systematic 
biases, such as the double Intertropical Convergence Zone 
problem and underestimated marine boundary-layer clouds. 
CIESM-MAM7 employs a finite volume dynamical core with 
0.9° × 1.25° for horizontal resolution and 31 layers for vertical 
resolution. The large-scale meteorology (horizontal wind field) 
is nudged towards reanalysis data from the ERA-Interim made 
by the European Centre for Medium-Range Weather Forecasts 
(ECMWF), and the relaxation time set to six hours.

In CIESM-MAM7, the primary emission of BC, OC, NH3, 
VOCs, sulfur dioxide (SO2) and oxidizing gases (H2O2, O3 and 
OH) are prescribed by the input data uniformly provided by 
AMAP-SLCF group. The emission amounts of DU and SS are 
calculated online. Aerosol size distributions in CIESM-MAM7 
are described by the seven overlapping log-normal distributions, 
including Aitken, accumulation, primary carbon, fine dust, fine 
sea salt, coarse dust, and coarse sea-salt modes. The geometric 
standard deviation of each mode is prescribed (see Table 1 of 
Liu et al., 2012b). A simplified gas- and liquid-phase chemistry 
is included in CIESM-MAM7. SO2 and DMS can be oxidized 
to sulfuric acid gas (H2SO4), which then condenses to form 
the sulfate aerosols, with the evolution of oxidizing gases not 
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Table A7.1 Types of simulation conducted in support of the AMAP SLCF assessment and summary of features.

Name Objective Model set-up

Type 0 Atmospheric model 
intercomparison and validation

Key simulation time periods: 2008–2009 and 2014–2015, with additional simulations for 
1990–2015, 2030, and 2050. Anthropogenic emissions were specified according to the IIASA 
GAINS ECLIPSE V6b dataset (Data ref 7.2) – future years: CLE and MFR scenarios). Natural 
emissions were provided by the modeling groups, with recommendation to use the Coupled Model 
Intercomparison Project Phase 6 (CMIP6) wildfire emission datasets, if possible. Sea surface 
temperatures (SSTs), sea ice and meteorological conditions were specified using reanalysis data. 

Type 1 SLCF concentrations and direct 
radiative forcings from source-
receptor modelling

Control simulations and set of atmospheric model simulations with emissions perturbations for 
different chemical species, emissions regions and sectors. Emissions and meteorological conditions 
were for 2015, with repeated annual cycles over the course of the multi-year-long simulations. 
Simulated source-receptor relationships for aerosols were used to subsequently assess the air-
quality trends associated with different regional SLCF sources. 

Type 2 Effective radiative forcings from 
source-receptor modeling

Control simulation and set of atmospheric model simulations with emission perturbations for 
different chemical species, emissions regions and sectors. Interactions of SLCFs with radiation 
and meteorology were included in the simulations. Emissions, SSTs, and sea ice were for 2015, 
with repeated annual cycles over the course of the multi-year-long simulations. Simulated 
source-receptor relationships for effective radiative forcings were used to subsequently assess the 
temperature impacts associated with different regional SLCF sources. 

Type 3 Earth System Model projections 
for future climate and air quality 

Fully coupled transient simulations with interactive ocean and sea-ice model components for 
2015–2050, initialized from historical simulations, following the modeling protocol of the CMIP6. 
Anthropogenic emissions were specified according to the IIASA GAINS ECLIPSE V6b dataset 
(Data ref 7.2) – CLE and MFR scenarios) 

Table A7.2 Emissions and meteorology details for the models

Model name Biogenic emissions Volcanic emissions Forest fire emissions Agricultural waste burning Meteorology
CanAM5-PAM None Specified climatological emissions and CMIP6 stratospheric 

aerosol 
CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis

CESM2.0 
(Type 0 and Type 1 runs)

Model of Emissions of Gases and Aerosols from 
Nature (MEGAN)v2.1 

CMIP6 CMIP6 ECLIPSE V6b Fully interactive with prescribed sea surface temperature and 
sea ice concentration

CESM2.1.1 
(Type 3 runs)

CMIP6 (but only affecting SOA, not O3) CMIP6 CMIP6 ECLIPSE V6b Fully interactive atmosphere, ocean, and sea ice

CIESM-MAM7 None CMIP6 CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis
CMAM None None CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis
DEHM MEGANv2 None Global Fire Assimilation 

System (GFAS)
ECLIPSE V6b Nudged to ERA-Interim reanalysis

ECHAM-SALSA Based on the Global Emissions Inventory Activity 
(GEIA) inventory (as particulate matter only)

3D emission fields based on AeroCom III (https://wiki.met.no/
aerocom/phase3-experiments); includes emissions for Holuhraun

CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis

EMEP MSC-W EMEP scheme (Simpson et al., 2012) Degassing from Etna, Stromboli (as reported to EMEP), 
Eyjafjallajökull (2010)
Grimsvotn (2011), Holuhraun (2014, 2015)
For future years: 2010

Fire INventory from 
NCAR (FINN) (based 
on Wiedinmyer et al., 
2011)

ECLIPSE V6b Driven by three-hourly data from the Integrated Forecast 
System (IFS) at ECMWF

FLEXPART None None CMIP6 ECLIPSE V6b Driven by the three-hourly ECMWF meteorology
GEOS-Chem MEGANv2.1 with update from Guenther et al. 

(2012)
NASA/GMAO GFEDv4.1 ECLIPSE V6b Driven by the GEOS meteorology from the NASA data 

assimilation office
GEM-MACH Biogenic Emission Inventory System (BEIS) v3.09 None CFFEPS (North 

America only)
ECLIPSE V6b outside North America, 2016 US National 
Emission Inventories for the USA, and 2015 Canadian 
national Air Pollution Emission Inventories for Canada

Driven by the Global Environmental Multiscale (GEM) 
Model numerical forecast, initialized every 24 hours using the 
Canadian Meteorological Centre’s global objective analysis

GISS-E2.1 Isoprene: Guenther et al. (2012); Terpenes: 
Organizing Carbon and Hydrology in Dynamic 
EcosystEm (ORCHIDEE); Online DMS, Sea-salt 
and dust 

AeroCom CMIP6 ECLIPSE V6b Nudged to National Center for Environmental Prediction 
(NCEP) reanalysis

MATCH MEGANv2 Climatological, plus separate runs with and without Holuhraun 
eruption

CMIP6 ECLIPSE V6b ERA-Interim reanalysis six-hourly

MATCH-SALSA MEGANv2 Specified 2014–15 including Holuhraun eruption, plus 
climatological 

CMIP6 ECLIPSE V6b Rossby Center Regional Climate model (RCA4)

MRI-ESM2 Biogenic VOCs emissions taken from 
Horowitz et al. (2003)

CMIP6 stratospheric aerosol dataset or specified 2014–2015 SO2 
emission with Holuhraun eruption

CMIP6 ECLIPSE V6b Nudged to the Japanese 55-year Reanalysis (JRA55)

NorESM1-Happi CMIP6 CMIP6 CMIP6 ECLIPSE V6b Fully interactive with prescribed SST and SIC
Oslo CTM MEGAN – Monitoring Atmospheric Composition 

and Climate (MACC) constant at 2010 level
Emissions for continually degassing volcanoes from AeroCom 
(Dentener et al., 2006). Based on: Andres and Kasgnoc (1998). 
Volcano height based on publication of Halmer et al. (2002).

Global Fire Emissions 
Database (GFED)v4

ECLIPSE V6b Driven by three-hourly data from the Integrated Forecast 
System (IFS) at ECMWF

UKESM1 Isoprene and monoterpenes interactive with land 
surface vegetation scheme

Climatology of emissions for continually degassing volcanoes. For 
explosive volcanoes a zonal mean climatology of stratospheric 
aerosol optical properties over historical period was used from 
CMIP6 dataset. 

Prescribed from CMIP6 
dataset

CMIP6 emissions for Type 0 but ECLIPSE V6b for all other 
simulations

Nudged to ERA-Interim reanalysis

WRF-Chem MEGAN2.1 No GFED ECLIPSE v6b Nudged to NCEP Final Analysis (FNL)
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considered. Primary organic matter (POM) and BC are emitted 
to the primary carbon mode, then are aged and transferred to 
the accumulation mode by condensation of H2SO4, NH3, and 
semi-volatile organics, and by coagulation with Aitken and 
accumulation modes. The effect of stratospheric sulfate aerosol 
from volcanic emissions on radiative forcing is considered by 
following the CMIP6 procedure (Thomason, 2012). No specific 
stratospheric chemistry is included in CIESM-MAM7.

A7.1.4 CMAM

The Canadian Middle Atmosphere Model (CMAM) is based 
on the third generation CanAM model, with the model lid 
raised to approximately 95 km and the necessary radiative 
processes for the mesosphere included (Scinocca et al., 
2008). A representation of gas-phase chemistry has also been 
included that contains a relatively complete description of 
the hydrogen oxide radicals, (HOX), nitrogen oxides (NOX), 
chlorine (ClX) and bromine (BrX) that control stratospheric 
O3, along with the longer-lived source gases such as CH4, 
nitrous oxide (N2O) and chlorofluorocarbons (Jonsson et al., 

2004). For the troposphere, the chemical mechanism can 
be considered as CH4-NOX chemistry as it does not include 
the chemistry of larger VOCs. The model does, however, 
include a description of associated tropospheric chemical 
processes such as wet and dry deposition, interactive NOX 
emissions from lightning, corrections of clear-sky photolysis 
rates for clouds and dinitrogen pentoxide (N2O5) hydrolysis 
on prescribed sulfate aerosol distribution using the reaction 
probabilities of Davis et al. (2008).

The simulation analyzed here used a ‘specified dynamics’ 
set-up. This is where the model horizontal winds and 
temperature are nudged towards a meteorological reanalysis 
dataset representing the observed historical evolution of the 
atmosphere. This aligns the day-to-day variability of the model 
meteorology more closely with the historical evolution of the 
atmosphere than would be possible in a free-running model. 
For this study, the CMAM model was nudged to six-hourly 
fields from the ECMWF ERA-Interim reanalysis (Dee et al., 
2011) on all model levels below 1 hPa and with a relaxation 
time constant of 24 hours.

Table A7.2 Emissions and meteorology details for the models

Model name Biogenic emissions Volcanic emissions Forest fire emissions Agricultural waste burning Meteorology
CanAM5-PAM None Specified climatological emissions and CMIP6 stratospheric 

aerosol 
CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis

CESM2.0 
(Type 0 and Type 1 runs)

Model of Emissions of Gases and Aerosols from 
Nature (MEGAN)v2.1 

CMIP6 CMIP6 ECLIPSE V6b Fully interactive with prescribed sea surface temperature and 
sea ice concentration

CESM2.1.1 
(Type 3 runs)

CMIP6 (but only affecting SOA, not O3) CMIP6 CMIP6 ECLIPSE V6b Fully interactive atmosphere, ocean, and sea ice

CIESM-MAM7 None CMIP6 CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis
CMAM None None CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis
DEHM MEGANv2 None Global Fire Assimilation 

System (GFAS)
ECLIPSE V6b Nudged to ERA-Interim reanalysis

ECHAM-SALSA Based on the Global Emissions Inventory Activity 
(GEIA) inventory (as particulate matter only)

3D emission fields based on AeroCom III (https://wiki.met.no/
aerocom/phase3-experiments); includes emissions for Holuhraun

CMIP6 ECLIPSE V6b Nudged to ERA-Interim reanalysis

EMEP MSC-W EMEP scheme (Simpson et al., 2012) Degassing from Etna, Stromboli (as reported to EMEP), 
Eyjafjallajökull (2010)
Grimsvotn (2011), Holuhraun (2014, 2015)
For future years: 2010

Fire INventory from 
NCAR (FINN) (based 
on Wiedinmyer et al., 
2011)

ECLIPSE V6b Driven by three-hourly data from the Integrated Forecast 
System (IFS) at ECMWF

FLEXPART None None CMIP6 ECLIPSE V6b Driven by the three-hourly ECMWF meteorology
GEOS-Chem MEGANv2.1 with update from Guenther et al. 

(2012)
NASA/GMAO GFEDv4.1 ECLIPSE V6b Driven by the GEOS meteorology from the NASA data 

assimilation office
GEM-MACH Biogenic Emission Inventory System (BEIS) v3.09 None CFFEPS (North 

America only)
ECLIPSE V6b outside North America, 2016 US National 
Emission Inventories for the USA, and 2015 Canadian 
national Air Pollution Emission Inventories for Canada

Driven by the Global Environmental Multiscale (GEM) 
Model numerical forecast, initialized every 24 hours using the 
Canadian Meteorological Centre’s global objective analysis

GISS-E2.1 Isoprene: Guenther et al. (2012); Terpenes: 
Organizing Carbon and Hydrology in Dynamic 
EcosystEm (ORCHIDEE); Online DMS, Sea-salt 
and dust 

AeroCom CMIP6 ECLIPSE V6b Nudged to National Center for Environmental Prediction 
(NCEP) reanalysis

MATCH MEGANv2 Climatological, plus separate runs with and without Holuhraun 
eruption

CMIP6 ECLIPSE V6b ERA-Interim reanalysis six-hourly

MATCH-SALSA MEGANv2 Specified 2014–15 including Holuhraun eruption, plus 
climatological 

CMIP6 ECLIPSE V6b Rossby Center Regional Climate model (RCA4)

MRI-ESM2 Biogenic VOCs emissions taken from 
Horowitz et al. (2003)

CMIP6 stratospheric aerosol dataset or specified 2014–2015 SO2 
emission with Holuhraun eruption

CMIP6 ECLIPSE V6b Nudged to the Japanese 55-year Reanalysis (JRA55)

NorESM1-Happi CMIP6 CMIP6 CMIP6 ECLIPSE V6b Fully interactive with prescribed SST and SIC
Oslo CTM MEGAN – Monitoring Atmospheric Composition 

and Climate (MACC) constant at 2010 level
Emissions for continually degassing volcanoes from AeroCom 
(Dentener et al., 2006). Based on: Andres and Kasgnoc (1998). 
Volcano height based on publication of Halmer et al. (2002).

Global Fire Emissions 
Database (GFED)v4

ECLIPSE V6b Driven by three-hourly data from the Integrated Forecast 
System (IFS) at ECMWF

UKESM1 Isoprene and monoterpenes interactive with land 
surface vegetation scheme

Climatology of emissions for continually degassing volcanoes. For 
explosive volcanoes a zonal mean climatology of stratospheric 
aerosol optical properties over historical period was used from 
CMIP6 dataset. 

Prescribed from CMIP6 
dataset

CMIP6 emissions for Type 0 but ECLIPSE V6b for all other 
simulations

Nudged to ERA-Interim reanalysis

WRF-Chem MEGAN2.1 No GFED ECLIPSE v6b Nudged to NCEP Final Analysis (FNL)
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A7.1.5 DEHM

The Danish Eulerian Hemispheric Model (DEHM) (Christensen, 
1997; Brandt et al., 2012; Massling et al., 2015) is a 3D Eulerian 
atmospheric chemistry-transport model developed at the 
Department of Environmental Science at Aarhus University in 
Denmark. The model domain covers the Northern Hemisphere 
using a polar stereographic projection with a grid resolution 
of 150 km × 150 km. It includes nesting capabilities to make 
simulations with a higher grid resolution in a limited area of the 
domain; in this work an Arctic sub-domain with 50 km × 50 km 
resolution has been applied covering the Arctic area down to 
about 40°N–54°N. The model has 29 vertical levels in sigma 
coordinates, where the lowest 15 levels are within 2000 m of the 
surface. The lowest model levels are 22 m thick, with the top of 
the model domain at 100 hPa (spanning the whole troposphere 
and the very lowest part of the stratosphere). DEHM includes 
a chemistry comprising sulfur oxides (SOX), NOX, VOC and 
O3, with 71 components – including SOA calculated using VBS 
mechanisms, and nine particulates including hydrophobic and 
hydroscopic BC, primary organic aerosols (POA), primary 
anthropogenic dust, fine (PM2.5) and coarse (PM10) fraction of 
sea salt and lead (Pb). CH4 is a prognostic species, on which 
the boundary conditions have a large influence. The model 
is driven by meteorological data from a numerical weather 
prediction model from the Weather Research and Forecasting 
model (NCAR, 2008), version 3.9, with one-hour resolution. 
The WRF model system is driven by reanalysis data from the 
ECMWF ERA-Interim by nudging.

A7.1.6 ECHAM-SALSA

ECHAM-SALSA is the general aerosol-climate model 
ECHAM-HAMMOZ (ECHAM6.3-HAM2.3-MOZ1.0) (Tegen 
et al., 2019; Schultz et al., 2018) using the Sectional Aerosol 
module for Large Scale Applications (SALSA) (Kokkola et al., 
2018) to solve the aerosol microphysics. ECHAM6 (Stevens 
et al., 2013) computes the atmospheric circulation and fluxes 
using a semi-Lagrangian transport scheme. In the set-up used 
here, the large-scale meteorology (vorticity, divergence, and 
surface pressure, with 24-, six-, and 48-hour relaxation times, 
respectively) was nudged towards ECMWF ERA-Interim 
reanalysis data (Berrisford et al., 2011). In SALSA, the aerosol 
size distribution is modeled using ten size sections (or bins), 
which span particle sizes between 3 nm and 10 μm. The size 
distribution is further divided into a soluble and an insoluble 
sub-population, which are treated as externally mixed. Within 
one size bin of one sub-population, all aerosol particles are 
considered internally mixed. In its standard set-up, SALSA 
describes the aerosol compounds, BC, organic carbon (OC), 
SO4, SS, and DU. In the model, BC, OC, SS, and DU are 
emitted as primary particles, while sulfate is emitted as either 
SO2 or DMS, which are oxidized using a simplified chemistry 
(Stier et al., 2005) to form sulfuric acid (H2SO4), which then 
either nucleates or condenses onto existing particles. BC, OC, 
and SO2 emissions are prescribed using input files, while SS 
and DU emissions are computed online. All greenhouse gas 
concentrations are fixed to pre-defined concentrations. The 
model resolution for the simulations performed here was T63, 
further using 47 hybrid sigma-pressure levels.

A7.1.7 EMEP MSC-W

The EMEP MSC-W model is a three-dimensional Eulerian 
chemistry transport model developed at the Norwegian 
Meteorological Institute within the Framework of the UN 
Convention on Long-range Transboundary Air Pollution. It is 
described in detail in Simpson et al. (2012). Although originally 
aimed at simulations of acidification, eutrophication and air 
quality over Europe, global modeling has been performed 
and evaluated against observations for many years (Jonson 
et al., 2010; Wild et al., 2012). The model uses 20 vertical 
levels defined as eta-hybrid coordinates. The ten lowest levels 
are within the planetary boundary layer (with the bottom 
layer being 92 m thick), and the top of the model domain 
is at 100 hPa. Model updates since Simpson et al. (2012), 
resulting in EMEP model version rv4.33 (as used here), have 
been described in Simpson et al. (2019) and references cited 
therein. The main revisions were made to the parameterizations 
of coarse nitrate (NO3) formation SS and DU aerosols, N2O5 
hydrolysis on aerosols, and additional gas-aerosol loss processes 
for O3, nitric acid (HNO3) and hydroperoxy radical (HO2). 
The EMEP model, including a user guide, is publicly available 
as open-source code at https://github.com/metno/emep-ctm.

EMEP-modeled PM2.5 and PM10 include primary and secondary 
aerosols, both anthropogenic and natural. Secondary aerosol 
consists of inorganic sulfate, nitrate and ammonium, and SOA; 
the latter is formed from both anthropogenic and biogenic 
emissions using the VBS scheme detailed in Bergström et al. 
(2012) and Simpson et al. (2012). The model also calculates 
sea-salt aerosols and windblown dust particles from soil 
erosion. AOD is calculated based on the mass concentrations 
of individual aerosols multiplied by corresponding mass 
extinction coefficients.

In these simulations, we did not use the BC and OC emissions 
from ECLIPSEV6b (Data ref. 7.2) directly, but applied 
ECLIPSEV6b PM2.5 and coarse PM emissions instead, which 
were split into elementary carbon (EC), OM (here assumed 
inert) and the remaining DU. The EC and OM emissions in 
the fine and coarse fractions were further divided into fossil 
fuel and wood-burning compounds for each country and 
source sector. The split applied to the PM emissions is the 
same as used in EMEP operational runs (Klimont, personal 
communication, 2020). Eighty per cent of emitted EC is 
assumed to be hydrophobic, ageing to become hydrophilic 
within one to one-and-a-half days. As in Bergström et al. 
(2012), the OM/OC ratio of emissions by mass is assumed to 
be 1.3 for fossil-fuel sources and 1.7 for wood-burning sources. 
Note that different wildfire emissions were used here – from 
FINN (the Fire INventory from NCAR, version 15). The EMEP 
model runs were driven by three-hourly meteorological data 
from the ECMWF Integrated Forecast System (IFS) model at 
0.5° × 0.5° latitude/longitude resolution.

A7.1.8 FLEXPART

The Lagrangian particle dispersion model FLEXPART 
version 10.4 (Pisso et al., 2019) releases computational particles 
that are simulated forward in time following three-hourly 
ECMWF meteorological fields with 137 vertical layers and a 
spatial resolution of 1° × 1° latitude/longitude. For each year, 
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around 330 million particles were released to calculate turbulent 
diffusion (Cassiani et al., 2014), unresolved mesoscale motions 
(Stohl et al., 2005) and convection (Forster et al., 2007). A 
recently updated wet-deposition scheme taking into account in-
cloud and below-cloud removal was used (Grythe et al., 2017). 
Gravitational settling for spherical BC particles with an aerosol 
mean diameter of 0.25 μm, a normalized standard deviation 
of 3.3, and a particle density of 1500 kg/m3 (Long et al., 2013) 
were used in the calculation of dry deposition. The surface 
concentration and deposition fields were retrieved on a monthly 
basis on a resolution of 0.5° × 0.5° latitude/longitude.

A7.1.9 GEM-MACH

GEM-MACH (Global Environmental Multiscale model-
Modelling Air quality and CHemistry) is the air-quality 
prediction model of Environment and Climate Change 
Canada (ECCC). It consists of an online tropospheric 
chemistry module embedded within ECCC’s GEM 
numerical weather forecast model (Côté et al., 1998a, 1998b; 
Charron et al., 2012). The chemistry module includes a 
comprehensive representation of air-quality processes, such 
as gas-phase, aqueous-phase, and heterogeneous chemistry 
and aerosol processes (e.g. Environment Canada, 2013; Makar 
et al., 2015a, 2015b; Gong et al., 2015). Specifically, gas-phase 
chemistry is represented by a modified Acid Deposition and 
Oxidant Model (ADOM)-II mechanism with 47 species and 
114 reactions (Lurmann et al., 1986; EPRI, 1989); inorganic 
heterogeneous chemistry is parameterized by a modified 
version of the ISORROPIA algorithm of Nenes et al. (1999), 
as described in detail in Makar et al. (2003); SOA formation is 
parameterized using a two-product, overall or instantaneous 
aerosol yield formation (Odum et al., 1996; Jiang, 2003; 
Stroud et al., 2018); aerosol microphysical processes, including 
nucleation and condensation (sulfate and SOA), hygroscopic 
growth, coagulation and dry deposition/sedimentation are 
parameterized as in Gong et al. (2003); and the representation 
of cloud processing of gases and aerosols includes uptake 
and activation, aqueous phase chemistry, and wet removal, as 
outlined in Gong et al. (2006, 2015).

Aerosol chemical composition is represented by eight components: 
SO4, NO3, NH4, EC, POA, SOA, crustal material (CM) and SS; 
aerosol particles are assumed to be internally mixed. A sectional 
approach was used for representing aerosol size distribution. 
For the 2015 Arctic simulation, a 12-bin configuration was used 
(between 0.01 and 40.96 μm in diameter, logarithmically spaced: 
0.01–0.02, 0.02–0.04, 0.04–0.08, 0.08–0.16, 0.16–0.32, 0.32–0.64, 
0.64–1.28, 1.28–2.56, 2.56–5.12, 5.12–10.24, 10.24–20.48 and 
20.48–40.96 μm).

Type 0 simulation was conducted for the year of 2015 over 
a limited-area model (LAM) domain on a rotated latitude/
longitude grid at 0.1375° × 0.1375° (or ~15 km) resolution 
covering the Arctic and extending to the southern USA–
Canada border. Some of the model upgrades for the Arctic 
simulation are described in Gong et al. (2018). Anthropogenic 
emissions used are based on a combination of North American 
emission inventories (specifically, the 2016 US National 
Emission Inventories and 2015 Canadian national Air Pollution 
Emission Inventories) and global ECLIPSE v6b 2015 baseline 

emissions (Data ref. 7.2). North American wildfire emissions 
were processed using the Canadian Forest Fire Emission 
Prediction System (CFFEPS) from satellite-detected fire hotspot 
data (MODIS, AVHRR, and VIIRS). CFFEPS consists of a fire 
growth model, a fire emissions model, and a thermodynamic-
based model to predict the vertical penetration height of a 
smoke plume from fire energy (see Chen et al., 2019 for details). 
Biogenic emissions were calculated online in GEM-MACH 
based on the algorithm from Biogenic Emission Inventory 
System (BEIS) version 3.09 with BELD3-format vegetation 
land cover. SS emissions were computed based on Gong et al. 
(2003). The chemical lateral boundary conditions were from 
MOZART-4/GEOS-5 (Emmons et al., 2010). The meteorology 
was initialized daily (at 00:00 UTC) using the Canadian 
Meteorological Centre’s global objective analyses.

A7.1.10 GEOS-Chem

GEOS-Chem is a global 3D chemical transport model 
driven by assimilated meteorological observations from the 
Goddard Earth Observing System (GEOS) of the NASA Data 
Assimilation Office (DAO), which was first introduced in 2001 
(Bey et al., 2001). GEOS-Chem is a grid-independent model 
which operates on a one-dimensional column with default 
or user-specified horizontal grid points, vertical grid points, 
and time-step. GEOS-Chem Classic can use archived GEOS 
meteorological data on a rectilinear latitude/longitude grid 
to compute horizontal and vertical transport and uses Open-
Multi-Processing (MP) in parallelization. Two of the assimilated 
meteorological data from the NASA Global Modeling and 
Assimilation Office (GMAO) can be used to drive the off-line 
mode of GEOS-Chem. The first one is the operational data 
starting from 2012, the GEOS Forward Processing (GEOS-FP – 
NASA, 2013) for which the native resolution was 0.25° × 0.3125° 
latitude/longitude. The second one is the consistent MERRA-2 
(Randles et al., 2017) starting from 1979–present, with the 
native resolution 0.5° × 0.625° latitude/longitude. Both 
meteorological datasets have 72 hybrid sigma-pressure levels 
with the top at 0.01 hPa and three-hourly temporal resolution 
for three-dimensional fields and one-hour resolution for two-
dimensional fields. The advection scheme of GEOS-Chem 
uses the TPCORE advection scheme (Lin and Rood, 1996) 
on the latitude/longitude grid, while the convective transport 
scheme uses the convective mass flux described by Wu et al. 
(2007). The wet deposition scheme in GEOS-Chem is based 
on Liu et al. (2001) for water-soluble aerosols and Amos et al. 
(2012) for gases. The dry deposition is based on the resistance-
in-series scheme of Wesely (1989). Aerosol deposition is from 
Zhang et al. (2001). Emission of dust aerosol, lightning NOX, 
biogenic VOCs, soil NOX, and SS aerosol are dependent on the 
local meteorological conditions. The Community Emissions 
Data System (CEDS) global inventory is the default input for 
anthropogenic emissions, while EDGAR v4.3.2 (Crippa et al., 
2018) is also available as an alternate option to CEDS. Future 
anthropogenic emissions following the Representative 
Concentration Pathway (RCP) scenarios (Holmes et al., 2013), 
aircraft emissions (Stettler et al., 2011), ship emissions (from 
CEDS), and lighting NOX emissions (Murray et al., 2012) are 
also included and configured at run-time using the Harvard–
NASA Emission Component (HEMCO) module (Keller et al., 
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2014). Biogenic VOC emissions in GEOS-Chem are from the 
MEGAN v2.1 inventory (Guenther et al., 2012). Chemical 
solver in the standard GEOS-Chem simulation uses KPP 
(Damian et al., 2002) as implemented in GEOS-Chem. The 
gas phase in the troposphere in GEOS-Chem included the 
detailed HOX-NOX-VOC-ozone-halogen-aerosol tropospheric 
chemistry mechanism, which generally follows JPL/IUPAC 
recommendations including the peroxyacyl nitrates (PAN) 
(Fischer et al., 2014), isoprene (Travis et al., 2016; Fisher et al., 
2016), Halogens (Sherwen et al., 2016; Chen et al., 2017), 
and Criegees (Millet et al., 2015). A linearized stratospheric 
chemistry scheme has been implemented since GEOS-Chem 
v9.0. The model reads from an archived three-dimensional 
monthly mean production rates and losing frequency for each 
species at the beginning of each month. The Linoz stratospheric 
ozone chemistry package (McLinden et al., 2000) is also applied; 
it is a recommended option for the stratospheric ozone layer. 
The original sulfate-nitrate-ammonium aerosol simulation 
in GEOS-Chem coupled to gas-phase chemistry (Park et al., 
2004). The BC simulation (Wang et al., 2014), OA (Pai et al., 
2020), complex SOA (Pye et al., 2010), aqueous-phase isoprene 
SOA scheme (Marais et al., 2016) and the DU simulation 
(Fairlie et al., 2007) are also implemented in GEOS-Chem. 
The DU size distributions are from Zhang et al., 2013. GEOS-
Chem v12.3.2, with uniform 2° × 2.5° latitude/longitude GEOS-
Forward Processing (FP) meteorological data and Eclipse V6b 
emissions, was used in this study.

A7.1.11 GISS-E2.1

NASA Goddard Institute of Space Studies (GISS) Earth system 
model (ESM), GISS-E2.1, is a fully-coupled ESM. A full 
description of GISS-E2.1 and evaluation of its coupled climatology 
during the satellite era (1979–2014) and the historical ensemble 
simulation of the atmosphere and ocean component models 
(1850–2014) are described in Kelley et al. (2020). GISS-E2.1 
has a horizontal resolution of 2° × 2.5° latitude/longitude, and 
40 vertical layers extending from the surface to 0.1 hPa in the 
lower mesosphere. The tropospheric chemistry scheme used 
in GISS-E2.1 (Shindell et al., 2001, 2003) includes inorganic 
chemistry of odd-oxygen (OX), NOX, HOX, CO, and organic 
chemistry of CH4 and higher hydrocarbons using the carbon-
bond mechanism CBM4 scheme (Gery et al., 1989), and the 
stratospheric chemistry scheme (Shindell et al., 2006), which 
includes chlorine and bromine chemistry, together with polar 
stratospheric clouds. The meteorology was nudged to the National 
Center for Environmental Prediction (NCEP) reanalysis.

In this study, we used the one-moment aerosol (OMA) scheme 
(Bauer et al., 2007a; Bauer et al., 2007b; Bauer and Koch, 2005; 
Koch et al., 2006; Miller et al., 2006; Tsigaridis et al., 2013; 
Bauer et al., 2020). OMA is a mass-based scheme in which 
aerosols are assumed to remain externally mixed and have a 
prescribed and constant size distribution. Exceptions are sea salt, 
which has two distinct size classes, and DU, which is described 
by a sectional model with the option for four-to-six bins. The 
OMA scheme treats sulfate, nitrate, ammonium, carbonaceous 
aerosols (BC and OC, including the NOX-dependent formation 
of SOA and methanesulfonic acid formation), DU and SS. The 
model includes SOA production, as described by Tsigaridis 
and Kanakidou (2007). The default DU configuration used 

in this work includes five bins – one clay and four silt – from 
submicrometer to 16 μm in size. The first three dust-size bins can 
be coated by sulfate and nitrate aerosols (Bauer and Koch, 2005). 
OMA only includes the first aerosol indirect effect. The aerosol 
number concentration that impacts clouds is obtained from 
the aerosol mass as described in Menon and Rotstayn (2006).

The natural emissions of SS, DMS, isoprene and DU are 
calculated interactively. Anthropogenic dust sources are not 
represented in GISS-E2.1. DU emissions vary spatially and 
temporally only with the evolution of climate variables, such as 
wind speed and soil moisture (Miller et al., 2006). The version 
of the model employed in this work uses prescribed sea-surface 
temperature (SST) and sea-ice thickness and extent during the 
historical period (Rayner et al., 2003).

A7.1.12 MATCH

Multiscale Atmospheric Transport and Chemistry (MATCH) 
(Robertson et al., 1999) is an offline, Eulerian, three-
dimensional chemistry transport model developed at the 
Swedish Meteorological and Hydrological Institute. MATCH 
can be run on global to urban domains to study a range of 
atmospheric chemistry/air quality problems; for this study, 
model runs were performed for the ~20°N–90°N region – 
focusing on long-range transport to the Arctic.

ECMWF ERA-Interim reanalysis data were used as the 
meteorological input to the model. Six-hourly data (three-
hourly for precipitation) were extracted from the ECMWF 
archives on a 0.75° × 0.75° rotated latitude-longitude grid. The 
original data had 60 levels, but the 38 lowest levels – reaching 
about 16 km in the Arctic – were used in the model.

The scheme for gas-phase tropospheric chemistry and bulk 
aerosols as described in Andersson et al. (2007) was used. 
CH4 concentrations were prescribed. Boundary conditions at 
the top of the model and at the lateral boundaries for a range 
of species including O3 were based on monthly mean values 
from the Copernicus Atmospheric Monitoring Service. The 
aerosol scheme was extended with BC and OC simulated as 
two fractions: fresh, hydrophobic and aged, and hydrophilic. 
Eighty percent of anthropogenic emissions from all sectors were 
emitted into the hydrophobic and 20% into the hydrophilic 
fraction except for fire/biomass combustion, where 100% was 
emitted into the hydrophilic component following Genberg 
et al. (2013). Scavenging and aging were parameterized 
following Liu et al. (2011), – with aging proportional to OH and 
scavenging in mixed-phase clouds reduced. The hydrophobic 
fraction was assumed to be 5% activated in the scavenging 
scheme, while the hydrophilic fraction was 100% activated. If 
the clouds were mixed phase, then the scavenging efficiency 
was scaled by the ratio of cloud ice water content to total cloud 
water content, assuming zero scavenging for 100% ice clouds.

A7.1.13 MATCH-SALSA

The chemistry transport model, MATCH (Robertson et al., 
1999; Andersson et al., 2007) described above is online coupled 
to the aerosol dynamics model, SALSA (Kokkola et al., 2008). 
SALSA describes the whole chain from nucleation to growth 
and deposition of particles, and computes the size distribution, 
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number concentration and chemical composition of the aerosol 
species. A sectional representation of the aerosol size distribution 
is considered, with three main size ranges (a: 3–50 nm; 
b: 50–700 nm; c: >700 nm). Each range is again subdivided into 
smaller bins, and into soluble and insoluble bins, adding up to 
a total of 20 bins. A schematic of the sectional size distribution 
and the aerosol species considered in each bin is shown in 
Figure A7.1. Th e seasonally varying emissions are based on the 
sector-wise ECLIPSE inventory. Isoprene emissions are modeled 
online depending on the meteorology based on the methodology 
by Simpson et al. (1995). Th e terpene emissions (α-pinene) 
are taken from the modeled fi elds by the EMEP model. SS is 
parameterized following the scheme of Foltescu et al. (2005) 
but modifi ed for varying particle sizes; the Mårtensson et al. 
(2003) scheme is used if the particle diameter is ≤1 μm, with the 
Monahan et al. (1986) scheme used otherwise. Th e coupling of 
MATCH with SALSA and the evaluation of this model set-up is 
described in detail in Andersson et al. (2015). A cloud activation 
model that computes three-dimensional CDNC based on the 
prognostic parameterization scheme of Abdul-Razzak and Ghan 
(2002) – specifi cally designed for aerosol representation with 
sectional bins – is embedded in the MATCH–SALSA model. 
Th is scheme simulates the effi  ciency of aerosol particles being 
converted to cloud droplets based on the number, concentration 
and chemical composition of the particles given the updraft  
velocity and supersaturation of the air parcel. Th e updraft  velocity 
is computed as the sum of the grid mean vertical velocity and 
turbulent kinetic energy for stratiform clouds (Lohmann et al., 
1999). Th ese CDNCs are then offl  ine coupled to a regional 
climate model, RCA4 (Samuelsson et al., 2011), which provides 
information on cloud properties such as cloud cover, cloud 
droplet radii and CLWP, as well as radiative fl uxes. A schematic 
of the model coupling is shown in Figure A7.2. RCA4 is run 
with six-hourly ECMWF ERA-Interim meteorology and the 
three-hourly RCA4 meteorological fi elds, while fi elds needed to 
calculate updraft  velocity are used to drive the MATCH-SALSA 
cloud activation model. Th e CDNCs are then used to re-run 
the RCA4 model to obtain the cloud properties and radiative 
eff ects. Additional details of the model set-up and validation 
are described in Th omas et al. (2015).

A7.1.14 MRI-ESM2

Th e Meteorological Research Institute (MRI) Earth System 
Model version 2.0 (MRI-ESM2), developed by the MRI of 
the Japan Meteorological Agency comprises four major 
component models; an atmospheric general circulation 
model (MRI-AGCM3.5) with land processes, an ocean-sea-
ice general circulation model (OGCM; MRI.COMv4), and 
aerosol and atmospheric chemistry models (Yukimoto et al., 
2019; Kawai et al., 2019; Oshima et al., 2020). However, in 
this study, land and OGCM were not coupled in the Type 0, 
Type 1, and Type 2 simulations. MRI-ESM2 uses diff erent 
horizontal resolutions but employs the same vertical resolution 
in each atmospheric component model as follows: TL159 
(approximately 120 km), TL95 (approximately 180 km), and 
T42 (approximately 280 km) in the MRI-AGCM3.5, the aerosol 
model, and the atmospheric chemistry model, respectively, 
all with 80 vertical layers (from the surface to a model top of 
0.01 hPa) in a hybrid sigma-pressure coordinate system. Each 
component model is interactively coupled by a coupler, which 
enables an explicit representation of the eff ects of gases and 
aerosols on the climate system.

Th e atmospheric chemistry component model in MRI-ESM2 is 
the MRI Chemistry Climate Model version 2.1 (MRI-CCM2.1), 
which calculates the evolution and distribution of O3 and other 
trace gases in the troposphere and in the middle atmosphere. 
Th e model calculates a total of 90 gas-phase chemical species 
and 259 chemical reactions in the atmosphere. Th e aerosol 
component model in MRI-ESM2 is the Model of Aerosol 
Species in the Global Atmosphere mark-2 revision 4-climate 
(MASINGAR mk-2r4c), which calculates atmospheric aerosol 
physical and chemical processes for the following species; 
non-sea-salt sulfate, BC, OC, SS, DU and aerosol precursor 
gases (SO2 and DMS ). Th e size distributions of SS and DU 
are divided into ten discrete bins, with the sizes of the other 
aerosols represented by lognormal size distributions.

Th e model assumes external mixing for all aerosol species. 
However, in the radiation process in MRI-AGCM3.5, 
hydrophilic BC is assumed to be internally mixed with sulfate 
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with a shell-to-core volume ratio of two (the optical properties 
of hydrophilic BC are calculated based on Mie theory with a 
core-shell aerosol treatment, in which a concentric BC core 
is surrounded by a uniform coating shell composed of other 
aerosol compounds [Oshima et al. 2009a; 2009b]). MRI-ESM2 
employs BC-aging parameterization (Oshima and Koike, 
2013) that calculates the variable conversion rate of BC from 
hydrophobic BC to hydrophilic BC (generally, this depends on 
the production rate of condensable materials, such as sulfate). 
In the radiation and cloud processes in MRI-ESM2, sulfate 
is assumed to be ammonium sulfate (NH4)2SO4 and OC is 
assumed to be OM by lumping OC species using an OM-to-OC 
factor of 1.4. MRI-ESM2 represents the activation of aerosols 
into cloud droplets based on the parameterizations; detailed 
descriptions and evaluations of the cloud processes and cloud 
representations in MRI-ESM2 are given by Kawai et al. (2019). 
Evaluations of MRI-ESM2’s effective radiative forcing (ERF) 
of anthropogenic gases and aerosols in present-day conditions 
relative to preindustrial conditions, both globally and in the 
Arctic, are given by Oshima et al. (2020).

The Type 0 simulations were performed from January 2008 
(or January 1990) to December 2015 after a one-year spin-
up run using the prescribed SST and sea-ice data (provided 
by the Atmospheric Model Intercomparison Project (AMIP) 
experiment in CMIP6. The horizontal wind fields were nudged 
toward the six-hourly Japanese 55-year Reanalysis (JRA-55 
project) data (Kobayashi et al., 2015) in the simulation. Monthly 
anthropogenic emissions from the ECLIPSE v6b emissions 
dataset (Data ref. 7.2) and monthly biomass burning emissions 
from CMIP6 were used in the simulations. Major volcanic 
aerosols were provided by the stratospheric aerosol dataset used 
in the CMIP6 experiments (Thomason et al., 2018). Another 
Type 0 simulation with volcanic SO2 emissions, including the 
volcanic eruption of Iceland’s Holuhraun lava field, was also 
performed for 2014–2015.

The Type 1 simulations (see Table A7.1) were performed for 
four years after a one-year spin-up run using the prescribed 
SST and sea-ice data provided by AMIP. The horizontal wind 
fields were nudged toward the six-hourly JRA55 reanalysis in 
the simulations. The annually-repeating 2015 emissions with 
individually 100% perturbed (complete removal) emissions 
of BC and SO2 were used for individual region and sector 
combinations.

The Type 2 simulations (see Table A7.1) were performed for 
50 or 60 years after a one-year spin-up run using the prescribed 
SST and sea-ice data provided by AMIP. The annually-repeating 
2015 conditions with individually 100% perturbed (complete 
removal) emissions of BC and SO2 were used for individual 
region and sector combinations.

The Type 3 simulations (see Table A7.1) by the fully coupled 
ESM were performed in 2015–2050 using three time-evolving 
emissions (CLE, MFR, and SLCF scenarios). Five ensemble 
simulations were performed for each emissions scenario. These 
simulations branched off from the end of the CMIP6 historical 
simulations (1850–2014) by MRI-ESM2.

A7.1.15 NorESM1

NorESM1 (Bentsen et al., 2013; Iversen et al., 2013) is based on 
the fourth version of the Community Climate System Model 
(CCSM4) (Gent et al., 2011), with coupled models for the 
atmosphere, ocean, land and sea ice. In this study, a 1° horizontal 
resolution in the atmosphere was used (0.95° × 1.25° latitude/
longitude, version ‘NorESM1-Happi’). The model has 26 vertical 
levels on a hybrid sigma-pressure coordinate up to the model 
top at 2.194 hPa. The model calculates the lifecycles of a range of 
natural and anthropogenic aerosol components from emissions 
and physico-chemical processing in air and cloud droplets. The 
only prescribed aerosol concentrations are stratospheric sulfate 
from explosive volcanoes. The direct and indirect aerosol effects on 
climate are calculated by parameterization of aerosol interactions 
with schemes for radiation and warm cloud microphysics 
(Kirkevåg et al., 2013). The model uses a prognostic calculation of 
cloud droplet numbers, allowing for competition effects between 
aerosols with different hygroscopic properties and sizes.

A7.1.16 Oslo CTM

The Oslo CTM3 is an offline global 3D chemistry transport 
model driven by three-hourly meteorological forecast data 
from the IFS model at ECMWF. The Oslo CTM3 consists of a 
tropospheric and stratospheric chemistry scheme (Søvde et al., 
2012), as well as aerosol modules for sulfate, nitrate, BC, primary 
OC, SOA, DU and SS (Lund et al. 2018).

A7.1.17 UKESM1

The United Kingdom Earth System Model (UKESM1) is a 
fully-coupled earth system model (Sellar et al., 2019) with 
the coupled atmosphere-ocean physical climate model 
HadGEM3-GC3.1 at its core (Kuhlbrodt et al., 2018; Williams 
et al., 2018). Various Earth system components are incorporated 
in UKESM1, with the physical climate model including ocean 
biogeochemistry, an interactive stratosphere-troposphere 
chemistry and aerosol scheme, and terrestrial carbon and 
nitrogen cycles coupled to interactive vegetation. The model 
has a horizontal resolution of ~135 km at the mid-latitudes 
(1.875° × 1.25° latitude/longitude), with 85 levels on a terrain-
following hybrid height coordinate system, extending from the 
surface to the model top of 85 km. The combined stratosphere-
troposphere United Kingdom Chemistry and Aerosol (UKCA) 
scheme is used within UKESM1, being fully described and 
evaluated in Archibald et al. (2020) and Mulcahy et al. (2020).

The chemical scheme in UKCA is built upon that described 
for the stratosphere in Morgenstern et al. (2009) and another 
for the troposphere outlined in O’Connor et al. (2014). 
Chemical reactions are included within UKCA for odd-oxygen 
(OX = O+O3), nitrogen (NOy=total nitrogen [NHX + the sum 
of all oxidized nitrogen species, except N2O]), hydrogen 
(HOX=OH + HO2), CO, CH4 and short-chain non-methane 
volatile organic compounds (NMVOCs), including isoprene. 
Reactions involving NMVOCs are simulated as discrete species. 
UKCA includes an interactive photolysis scheme, as well as 
representations of both wet and dry deposition for gas and 
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aerosol species. Additional chemical reactions for DMS, SO2 
and monoterpenes (C10H16) are included to enable coupling 
to the aerosol scheme within UKCA. A two-moment aerosol 
microphysical scheme, GLOMAP (Global Model of Aerosol 
Processes; Mann et al., 2010, 2012), is used to simulate 
four aerosol components (sulfate, BC, OM, and SS) across 
five log-normal modes, ranging from submicrometer to 
supermicrometer sizes. DD is simulated separately using a 
six-bin mass-only scheme, ranging from 0.6 to 60 micrometers 
in diameter (Woodward, 2001). Ammonium nitrate is not 
currently included within the UKCA aerosol scheme. The 
formation of SOA is included based on a fixed yield rate of 
26% from the products of monoterpene oxidation. The higher 
fixed yield value accounts for the underlying uncertainty in 
SOA formation and the absence of anthropogenic, marine and 
isoprene sources.

Precursor emissions fluxes are either prescribed using 
specified input files or calculated interactively using online 
meteorological variables within UKESM1. CH4 is represented 
by using prescribed global concentrations. Interactive emissions 
fluxes are calculated online for SS, DMS, DU, lightning NOX 
and biogenic volatile organic compounds (BVOCs). Emissions 
of isoprene and monoterpenes from the natural environment 
are calculated online by coupling to the land-surface scheme 
within UKESM1.

Simulations provided by UKESM1 were undertaken for this 
study using different configurations. For Type 0 and Type 1 
experiments, UKESM1 was set up using an atmosphere-only 
configuration nudged to ECMWF ERA-Interim reanalysis 
data of temperature and wind fields above the boundary 
layer. Prescribed values of SSTs and sea ice were used for each 
year of simulation based on historical simulations conducted 
as part of CMIP6 using the fully coupled atmosphere-ocean 
configuration of UKESM1. For other ancillary inputs, a multi-
year climatology was used (equivalent to an AMIP-type 
simulation). Transient emissions were used as the input for 
Type 0 experiments, while annually repeating 2015 emissions 
were used for four different years in Type 1 experiments to 
account for the influence of meteorological variability. The 
fully coupled ESM configuration of UKESM1 was used for 
Type 3 experiments, with free-running meteorology, enabling 
feedbacks of changes in SLCFs on the climate system.

A7.1.18 WRF-Chem

The Weather Research and Forecasting model with online 
coupled chemistry (WRF-Chem) is used to simulate the 
transport and chemical transformation of trace gases and 
aerosols simultaneously with the meteorology. The model 
dynamics (WRF) are non-hydrostatic. The model version used 
in this study was WRF-Chem version 3.8.1, including updates 
reported in Marelle et al. (2017) and Marelle et al. (2018). The 
simulation was performed on a polar stereographic projection 
with a horizontal resolution of 100 km, and 50 vertical hybrid 
terrain-following levels based on hydrostatic pressure. The 
center of the domain was placed at the North Pole, with 
the latitude of the domain’s outside boundary varying from 
7°S–7°N. Pressure at the model top was set to 50 hPa with 
stratospheric concentrations (e.g. O3) taken from climatologies. 

The model was run with Morrison double-moment scheme 
microphysics, with long- and short-wave radiative effects 
treated by the Rapid Radiative Transfer Model for General 
Circulation Models, and the Kain-Fritsch-Cumulus Potential 
(KF-CuP) parameterization scheme. The SAPRC-99 chemical 
scheme provided gas-phase tropospheric reactions including 
VOCs and NOX, while the MOSAIC eight-bin sectional scheme 
included VBS treatments for SOA. CH4 concentrations were 
prescribed. Stratospheric and tropospheric halogen chemistries 
were not included. Anthropogenic emissions were from 
ECLIPSE v6b (Data ref. 7.2) and the GFED fire emissions. 
Boundary and initial meteorological conditions were given by 
the global NCEP Final Analysis (FNL), and used to nudge the 
temperature, relative humidity, and winds at every dynamical 
time-step above the planetary boundary layer.
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A7.2  Model validation of O3 and 
O3-precursors

A7.2.1 Data sources for surface O3 plots

A7.2.2 O3 trends from models

Table A7.3 Data sources for surface O3 plots (Figures 7.1 and 7.7)

Measurement Network Region

Chemical Speciation Network – https://airquality.ucdavis.edu/csn#:~:text=CSN%20(Chemical%20Speciation%20Network)%20
is,implementation%20of%20the%201997%20PM2. 

USA

National Air Pollution Surveillance Network + Speciation network – https://open.canada.ca/data/en/dataset/1b36a356-defd-
4813-acea-47bc3abd859b

Canada

Earth System Research Laboratory (formerly the Climate Monitoring and Diagnostics Laboratory (surface observations) of 
NOAA) – https://www.esrl.noaa.gov/

Global

European data from EBAS – https://ebas.nilu.no/ Europe

China air quality from Beijing Air – https://beijingair.sinaapp.com/ China

Hong Kong Environmental Protection Department (EPD) – https://www.epd.gov.hk/epd/english/top.html Hong Kong

World Data Centre for Greenhouse Gases (WDCGG) – https://gaw.kishou.go.jp/ Global

Table A7.4a Increase in O3 (%/y) for 1990–2015 for CMAM. NS=not significant (level of significance > 0.1). Trends are calculated as the yearly or seasonal 
changes compared to the average of the yearly or seasonal concentrations over all of the years.

Site Annual Level of 
significance

DJF Level of 
significance

MAM Level of 
significance

JJA Level of 
significance

SON Level of 
significance 

Alert 0.17 0.05 0.59 0.001 0.40 0.05 NS NS

Utqiaġvik 0.22 0.01 0.63 0.001 0.24 0.10 -0.43 0.001 0.25 0.05

Summit 0.15 0.10 0.52 0.01 NS NS NS

Villum 0.13 0.05 0.78 0.001 0.24 0.10 -0.57 0.010 NS

Zeppelin 0.13 0.10 0.97 0.001 0.27 0.10 -0.83 0.001 NS

DJF=December, January, February; MAM=March, April, May; JJA=June, July, August; SON=September, October, November

Table A7.4b Increase in O3 (%/y) for 1990–2015 for DEHM. NS=not significant (level of significance > 0.1). Trends are calculated as the yearly or seasonal 
changes compared to the average of the yearly or seasonal concentrations over all of the years.

Site Annual Level of 
significance

DJF Level of 
significance

MAM Level of 
significance

JJA Level of 
significance

SON Level of 
significance 

Alert 0.10 0.10 0.54 0.001 NS NS NS

Utqiaġvik NS 0.48 0.001 NS -0.26 0.050 NS

Summit NS NS NS NS NS

Villum 0.11 0.050 0.56 0.001 0.14 0.05 NS NS

Zeppelin NS 0.54 0.001 NS -0.31 0.01 NS

DJF=December, January, February; MAM=March, April, May; JJA=June, July, August; SON=September, October, November

Table A7.4c Increase in O3 (%/y) for 1990–2015 for EMEP MSC-W. NS=not significant (level of significance > 0.1). Trends are calculated as the yearly 
or seasonal changes compared to the average of the yearly or seasonal concentrations over all of the years.

Site Annual Level of 
significance

DJF Level of 
significance

MAM Level of 
significance

JJA Level of 
significance

SON Level of 
significance 

Alert NS 0.62 0.001 NS -0.42 0.001 NS

Utqiaġvik NS 0.32 0.050 NS -0.36 0.001 NS

Summit NS NS NS NS -0.31 0.01

Villum NS 0.52 0.010 NS -0.48 0.001 -0.27 0.05

Zeppelin -0.18 0.010 0.24 0.050 NS -0.51 0.001 -0.24 0.01

DJF=December, January, February; MAM=March, April, May; JJA=June, July, August; SON=September, October, November
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Table A7.4d Increase in O3 (%/y) for 1990–2015 for GISS-E2.1. NS=not significant (level of significance > 0.1). Trends are calculated as the yearly or 
seasonal changes compared to the average of the yearly or seasonal concentrations over all of the years.

Site Annual Level of 
significance

DJF Level of 
significance

MAM Level of 
significance

JJA Level of 
significance

SON Level of 
significance 

Alert -0.19 0.100 NS NS -0.41 0.050 -0.63 0.05

Utqiaġvik -0.23 0.050 NS NS -0.91 0.001 -0.62 0.01

Summit -0.16 0.100 NS NS NS -0.63 0.01

Villum -0.34 0.010 NS NS -0.98 0.050 -0.69 0.01

Zeppelin -0.34 0.001 -0.41 0.050 NS -0.70 0.050 -0.46 0.01

DJF=December, January, February; MAM=March, April, May; JJA=June, July, August; SON=September, October, November

Table A7.4f Increase in O3 (%/y) for 1990–2015 for UKESM1. NS=not significant (level of significance > 0.1). Trends are calculated as the yearly or 
seasonal changes compared to the average of the yearly or seasonal concentrations over all of the years.

Site Annual Level of 
significance

DJF Level of 
significance

MAM Level of 
significance

JJA Level of 
significance

SON Level of 
significance 

Alert 0.45 0.05 1.30 0.00 NS NS 0.69 0.010

Utqiaġvik 0.35 0.00 1.23 0.00 NS NS 0.49 0.050

Summit 0.14 0.10 0.46 0.05 NS NS

Villum 0.32 0.01 1.03 0.00 0.51 0.05 -0.27 0.100

Zeppelin NS 0.71 0.01 NS -0.27 0.050

DJF=December, January, February; MAM=March, April, May; JJA=June, July, August; SON=September, October, November

Table A7.4e Increase in O3 (%/y) for 1990–2015 for MRI-ESM2. NS=not significant (level of significance > 0.1). Trends are calculated as the yearly or 
seasonal changes compared to the average of the yearly or seasonal concentrations over all of the years.

Site Annual Level of 
significance

DJF Level of 
significance

MAM Level of 
significance

JJA Level of 
significance

SON Level of 
significance 

Alert NS NS NS -0.25 0.010 NS

Utqiaġvik -0.11 0.05 NS -0.15 0.05 -0.42 0.010 NS

Summit NS NS NS NS -0.24 0.05

Villum -0.14 0.05 NS NS -0.18 0.050 -0.22 0.01

Zeppelin -0.16 0.01 NS -0.19 0.05 -0.34 0.010 -0.20 0.05

DJF=December, January, February; MAM=March, April, May; JJA=June, July, August; SON=September, October, November
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A7.2.3  Evaluation of O3-precursors: 
CO and NOX

Surface CO and NO2 in North America, Europe, and China are 
shown in Figures A7.3 and A7.4, respectively, along with the 
model biases (model minus measurement in ppbv).

Figure A7.5 shows the MOPITT-measured CO at two diff erent 
altitudes: (a) 900 hPa for lower-troposphere; and (b) 600 hPa 
for mid-troposphere.

Figures A7.6 and A7.7 show the CO and NOX (= NO + NO2), 
respectively, in the Arctic UTLS region from ACE-FTS and the 
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Figure A7.3 Top left : measured ground-level CO. Rest of panels: model biases. Results shown are for 2014–15.

Figure A7.4 Top left : measured ground-level NO2. Rest of panels: model biases. Results shown are for 2014–15.
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model biases. CO from ACE-FTS has been shown to vary up to 
-35% when compared to CO from other satellite measurements. 
Th e multi-model mean bias is up to ~+/-50% in that region. 
NO and NO2 from ACE-FTS vary by about 25% compared to 

other satellite measurements, but these comparisons did not 
account for diurnal variation. Th e multi-mean bias for NOX

is up to ~-50% during the summer in the UTLS but exceeds 
200% during the winter.
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Mean MOPITT CO, ppbv

-150 -100 -50 0 50 100 150
Model bias (other panels), ppbv
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DEHMCMAMCESMMOPITT

0 100 -150 -100 -50 0 50 100 150200 300 400
Mean MOPITT CO, ppbv Model bias (other panels), ppbv

UKESM1Oslo CTMMRI-ESM2MATCH-SALSA

MATCHGISS-E2.1GEOS-ChemEMEP MSC-W
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Figure A7.5 Top left : Mean MOPITT CO in the lower-troposphere (900 hPa) and mid-troposphere (600 hPa). Rest of panels: model biases. Results are 
for 2014–15.
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Results shown are for 2014–15.
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Figure A7.7 Top left: mean Arctic 
NOX from ACE-FTS. Rest of 
panels: the model-measurement 
differences. Results shown are for 
2014–15.
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satellite measurements.
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A7.3  Vertical profiles of black carbon 
using aircraft observations

Here, additional figures and data tables for Section 7.3.3.3 of 
the main text are presented.

For a more comprehensive look at model behavior, Figures A7.10 
and A7.11 use all model grid points to show the relationship 
between zonal-mean concentrations of BC and height (using 
pressure as the vertical coordinate). Zonal-mean concentrations 
are used to reduce the otherwise intractable number of points 
being scattered onto the plots. Although the main emissions 

source regions are very localized longitudinally, transport by 
zonal winds and the presence of numerous smaller source 
regions in the mid-latitudes justifies using a zonal mean.

In the mid-latitudes, all models exhibit their highest overall 
concentrations in winter (DJF) below 800 m, but the highest 
concentrations in the mid-troposphere occur in spring (MAM). 
In all seasons, concentrations fall off monotonically with height, 
and latitudinal ranges (defined as the largest and smallest values 
of each model at each pressure level) shrink to a single value 
only above jet stream heights of about 200–300 hPa.

Figure A7.9 Top left: measured BC concentration (in μg/m3, top scale bar). Rest of panels: model biases (in %, bottom scale bar). Results are for all aircraft 
campaigns: for measurements made between the surface and 2 km; for measurements made between 2 km and 5 km; and for measurements made above 5 km.

WRF-Chem

���� ����� ���� ���� ����� ������

GEOS-Chem

CESMCanAM5-PAM

GEM-MACH

NorESM

���� ����� ���� ���� ����� ������

MRI-ESM2

���� ����� ���� ���� ����� ������

EMEP MSC-W

MATCH SALSA

���� ����� ���� ���� ����� ������

ECHAM6 SALSA

MATCH

���� ����� ���� ���� ����� ������

80°N

60°N

40°N

20°N

0°

DEHM
80°N

60°N

40°N

20°N

0°

All Air Campaigns
80°N

60°N

40°N

20°N

0°

����������������������
��

����
��

����
��

����
�� BC, µg/m3

%

Black Carbon 0m – 2000m

���� ��� ��� ��� ��� �� �� �� �� ����

All Air Campaigns
80°N

60°N

40°N

20°N

0°

DEHM
80°N

60°N

40°N

20°N

0°

MATCH

���� ����� ���� ���� ����� ������

80°N

60°N

40°N

20°N

0°

MATCH SALSA

���� ����� ���� ���� ����� ������

ECHAM6-SALSA

MRI-ESM2

���� ����� ���� ���� ����� ������

EMEP MSC-W

NorESM

���� ����� ���� ���� ����� ������

GEM-MACH

CanAM5-PAM CESM2.0

GEOS-Chem

WRF-Chem

���� ����� ���� ���� ����� ������

����
��

����
��

����
��

����
��

%

Black Carbon 2000m – 5000m

���� ��� ��� ��� ��� �� �� �� �� ����

������������������ BC, µg/m3

MATCH

���� ����� ���� ���� ����� ������

80°N

60°N

40°N

20°N

0°

DEHM
80°N

60°N

40°N

20°N

0°

80°N

60°N

40°N

20°N

0°

All Air Campaigns

MATCH-SALSA

���� ����� ���� ���� ����� ������

ECHAM-SALSA

MRI-ESM2

���� ����� ���� ���� ����� ������

EMEP MSC-W

NorESM

���� ����� ���� ���� ����� ������

GEM-MACH

CanAM5-PAM

WRF-Chem

���� ����� ���� ���� ����� ������

GEOS-Chem

CESM2.0

����
��

����
��

����
��

����
��

%

Black Carbon >5000m

���� ��� ��� ��� ��� �� �� �� �� ����

������������������ BC, µg/m3

206 AMAP Assessment 2021: Impacts of Short-lived Climate Forcers on Arctic Climate, Air Quality, and Human Health



Chapter 7 · Modeling of short-lived climate forcers

In the Arctic, the highest overall concentrations are found 
closest to the surface in summer (JJA), deriving mainly from 
local sources, such as high-latitude forest fi res. Th e highest 
emissions extending to the mid-troposphere occur in spring 
(MAM). Th e shapes of the scattered points are very diff erent 
from those in the mid-latitudes. Th e large variety of shapes 

indicates that diff erent processes dominate the distribution of 
BC concentrations in the Arctic in diff erent models.

Th e following tables (Tables A7.5 to A7.7) provide numerical 
information to accompany Figure 7.28 of the main text. For 
every 500 m height bin of every profi le, the number of points per 
bin, the median BC concentration, and the MAD are tabulated.
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Figure A7.10 Scatter plots of zonal-mean BC concentrations against air pressure for all latitude points in the range 30°N–60°N. DJF=December, January, 
February; MAM=March, April, May; JJA=June, July, August; SON=September, October, November.

207



BC, µg/m3
0.120

SON0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

JJA0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

MAM0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

DJF0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

SON0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

JJA0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

MAM0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

DJF0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

SON0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

JJA0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

MAM0

200

1000

800

600

400

0.080.04

BC, µg/m3
0.120

DJF
Height, hPa Height, hPa Height, hPa

0

200

1000

800

600

400

0.080.04

MATCH-SALSA

MRI-ESM2

GEM-MACH

WRF-Chem
MATCH

GEOS-Chem

EMEP MSC-W

CESM
NorESM

CanAM5-PAM

DEHM

ECHAM-SALSA

Zonal-mean black carbon vs height for latitudes >60°N

Figure A7.11 Scatter plots of zonal-mean BC concentrations against air pressure for all latitude points north of 60°N. DJF=December, January, February; 
MAM=March, April, May; JJA=June, July, August; SON=September, October, November. Note that the scale of the horizontal axis is smaller than on 
Figure A7.9
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Table A7.5 Number of points (N), median BC concentration and median absolute deviation (MAD) for each height bin, for all data north of 60°N.

Height  
(m) 

Stats  
(μg/m3) 

Obs  CanAM5-
PAM 

CESM2.0  DEHM   ECHAM6-
SALSA 

EMEP 
MSC-W 

 MATCH MATCH-
SALSA 

MRI-  
ESM2 

NorESM- 
happi

0–500 
 

N  
median 
MAD 

1591  
0.022 
0.015

1009 
0.057 
0.036

642 
0.001 

6.90E-04

990 
0.033 
0.012

1139 
0.004 
0.002

1441 
4.00E-04 
2.80E-04

1312 
0.02 

0.009

1203 
2.90E-04 
2.30E-04

1198 
0.014 
0.005

571 
0.007 
0.005

500–1000  
  
 

N  
median 
MAD 

470 
0.02 

0.016

442 
0.06 

0.038

454 
0.002 
0.002

469 
0.034 
0.012

464 
0.004 
0.002

470 
7.50E-04 
6.40E-04

469 
0.018 
0.009

469 
3.90E-04 
3.10E-04

393 
0.012 
0.007

420 
0.01 

0.004
1000–1500  
 

N  
median 
MAD 

402 
0.021 
0.018

396 
0.059 
0.025

400 
0.004 
0.003

402 
0.039 
0.014

397 
0.005 
0.002

402 
7.20E-04 
6.00E-04

402 
0.019 
0.01

402 
3.30E-04 
2.30E-04

349 
0.01 

0.005

347 
0.013 
0.006

1500–2000  N  
median  
MAD 

378 
0.015 
0.013

375 
0.061 
0.024

378 
0.004 
0.003

378 
0.045 
0.022

376 
0.005 
0.002

378 
6.00E-04 
4.30E-04

378 
0.021 
0.01

378 
3.00E-04 
1.60E-04

299 
0.009 
0.004

340 
0.016 
0.006

2000–2500  N  
median  
MAD 

602 
0.018 
0.011

587 
0.067 
0.025

602 
0.004 
0.002

602 
0.056 
0.014

599 
0.004 
0.002

602 
8.50E-04 
5.30E-04

602 
0.028 
0.01

602 
3.80E-04 
2.70E-04

555 
0.01 

0.003

572 
0.022 
0.007

2500–3000  N  
median  
MAD 

721 
0.015 
0.012

716 
0.066 
0.025

721 
0.004 
0.002

721 
0.054 
0.013

720 
0.003 
0.001

721 
8.00E-04 
4.70E-04

721 
0.029 
0.01

721 
2.30E-04 
1.40E-04

596 
0.006 
0.002

674 
0.021 
0.01

3000–3500  
 

N  
median 
MAD 

453 
0.023 
0.016

453 
0.056 
0.025

453 
0.004 
0.002

453 
0.057 
0.025

453 
0.004 
0.002

453 
0.001 

9.20E-04

453 
0.028 
0.019

453 
2.60E-04 
2.10E-04

425 
0.006 
0.003

420 
0.017 
0.005

3500–4000  
 

N  
median  
MAD 

282 
0.045 
0.04

281 
0.074 
0.052

282 
0.009 
0.004

282 
0.087 
0.036

281 
0.006 
0.003

282 
0.002 
0.001

282 
0.046 
0.018

282 
4.30E-04 
3.10E-04

240 
0.011 
0.007

227 
0.023 
0.012

4000–4500  
 

N  
median  
MAD 

296 
0.065 
0.058

290 
0.064 
0.043

296 
0.011 
0.005

296 
0.109 
0.052

294 
0.006 
0.002

296 
0.002 
0.001

296 
0.048 
0.023

296 
3.90E-04 
1.90E-04

251 
0.013 
0.009

202 
0.022 
0.013

4500–5000 N  
median  
MAD 

332 
0.073 
0.057

332 
0.082 
0.046

332 
0.016 
0.011

332 
0.129 
0.041

332 
0.007 
0.004

332 
0.003 
0.001

332 
0.058 
0.029

332 
4.50E-04 
3.00E-04

312 
0.011 
0.006

217 
0.03 

0.013
5000–5500  N  

median  
MAD 

288 
0.067 
0.049

287 
0.05 

0.024

288 
0.012 
0.006

288 
0.1 

0.04

288 
0.006 
0.002

288 
0.003 
0.001

288 
0.052 
0.019

288 
3.70E-04 
2.10E-04

265 
0.011 
0.006

235 
0.019 
0.01

5500–6000 N  
median  
MAD 

254 
0.044 
0.029

243 
0.039 
0.012

254 
0.01 

0.003

249 
0.086 
0.031

245 
0.004 
0.002

251 
0.002 
0.001

251 
0.04 

0.012

251 
2.30E-04 
1.80E-04

245 
0.006 
0.003

223 
0.026 
0.008

6000–6500  
 

N  
median  
MAD 

175 
0.058 
0.042

175 
0.038 
0.009

175 
0.012 
0.005

175 
0.078 
0.021

175 
0.004 
0.002

175 
0.002 
0.001

175 
0.042 
0.015

175 
2.80E-04 
1.30E-04

175 
0.006 
0.003

138 
0.023 
0.007

6500–7000  
 

N  
median  
MAD 

187 
0.055 
0.028

178 
0.029 
0.009

187 
0.01 

0.003

185 
0.075 
0.019

181 
0.004 
0.002

187 
0.002 
0.001

187 
0.041 
0.011

187 
3.00E-04 
1.60E-04

181 
0.006 
0.002

159 
0.021 
0.007

7000–7500  N  
median  
MAD 

201 
0.046 
0.031

201 
0.031 
0.008

201 
0.01 

0.003

201 
0.065 
0.022

201 
0.005 
0.002

201 
0.002 
0.001

201 
0.039 
0.011

201 
2.50E-04 
1.40E-04

201 
0.005 
0.002

147 
0.019 
0.004

7500–8000  N  
median  
MAD 

134 
0.018 
0.018

134 
0.026 
0.015

134 
0.01 

0.001

134 
0.048 
0.032

134 
0.006 
0.001

134 
0.001 

8.60E-04

134 
0.032 
0.013

134 
1.80E-04 
1.70E-04

134 
0.004 

8.50E-04

118 
0.015 
0.006

8000–8500 N  
median  
MAD 

139 
0.011 
0.009

139 
0.014 
0.006

139 
0.011 
0.002

139 
0.018 
0.006

139 
0.009 
0.003

139 
9.40E-04 
5.70E-04

139 
0.017 
0.007

139 
1.70E-04 
6.50E-05

139 
0.003 
0.001

139 
0.018 
0.002

8500–9000  N  
median  
MAD 

170 
0.015 
0.011

170 
0.009 
0.007

170 
0.013 
0.001

170 
0.042 
0.009

170 
0.009 

7.90E-04

170 
0.002 
0.001

170 
0.036 
0.006

170 
3.40E-04 
1.70E-04

170 
0.004 
0.001

163 
0.013 
0.002

9000–9500  N  
median  
MAD 

51 
9.00E-04 
3.40E-04

51 
0.007 
0.007

51 
0.013 

5.30E-04

51 
0.019 
0.003

51 
0.008 
0.005

51 
0.001 
0.001

51 
0.011 
0.003

51 
4.80E-04 
1.40E-04

51 
0.005 
0.003

50 
0.016 

7.00E-04
9500–10000  N  

median  
MAD 

29 
0.002 
0.002

29 
0.005 
0.003

29 
0.015 
0.002

29 
0.015 
0.003

29 
0.012 
0.003

29 
0.002 

6.50E-04

29 
0.019 
0.002

29 
3.90E-04 
5.14E-05

29 
0.002 

1.50E-04

29 
0.016 
0.002

10000–10500  
 

N  
median  
MAD 

18 
5.90E-04 
2.80E-04

18 
2.80E-04 
1.10E-04

18 
0.016 

6.90E-04

18 
0.018 
0.004

18 
0.017 
0.003

18 
0.002 

1.50E-04

18 
0.014 
0.002

18 
4.20E-04 
2.80E-05

18 
0.004 
0.001

17 
0.013 

8.20E-04
10500–11000 N  

median  
MAD 

10 
5.40E-04 
1.60E-04

10 
2.80E-04 
9.00E-05

10 
0.015 
0.002

10 
0.015 
0.005

10 
0.015 
0.004

10 
0.002 

6.90E-04

10 
0.019 
0.006

10 
4.30E-04 
4.90E-05

10 
0.005 
0.002

7 
0.012 
0.003

11000–11500 N  
median  
MAD 

18 
8.60E-04 
5.00E-04

18 
2.10E-04 
3.80E-05

18 
0.001 
0.001

18 
0.021 
0.003

18 
0.008 
0.001

18 
0.002 

4.10E-04

18 
0.024 
0.005

18 
5.20E-04 
5.30E-05

18 
0.005 

1.60E-04

15 
0.014 
0.002

11500–12000 N  
median  
MAD 

15 
0.001 

8.80E-04

15 
0.001 

1.80E-04

15 
0.015 
0.001

15 
0.011 

4.50E-04

15 
0.013 
0.001

15 
0.001 

5.70E-04

15 
0.021 

6.40E-04

15 
4.10E-04 
1.30E-05

15 
0.015 

7.20E-04

15 
0.007 

2.70E-04
12000–12500  N  

median  
MAD 

27 
2.70E-04 
5.90E-05

27 
1.20E-04 
4.90E-07

27 
0.007 

2.80E-04

4 
0.005 
 --- 

27 
0.013 

6.40E-05

27 
0.001 

3.60E-05

27 
0.012 

9.10E-04

27 
3.30E-04 
3.90E-05

27 
0.003 

2.60E-04

27 
0.001 

1.10E-05
12500–13000 N  

median  
MAD 

21 
2.90E-04 
9.10E-05

21 
1.00E-04 
1.30E-06

21 
0.011 

7.60E-05

14 
0.004 

4.50E-04

21 
0.016 

4.70E-05

21 
0.002 
0.001

21 
0.004 

9.10E-04

21 
2.30E-04 
8.50E-05

21 
0.002 

4.90E-05

21 
0.007 

2.10E-04
13000–13500 N  

median  
MAD 

85 
1.90E-04 
7.20E-05

85 
7.00E-05 
9.10E-06

85 
0.009 

3.20E-04

0 
— 
— 

85 
0.01 

0.004

85 
0.001 

2.30E-04

85 
0.006 

7.80E-04

85 
2.00E-04 
3.10E-05

85 
0.003 

1.70E-04

85 
0.008 

1.10E-04
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Table A7.6 Number of points (N), median BC concentration and median absolute deviation (MAD) for each height bin, for locations north of 60°N 
with output from 2014–2015 only. 

Height  
(m) 

Stats (μg/m3) 2014-2015 2015 only

Obs GEOS-Chem WRF-Chem Obs GEM-MACH

0–500 N  
median  
MAD 

520 
0.002 
0.002

272 
0.008 
0.003

292 
0.021 
0.002

91 
0.03 

0.004

62 
3.80E-04 
2.10E-04

500–1000 N  
median  
MAD 

177 
0.02 

0.002

177 
0.011 
0.005

174 
0.024 
0.003

72 
0.03 

0.005

63 
0.006 
0.006

1000–1500 N  
median  
MAD 

138 
0.002 
0.001

138 
0.013 
0.007

138 
0.026 
0.002

49 
0.031 
0.011

40 
5.80E-04 
2.60E-04

1500–2000 N  
median  
MAD 

151 
0.003 
0.002

151 
0.01 

0.003

151 
0.027 
0.002

77 
0.009 
0.005

72 
0.001 

8.60E-04

2000–2500 N  
median  
MAD 

117 
0.003 
0.002

117 
0.008 
0.003

117 
0.027 
0.002

44 
0.023 
0.009

41 
9.20E-04 
6.80E-04

2500–3000 N  
median  
MAD 

262 
0.004 
0.004

262 
0.015 
0.008

262 
0.03 

0.006

124 
0.024 
0.011

124 
0.001 

6.10E-04

3000–3500 N  
median  
MAD 

38 
0.018 
0.016

38 
0.012 
0.007

38 
0.033 
0.008

28 
0.025 
0.02

28 
0.003 
0.003

3500–4000 N  
median  
MAD 

48 
0.028 
0.025

48 
0.009 
0.003

48 
0.037 
0.011

41 
0.035 
0.031

41 
0.017 
0.012

4000–4500 N  
median  
MAD 

46 
0.021 
0.018

46 
0.012 
0.003

46 
0.036 
0.007

43 
0.027 
0.023

43 
0.003 
0.002

4500–5000 N  
median  
MAD 

26 
0.011 
0.009

26 
0.013 
0.003

26 
0.039 
0.008

20 
0.019 
0.017

20 
0.005 
0.003

5000–5500 N  
median  
MAD 

26 
0.041 
0.03

26 
0.021 
0.01

26 
0.04 

0.008

23 
0.043 
0.025

23 
0.028 
0.01

5500–6000 N  
median  
MAD 

5 
0.002 

3.10E-04

5 
0.003 

5.70E-05

5 
0.028 
0.008
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Table A7.7 Number of points (N), median BC concentration and median absolute deviation (MAD) for each height bin, for all data between 30°N and 60°N.

Height  
(m) 

Stats  
(μg/m3) 

 Obs  
  

 CanAM5- 
 PAM 

CESM2.0  
  

DEHM  
  

ECHAM6- 
 SALSA 

EMEP  
 MSC-W 

MATCH  
 

MATCH-
SALSA 

MRI-  
ESM2 

NorESM-
happi

0–500  
  
 

N  
median  
MAD 

443 
0.172 
0.102

218 
0.435 
0.314

174 
0.149 
0.115

252 
0.243 
0.137

230 
0.247 
0.153

407 
0.203 
0.078

304 
0.235 
0.152

307 
0.094 
0.084

263 
0.37 

0.152

163 
0.135 
0.113

500–1000  
  
 

N  
median  
MAD 

482 
0.089 
0.053

450 
0.328 
0.095

454 
0.133 
0.056

459 
0.218 
0.068

453 
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A7 .4 Arctic black carbon (BC)

Table A7.8 Information about global BC measurements used for model evaluation in Section 7.3.3.

Measurement location or network BC measurement method Comments/references

IMPROVE (including Fairbanks) Elemental carbon via thermo-optical method Malm et al. (1994)

EMEP Elemental carbon via thermo-optical method from
PM2.5 and PM10

Tørseth et al. (2012); EMEP manual, 2014

CABM (including Alert) Elemental carbon via thermo-optical method from total 
suspended particle (2005–2011) and PM1 (2011 to present)
At Alert, also equivalent BC via aethalometer for PM1

Sharma et al. (2014)

Gruvebadet Lab Equivalent BC via particle soot absorption photometer 
(PSAP) from PM1

Gogoi et al. (2016) 

Zeppelin Mountain Equivalent BC via aethalometer Eleft heriadis et al. (2009); Eleft heriadis, personal 
communication, 2020. 

Villum Research Station Multi-angle absorption photometer (MAAP, 24-hour)
and aethalometer (weekly)

MAAP data not used in model validation in this 
chapter as not for the relevant years of study. 
Aethalometer data also not used as not available 
in time.

Utqiaġvik (Barrow) Equivalent BC via aethalometer and via PSAP from PM1 Delene and Ogren (2002); Andrews, personal 
communication, 2020.

Japanese Arctic cruise Refractory BC via single particle soot photometer (SP2)
from PM10

Taketani et al. (2016)

Russian Arctic cruise Equivalent BC via aethalometer Popovicheva et al. (2017)

Aircraft  campaigns Refractory black carbon (rBC) from SP2 Moteki and Kondo (2010); Schwarz et al. (2006); 
Stephens et al. (2003) 

Th e 2014–2015 monthly modeled and measured BC appears in Figure A7.12 for all Arctic locations shown in Figure 7.19
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Figure A7.12 Modeled and measured monthly mean BC concentrations at surface Arctic measurement sites in 2014–2015.
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Chapter 7 · Modeling of short-lived climate forcers

A7.5 Arctic sulfate for 2014–15

Figures A7.13 and A7.14 show the monthly modeled and 
measured SO4 in the Arctic for years 2008–9 and 2014–15, 
respectively. Th e Arctic locations are shown in Figure 7.33. Note 
that 2008–9 has a more consistent seasonal cycle than 2014–15.
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Figure A7.13 Modeled and measured monthly SO4 concentrations at surface Arctic measurement sites in 2008–2009.
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Figure A7.14 Modeled and measured monthly SO4 concentrations at surface Arctic measurement sites in 2014–15.
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Chapter 7 · Modeling of short-lived climate forcers

A7.6 Organic aerosol

Most OA is measured by thermal optical method (as are EC and 
OC), with approximately 20% uncertainty (e.g., Sharma et al., 

2017). To compare these data to models, we applied a conversion 
factor of 1.4 to report it as OA. Figures A7.15 to A7.17 are 
discussed in the main text in Section 7.3.5.
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Figure A7.15 Top left : mean Arctic OA at observing sites. Rest of panels: the model mean biases for 2014–2015.
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Figure A7.16 Monthly Arctic OA from models and measurements for 2014–2015.
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Figure A7.17 Modeled-versus-measured Arctic OA for 2014–2015. Circles show the means, and horizontal/vertical lines represent standard deviation 
from the mean. N=number of data points; R=correlation coeffi  cient; Mean=model mean value; Median=model median value; StD=model standard 
deviation; Bias (%)=percent model bias; RMSD=root mean standard error; MAE=mean absolute error. Numbers in brackets indicate number of months 
for which data were available at each site.
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A7.7 Global PM2.5 evaluation

A wide range of horizontal resolutions are employed in the 
models, ranging from approximately 0.14° (GEM-MACH) 
to 2.8° (CanAM5-PAM) longitude. Observations provide 
clear evidence for steep gradients in annual mean PM2.5

concentrations between urban and rural regions that cannot 
be well resolved by most of the available models. To better 
reproduce concentration gradients – with the hope of enhancing 
health-impact analyses – and to more directly compare model 
results obtained at diff erent resolutions, the simulated PM2.5

concentrations for 2015 were fi rst downscaled. Th is involved 
increasing the horizontal resolution of the models’ results using 

1 Th is method was applied to models’ PM2.5a (SO4 + BC + OA + NO3 + NH4). A common dataset of PM2.5b (DU + SS) was added to each models’ PM2.5a in order 
to estimate total PM2.5 for each model.

a global, non-Arctic satellite-based dataset from Dalhousie 
University (Data ref. 7.8) at a resolution of 0.5° for that year.

Th e overall goal was to enhance regional PM2.5 concentration 
patterns by introducing spatial PM2.5 variability at scales 
unresolved by the model. An important requirement was 
that the approach needed to preserve the large-scale features 
resolved by the model, so that the enhancement of spatial 
patterns should not aff ect mean model results.

For each individual model with a nominal resolution coarser 
than 0.5°, the downscaling approach involved the following 
steps for merging the model-simulated PM2.5

1 results and 
externally specifi ed high-resolution PM2.5 dataset:
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Figure A7.18 Top left : PM2.5 from MERRA-2 reanalysis. Rest of panels: model biases. Results shown are for 2015.
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1. Remapping the external high-resolution PM2.5 dataset 
onto the model grid.

2. Calculating the ratio of externally specifi ed PM2.5

concentrations obtained in Step 1 over the simulated 
mean PM2.5 concentrations.

3. Remapping the ratio from Step 2 onto a grid with a 
resolution of 0.5°.

4. Remapping the model results onto a grid with a 
resolution of 0.5°.

5. Multiplying the ratio from Step 3 by the external high-
resolution PM2.5 concentrations (a bi-linear remapping 
method was used for this).

Undertaking the outlined calculations produced downscaled 
model results at a resolution of 0.5°, which were compared with 
observations and used to analyze health impacts. Comparisons 
with observed PM2.5 concentrations from measurement 
networks showed that this approach systematically improved 
the agreement of simulated results with observations in 2015, 
compared to the datasets at the native resolution of the models.

Figures A7.18, A7.19 and A7.20 show PM2.5 produced from 
diff erent data assimilation systems, and the downscaled-model 
diff erences for 2015.
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Figure A7.19 Top left : annual mean PM2.5 from GBD. Rest of panels: model biases. Results shown are for 2015.
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Figure A7.20 Top left : annual mean PM2.5 from University of Dalhousie (Data ref. 7.8). Rest of panels: model biases. Results shown are for 2015.
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Figure A7.21 Annual mean modeled-versus-measured PM2.5 for 2014–2015. Note this is for original model output (not downscaled). N=number of data 
points; R=correlation coeffi  cient; Mean=model mean value; Median=model median value; StD=model standard deviation; Bias (%)=percent model bias; 
RMSD=root mean standard error; MAE=mean absolute error.
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A7.8 Global aerosol optical properties

Th is section contains additional information about the AOD 
comparisons from Section 7.3.6. Figure A7.22 shows the 
number of months that AERONET AOD data was available, 
globally. Figures A7.23 shows the annual mean AOD from 
four diff erent satellite products, as well as the models. We see 
a range of AOD from the measurements that is similar to the 
range in the diff erent models. Finally, Figure A7.24 shows the 
absolute diff erences of the modeled AOD to just one of the 
satellite instruments, CALIOP-CALIPSO.
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Figure A7.22 Number of months for which AERONET AOD data was available.
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Figure A7.23 Top row: annual mean AOD from four satellite-based retreivals. Rest of panels: modeled AOD.

222 AMAP Assessment 2021: Impacts of Short-lived Climate Forcers on Arctic Climate, Air Quality, and Human Health



Chapter 7 · Modeling of short-lived climate forcers

WRF-Chem – CALIOP-CALIPSOUKESM1 – CALIOP-CALIPSONorESM – CALIOP-CALIPSOMRI-ESM2 – CALIOP-CALIPSO

MATCH-SALSA – CALIOP-CALIPSOMATCH – CALIOP-CALIPSOGISS-E2.1 – CALIOP-CALIPSOEMEP MSC-W – CALIOP-CALIPSO

ECHAM-SALSA – CALIOP-CALIPSOCIESM-MAM7 – CALIOP-CALIPSOCESM – CALIOP-CALIPSO

-1 -0.5 -0.4 -0.3 -0.2 -0.1 -0.05 0.05 0.1 0.2 0.3 0.4 0.5 1

CanAM5-PAM – CALIOP-CALIPSO

AOD bias

Figure A7.24 Model AOD biases compared to CALIOP-CALIPSO.
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8. Simulated impacts of SLCFs on climate and air quality
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8.1 Introduction

Arctic warming is a manifestation of global warming, with the 
main driver being carbon dioxide (CO2) radiative forcing (IPCC 
2013b). Arctic warming is amplified by feedbacks from sea-ice 
and snow, and affected by local radiative forcings in the Arctic, 
including those caused by the actions of SLCFs. 

The relatively short residence time of SLCFs in the atmosphere 
means that the resulting impacts on the global and regional 
climate vary greatly, both temporally and spatially (Wilcox et al., 
2013; Marvel et al., 2019). In this report, methane (CH4) is 
defined as a SLCF even though it has a lifetime of about ten years 
and is sometimes included under the category of ‘well-mixed 
greenhouse gases’. CH4 does not exhibit the same temporal and 
spatial variability as the other SLCFs with shorter lifetimes. 
While CO2 and CH4 concentrations have increased more or 
less steadily during the 20th and 21st centuries, the emissions 
of different chemical components of anthropogenic aerosol 
particles as well as ozone (O3) precursors (nitrogen oxides 
[NOX]; carbon monoxide, [CO]; and non-methane volatile 
organic compounds [NMVOCs]) first increased over Europe 
and North America when industrialization began but then 
generally decreased after the 1980s (Lamarque et al., 2010, also 
Chapter 2, Section 2.3; Chapter 6, Section 6.1.4 and Chapter 7, 
Section A7.2.2). The decrease in these air pollutants has been 
primarily in response to the introduction of air-pollutant 
control measures in these regions. Conversely, anthropogenic 
emissions of O3 precursors and aerosols over South and East 
Asia increased between the 1950s and early 21st century. In 
general, there has been a shift from the largest emissions sources 
being in North America and Europe to being in Asia since the 
1990s (Granier et al., 2011). Since 2010, efforts to mitigate poor 
air quality prompted by concerns for public health have led to 
a rapid reduction in sulfur (S) emissions in China, while India 
is on an opposite trajectory, its sulfur emissions having more 
than doubled during the same time period (Li et al., 2017). 

The impacts on the Arctic climate of SLCFs with lifetimes 
of weeks to months often depend on where the pollution 
is emitted. The climate can change due to local emissions 
of SLCFs, transport of SLCFs into the region, and remote 
influences (occurring outside of the Arctic region) prompting 
changes to SLCFs and subsequent perturbations, for example, 
in the transport of heat (Krishnan et al., 2020; Acosta-Navarro, 
2016; Sand et al., 2016; Yang et al., 2014; Ren et al., 2020). 

In general, changes in emissions and concentrations of SLCFs 
are largest outside of the Arctic region, meaning that Arctic 
climate change through SLCFs is mainly driven by a response 
to remote forcings (Gagné et al., 2015; Westervelt et al., 2015). 
The Arctic surface temperature response to black carbon (BC) 
emissions in Europe and North America, for example, has been 
estimated to be 0.06–0.1 degrees centigrade (°C) per teragram 

(Tg) per year (y) (Sand et al., 2020). For Asian emissions, 
the Arctic response was slightly lower (0.05–0.08°C/Tg/y). 
The Arctic temperature change per unit of S emission was 
estimated to be -0.020 to -0.025°C per Tg/y in a companion 
paper by Lewinschal et al. (2019), perturbing sulfur dioxide 
(SO2) emissions in the same regions. In general, considerable 
uncertainties exist with regard to the magnitude of the impact 
of sulfur emissions on the production of sulfate aerosols (SO4) 
and their impacts on climate. 

Nevertheless, local Arctic SLCF emissions and forcing changes 
may have a disproportionately large impact on Arctic surface 
temperatures per unit of emissions compared to remote 
emissions changes (Shindell and Faluvegi, 2009; Sand et al., 
2016; Sand et al., 2013; Flanner, 2013). This means that, from 
a climate perspective it is still important to characterize local 
emissions sources and SLCF concentrations (Cho et al., 2019). 
For example, Kühn et al. (2020) found that BC mitigation in 
the Arctic Council Member states alone could reduce BC 
deposition in the Arctic by about 30%.

Emissions of non-CH4 O3 precursors contribute to both 
warming and cooling, in the Arctic and globally. Model 
simulations suggest that tropospheric O3 has increased from 
pre-industrial times (1850) to the present day, although there 
are limited observations to validate the projected change. 
Output from models that contributed to the Coupled Model 
Intercomparison Project Phase 5 (CMIP5) indicate that the 
change in O3 precursor emissions has resulted in around a 
30% increase in the global tropospheric burden since 1850, 
which has resulted in an O3 radiative forcing of 0.4 Watts per 
square meter (W/m2) (Stevenson et al., 2013; Young et al., 
2013). Previous model studies have estimated the Arctic surface 
temperature response over the historic period since 1890 to be 
between +0.2°C and +0.4°C, caused by changes in tropospheric 
O3 that were mostly due to remote O3 forcing at lower latitudes 
(Shindell and Favulvegi, 2009). Tropospheric O3 produced from 
NOX, VOCs and CO emissions was estimated to produce an 
equilibrium temperature response of 0.05°C in the Arctic, while 
the response estimated for O3 produced from CH4 oxidation 
was estimated to be 0.07°C (AMAP, 2015a). 

Due to uncertainties in emissions, transport, residence time, 
mixing, chemical and physical processing, and the interactions 
of SLCFs with clouds, it is challenging to quantify the impact 
of SLCFs on Arctic climate. The internal climate variability 
in the Arctic is also particularly large, with strong seasonal 
contrasts and year-to-year fluctuations. To our knowledge, a 
careful evaluation of the impacts on climate of different SLCFs 
due to recent past and future trends in SLCF emissions has 
not yet been undertaken using a multi-model framework. 
However, the overall impact from aerosols on global and Arctic 
climate is likely to have been a continuous cooling until about 
1980 (Fyfe et al., 2013; Wilcox et al., 2013; Najafi et al., 2015; 
Marvel et al., 2019). The strong reductions in North American 



and European SO2 emissions after the 1980s may have resulted 
in an enhanced global and Arctic warming (Yang et al., 2014; 
Acosta-Navarro et al., 2016). Regardless of these reductions, the 
increase in aerosol emissions over Asia during the same period 
may have masked some of the greenhouse warming (Zhao et al., 
2019). Reducing all anthropogenic SO2 emissions would likely 
lead to a global mean warming (0.7°C, range 0.4°C–0.8°C), 
while reducing all anthropogenic BC emissions would likely 
lead to cooling (-0.05°C, range -0.15°C–0.08°C), with amplified 
signals in the Arctic (Gillett and von Salzen, 2013; Stohl et al., 
2015; Baker et al., 2015). Studies have reported a relatively small 
global temperature response to reductions in BC emissions, 
because of indirect and semi-direct effects partly offsetting the 
direct aerosol radiative effect (Baker et al., 2015; Stjern et al., 
2017). However, considerable uncertainties exist for simulations 
of these effects in models.

In AMAP, 2015a, a multi-model ensemble was used to estimate 
the contributions of present-day emissions from different 
geographical regions and source sectors on concentrations of 
BC, organic carbon (OC), sulfate, and O3. The source sectors 
were: domestic; energy and industry; transport; agricultural 
fires; grass and forest fires (natural and anthropogenic); and 
flaring. The models calculated the top-of-atmosphere (TOA) 
direct and snow/ice radiative forcing for all sectors, compounds 
and regions individually. The equilibrium Arctic surface 
temperature response to the emissions perturbations was 
estimated using a modified version of the regional temperature 
potential (RTP) concept of Shindell and Faluvegi (2009). The 
largest contributions to warming in the Arctic were found 
to come from domestic emissions originating in East and 
South Asia, and those from Russian grass and forest fires, and 
flaring. Regarding the emissions from East and South Asia, 
the greatest contribution to Arctic warming came from BC 
outside of the Arctic, while for Russia a greater proportion of 
the warming came from BC within the Arctic. The net Arctic 
surface temperature response due to the direct effect of the total 
emissions was estimated to be 0.35°C (0.40°C from atmospheric 
BC; 0.22°C from BC in snow; -0.04°C from OC; and -0.23°C 
from SO4). Note that these were equilibrium responses to 
total emissions, and represent an upper limit of possible 
future temperature changes. Due to high computing costs, 
only one climate model was used for transient fully coupled 
simulations. The model ran an aggressive mitigation scenario 
that was designed to achieve large reductions in temperature 
response in the short term at the global scale for SLCFs. The 
reduced Arctic warming from this scenario was estimated to 
be 0.3°C by 2050 (compared to 2015).

While AMAP (2015a) assessed the impacts BC and O3 on Arctic 
climate, AMAP (2015b) showed that strong future reductions in 
global emissions of CH4 could potentially reduce Arctic surface 
air temperature by between 0.26°C±0.26°C and 0.40°C±0.14°C 
for the time period 2036–2050, relative to currently legislated 
methane emissions. This finding was based on simulations with 
three global climate models (CanESM2, CESM1, and NorESM; 
Christensen et al., 2019). Differences and uncertainties in these 
estimates have been attributed to the simulation of atmospheric 
chemical processes, feedbacks of natural emissions and sinks, 
and climate variability in the models.

For this assessment, we expanded on the work conducted for 
the two previous reports by 1) investigating the climate and 
air-quality impacts of SLCF emissions, including aerosol and 
O3 precursors, and CH4, and 2) using transient simulations with 
five fully coupled ocean-atmosphere general circulation models 
or Earth system models (hereafter referred to as ESMs). To 
investigate impacts of future concentrations of CH4, BC and co-
emitted species on the Arctic climate, newly developed scenarios 
for future SLCFs emissions were used, which are discussed in 
Section 8.2. The SLCF changes forecast in the ESM simulations 
are given in Section 8.3.2, and the climate response to these 
changes is given in Section 8.3.3. The modeling simulates all 
climate effects in detail, including aerosol-cloud interactions 
and ocean/sea-ice feedbacks. Furthermore, all five ESMs also 
incorporate feedbacks from changes in the burden of dust and 
sea salt, and most of them consider feedbacks from changes in 
dimethyl sulfide (DMS) and secondary organic aerosols (SOAs). 
As global emissions of anthropogenic aerosols are expected to 
decrease in the future, these often poorly quantified natural 
aerosol feedbacks may become increasingly important for the 
Arctic climate (Mahmood et al., 2019; Boy et al., 2019, Willis 
et al., 2018; Browse et al., 2014; Struthers et al., 2011). Feedbacks 
from fires on aerosol emissions are, however, not explicitly 
simulated by the models but are prescribed. Furthermore, the 
models do not include any natural feedbacks on CH4 emissions.

A summary and overview of ESM results is given in Section 8.3, 
with the climate penalties and benefits associated with the 
various cooling and warming SLCF species discussed in detail 
in Sections 8.4 and 8.5. The air-quality impacts are also assessed. 
The analysis in these sections is focused on how key emitted 
chemical species from the Arctic Council Member states and 
Observer countries contribute to the net Arctic warming 
rate, based on results from simulations with the global ESMs, 
Chemistry Transport Models (CTMs), and simplified models.  
Finally, the impacts of changing natural SLCF emissions are 
discussed in Section 8.6, with conclusions drawn in Section 8.7 
and recommendations made in Section 8.8.

8.2 Emissions scenarios

8.2.1 Introduction

Several of the future anthropogenic emissions scenarios from 
IIASA-GAINS ECLIPSE v6b (Chapter 2) were made available 
for the simulations of future climate and air quality summarized 
in this assessment. In the following sections, emissions of SLCFs, 
SLCF precursors, and CO2 are analyzed to determine the impacts 
of anthropogenic emissions sources within large geographic 
regions on the Arctic climate and regional air quality.

A distinction is made between emissions from upstream oil 
and gas production sources (oil and gas flaring) and combined 
fossil-fuel and biofuel sources related to energy consumption 
(fossil fuel and biofuel). The former includes storage and 
distribution (encompassing intended venting and unintended 
leakage occurring during the extraction and transportation 
of oil and gas), the release of ventilation-air CH4 during 
coal mining, and the flaring of excess gases and liquids. The 
latter includes: land-based emissions from residential and 
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commercial sources; agriculture and waste burning on fi elds; 
power plants, energy conversion and extraction; industrial 
combustion and processing; surface transportation; and waste 
processing. In addition to these upstream and downstream 
sources, emissions from international shipping sources 
(shipping) are also considered.

In the models, emissions from aviation, vegetation fi res, and 
other natural sources – which are not part of the IIASA-GAINS 
ECLIPSE v6b emissions scenarios – are based on emissions 
specifi ed according to the Shared Socioeconomic Pathway (SSP) 
2–4.5 scenario (van Marle et al., 2017). Exceptions exist for 
some of the models (see the Appendix of Chapter 7 for details).

Th e global baseline scenario used here assumes that current 
legislation (CLE) to mitigate future air pollution emissions is 
implemented. In addition, a mitigation scenario based on the 
application of best available technologies to reduce future air-
pollutant emissions (the maximum feasible reductions [MFR] 
scenario) is used. In the MFR scenario, which is for baseline 
activity data, the introduction of measures is not constrained 
by their costs but there are limitations on how quickly certain 
measures achieve high market penetration (Chapter 2). Th e 
CLE and MFR scenarios employ 2015 as the base year for the 
future projections, with identical emissions for that year.

Neither the CLE or the MFR scenario considers mitigation 
measures that are specifi cally aimed at improving the Arctic 
climate. Th erefore, an additional scenario is also examined 
in Section 8.5 – aimed at mitigating SLCFs – which produces 
a lower net climate forcing than the MFR scenario. Th is so-
called CFM scenario is achieved by focusing on mitigating 
emissions of warming SLCFs. Specifi cally, strong mitigation 
measures are assumed for CH4 and BC that are similar to the 
MFR scenario. Only minor additional reductions of cooling 
species (OC, SO2, and NOX) occur, relative to the CLE scenario, 
which are necessary to achieve full BC mitigation. CO and 
VOCs are reduced strongly, while ammonia (NH3) remains 
at the level of CLE measures. A brief summary of scenarios is 
provided in Table 8.1, for reference.

Given large-scale variations in atmospheric processes and 
the long-range atmospheric transport patterns of SLCFs, 
it is useful to broadly distinguish between emissions from 
western and eastern Arctic Council Member states, Arctic 
Council Observer countries, and other nations (Figure 8.1). 
Although this choice is somewhat arbitrary, it helps to facilitate 
the analysis of climatic changes in the Arctic (defi ned here as 
the region north of 60°N) and air quality at regional scales in 
Section 8.4. Th e consequences of changes in emissions from 
individual countries are beyond the scope of current modeling 
and analysis capabilities.  

8.2.2  Historic and future changes 
in emissions fluxes

For 2015, 26% of global anthropogenic CH4 emissions under 
the CLE and MFR emissions scenarios originated from Asian 
Observers. Arctic Council Member states contributed 11% 
(west) and 8.6% (east) to global anthropogenic CH4 emissions, 
respectively. Th e Rest of Europe contributed 6.1%. Almost 
half (48%) of the emissions were generated by the Rest of the 
World. Most of the emissions were produced by the fossil-fuel 
and biofuel sector (82%). Th e oil-and-gas sector produced 18%. 
Contributions from shipping amounted to less than 0.001% 
(Figure 8.2, Table A8.1).

Relatively small net changes in global CH4 emissions between 
1990 and 2015 are attributable to reductions in oil-and-gas-
sector emissions from eastern Arctic Council Member states, 
which partly compensates for increases in fossil-fuel- and 
biofuel-burning emissions from Asian Observer countries and 
the Rest of the World (Figure 8.2, Table A8.2).

Under the CLE scenario, global emissions of CH4 are projected 
to increase steadily by 32% from 2015 to 2050, mainly due to 
a ramping up of fossil-fuel and biofuel emissions from Asian 
Observer countries and the Rest of the World (Table A8.3). 
Alternatively, with maximum feasible reductions in emissions 
across a broad range of regions and sectors (MFR scenario), 
global emissions of CH4 are projected to decrease by 30% 
from 2015 to 2050, aft er an initial increase in emissions 
(Table A8.4).

The lifetime of CH4 in the atmosphere is influenced by 
chemical reactions, which involve reactive gases that control 
tropospheric hydroxyl radical concentrations, including CO, 
VOCs, and NOX (Prather et al., 2012; Naik et al., 2013). All 
regions considered here contributed to increases in global NOX

emissions over the 20th century, corresponding to a steady 
increase in fossil-fuel and biofuel combustion. However, 

Table 8.1 Anthropogenic emissions scenarios in climate and air-quality 
simulations. Details are provided in Chapter 2.

Scenario Key assumptions

CLE Current emission-control legislation

MFR Best available technologies to reduce future 
air-pollutant emissions

CFM Best available technologies to reduce future 
air-pollutant emissions focusing on mitigating 
emissions of warming SLCFs

Figure 8.1 Regions selected for the analysis of impacts on climate and air 
quality of anthropogenic emissions from land-based sources, including oil- 
and gas-fl aring sources. Arctic Council Member states include Canada and 
the USA (western Arctic Council; orange), and the Kingdom of Denmark, 
Finland, Iceland, Norway, the Russian Federation, and Sweden (eastern 
Arctic Council; light blue). European Arctic Council Observer countries and 
western Eurasian states are represented by a single region (rest of Europe; 
mid-blue). Arctic Council Observer countries in southern and eastern Asia 
are also represented by a single region (Asian Observers; dark blue). Impacts 
from international marine transport by sea and other waterways are analyzed 
separately for Arctic (latitudes >60°N) and non-Arctic (latitudes <60°N) 
regions. Note that emissions from Svalbard are omitted.
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NOX emissions from western Arctic Member states and the 
Rest of Europe declined between 1990–2015 (Table A8.2). 
Emissions of CO and VOCs followed similar trends as NOX

emissions, refl ecting policy actions targeting air pollutants 
in Europe and North America. Under the MFR scenario, 
substantial reductions in emissions of NOX, CO, and VOCs 
are projected to occur between 2015–2050 (by -60%, -68%, 
and 57%, respectively; Table A8.4).

In 2015, about 8% of the global BC emissions under the CLE 
and MFR scenarios originates from Arctic Council Member 
states (3% from eastern and 4.8% from western Arctic Council 
Member states, Figure 8.3, Table A8.5) – fi gures that exclude 
emissions sources that are predominantly caused by natural 
processes. In comparison, Asian Observer countries and 
the Rest of the World generated 36% and 50% of the global 
anthropogenic BC emissions, respectively. Non-Arctic and 

Arctic shipping contributed 0.7% and 0.007% to the global 
BC emissions, respectively. Th e fossil-fuel and biofuel sectors 
account for almost all of the emissions (97%). However, large 
regional diff erences exist. Th e oil-and-gas sector accounts for 
35% of total BC emissions from eastern Arctic Council Member 
states for 2015, for example.

Total emissions of BC changed little between 1990–2015 
(-0.4%), with steady increases in emissions from the Rest 
of the World but reductions in all other regions during this 
time period (Figure 8.3, Table A8.6). In the future, global 
BC emissions are projected to decrease by between 17% 
(CLE) and 77% (MFR), largely due to reductions in fossil-
fuel and biofuel combustion (Tables A8.7 and A8.8), mainly 
in Asian Observer countries (-51% [CLE] to -90% [MFR]) 
and the Rest of the World (+14% [CLE] to -66% [MFR]). 
Oil and gas sector emissions from eastern Arctic Council 

Figure 8.2 Summary of regional emissions in Tg/y of CH4, CO, VOCs, and NOX in 2015 (top left ), changes in emissions between 1990–2015 (top right), 
and during 2015–2050 under the CLE (bottom left ) and MFR (bottom right) scenarios. CO is scaled by a factor of 0.1 for clarity. Grey shades are used 
to distinguish contributions from diff erent sectors. See Chapter 2 for defi nition of the sectors.
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Member states are projected to decrease by between 33% 
(CLE) and 96% (MFR).

Sulfate aerosols are produced from oxidized sulfur 
compounds during the combustion of fossil fuels and 
biofuels, and subsequent chemical reactions in the clear 
atmosphere and in clouds. Most of the sulfur is emitted into 
the atmosphere in the form of SO2. About 12% of global 
sulfur emissions in 2015 originated from Arctic Council 
Member states (7.1% from eastern and 5.4% from western 
Arctic Council Member states, Figure 8.3, Table A8.5). Asian 
Observer countries and the Rest of the World generated 34% 
and 33% of global sulfur emissions, respectively. The fossil-
fuel and biofuel sector, and shipping, account for nearly all 
the emissions (86% and 14%, respectively).

Sulfur emissions were substantially higher in 1990 than in 2015 
in the Arctic Council Member states and the Rest of Europe 
(by 354% for western Arctic Council Member states; 196% for 
eastern Arctic Council Member states; 508% for the Rest of 
Europe), consistent with efficient policy actions targeting air 
pollutants and acid deposition.  

In the future, sulfur emissions are projected to decline steadily 
for nearly all regions and sectors, including emissions from 
global shipping (Figure 8.3). Emissions reductions in Asian 
Observer countries are particularly large, especially under 
the MFR scenario, where projected emissions decline by 74% 
(global mean) and 70% (Asian Observers) between 2015–2050 
(Table A8.8).

Figure 8.3 Regional emissions in Tg/y of sulfur (S), organic carbon (OC) and black carbon (BC) in 2015 (top left), changes in emissions between 1990–2015 
(top right), and during 2015–2050 according to the CLE (bottom left) and MFR (bottom right) scenarios. Emissions of OC and S are scaled by a factor 
0.1 for clarity. Grey shades are used to distinguish contributions from different sectors.
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8.2.3  Changes in the abundance of 
CO2 and CH4

The abundance of global mean CO2 is projected to steadily 
increase from 2015 to at least 2050 under the SSP2–4.5 
scenario, used here for non-SLCF species (Figure 8.4), based 
on simulations with a climate and air-quality emulator (Box 8.1). 
The projected increase is largely driven by increasing emissions 
from Asian Observers and the Rest of the World, although there 
are considerable contributions from emissions sources in western 
Arctic Council Member states and the Rest of Europe, too. In 
the emulator, lifetimes of CO2 are specified for different carbon 
sink processes in order to empirically account for the combined 
effects of these processes on global mean CO2 mass budgets.

While the results from exploratory simulations of the CH4 
lifecycle in ESMs are encouraging, CH4 abundances are 
commonly simulated using reduced-complexity models, 
including emulators (Chapter 7.1.1). For this assessment, the 
emulator (Olivié et al., 2021) was also used to simulate changes 
in global mean CH4 tropospheric abundance based on specified 
anthropogenic emissions of CH4, NOX, CO, and VOCs. The 
emulator accounts for changes in the lifetime of CH4 in the 
atmosphere, which result from changes in emissions of NOX, 
CO, and VOCs. However, the simulated CH4 lifetime does not 
respond to changes in the rate of CH4 loss in the stratosphere, 
CH4 uptake by soils, reactions with tropospheric chlorine, 
atmospheric temperature, or feedbacks in natural sources 
and sinks of CH4. Global mean natural emissions of CH4 are 
specified as 202 Tg/y (Prather et al., 2012). 

The global mean observed abundance of CH4 rose slowly between 
1990–2015 (Figure 8.5), which is consistent with relatively small 
changes in anthropogenic CH4 emissions over this period. 
Simulated results are largely consistent with the observed 
changes. In particular, the time period spanning 1999–2007 
represents an unusual hiatus in the increase in abundance of 

CH4, which has been previously linked to emissions reductions 
due to the break-up of the Soviet Union in 1991.

Rising CH4 emissions from Asian Observer countries and the 
Rest of the World were largely responsible for a slowly increasing 
abundance of CH4 between 1990–2015, with additional 
contributions from western Arctic Council Member states 
(Section 8.2.2). Increases in emissions from these regions were 
partly compensated for by declining emissions from eastern 
Arctic Council Member states and the Rest of Europe, which 
considerably slowed the net CH4 growth rate over this period.

Figure 8.4 Changes in simulated volume mixing ratios of CO2 under 
the SSP2–4.5 scenario (dashed black line). Observed mixing ratios 
(Meinshausen et al., 2017) are shown for comparison (solid black line). 
Contributions of emissions from different regions to simulated mixing 
ratios are indicated by the colored shading. The simulated values match the 
observed ones in 2014 by construction of the emulator. Note that due to the 
relatively small magnitude of the emissions from Arctic marine shipping, 
these contributions may not be discernible in the graph.
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Box 8.1: Climate and air-quality emulator

Assessing the impacts of emissions controls on air-pollutant 
concentrations and climate in this report included using 
results from simulations undertaken with a climate and 
air-quality emulator, alongside results from 3D climate 
and air-quality grid-point models. The emulator is based 
on specified relationships between concentrations and 
radiative forcing responses to emissions changes, which 
are derived from simulations with the comprehensive 3D 
climate and air-quality grid-point models. The emulator 
consists of model components for climate and air quality 
(Olivié et al., 2021).

The climate emulator component is based on linearized and 
highly approximated mass and energy balances of the climate 
system. It simulates the forced response in regional mean 
surface air temperature to a series of instantaneous pulse 
emissions of different chemical species, which affect the 
energy balance of the climate system by changing radiative 
forcings of greenhouse gases and SLCFs in the atmosphere. 
The temporal evolution of the regional mean temperature 
in response to the pulse emission is approximated using a 
specified climate sensitivity, time scales of heat dissipation, 

and other parameters derived from simulations with more 
comprehensive models, in addition to regional temperature 
potentials (RTPs) which were previously used for AMAP 
(2015b). Furthermore, radiative forcings of CO2 and CH4 
are simulated, based on global atmospheric mass budgets 
that account for key physical- and chemical-loss processes. 
Given the simplicity of the calculations, the emulator cannot 
be used to simulate changes in sea ice, precipitation, or 
other important climate variables. Further, natural climate 
variability on inter-annual to multi-decadal scales is not 
simulated; instead, results from simulations with the 3D 
climate models are used for that purpose.

The air-quality emulator component is based on pre-
calculated relationships between emissions and concentration 
responses from more comprehensive 3D grid-point models. 
Source-receptor relationships are used to simulate impacts 
of emissions on annual mean air-pollutant concentrations. 
As with the climate emulator component, efficiency of 
calculations is achieved by applying rigorous approximations 
of complex physical and chemical atmospheric processes.
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Increasing NOX emissions from marine transport caused small 
reductions in the lifetime of CH4 between 1990–2015. This also 
helped to slow the net CH4 growth rate, despite increasing CH4 
emissions from marine transport sources.

The simulated increase in CH4 abundance during 2015–
2020, according to both scenarios, is largely consistent with 
recent observations of a more rapidly increasing trend in 
2019 (Data ref. 8.1). With current legislation (under the 
CLE scenario), the CH4 abundance is projected to steadily 
increase beyond 2020 at least until until 2050. The change is 
largely attributable to increases in CH4 emissions from Asian 
Observers and the Rest of the World, although emissions 
from western Arctic Council Member states also contribute 
to the increase. With maximum feasible reductions in SLCF 
emissions (under the MFR scenario), the abundance of CH4 
is projected to decline from the 2020s until at least 2050, 
eventually reaching levels last observed in the 1990s. CH4 

emissions and abundance from sources in Asian Observer 
states and the Rest of the World are projected to decrease from 
2015 to 2050. The reductions in global mean CH4 abundance 
are largely due to decreases in emissions from Asian Observers 
and the Rest of the World, combined with continued 
reductions in emissions from eastern Arctic Council Member 
states over this period. Despite emissions reductions from 
Asian Observers and the Rest of the World under the MFR 
scenario, CH4 abundance from sources in Asian Observer 
states and the Rest of the World is still projected to be higher 
in 2050 than in 1990. This is due to the delay in emission 
changes being reflected in the abundance, as a consequence 
of the roughly nine-year atmospheric half-life of CH4.

ESM simulations in the following sections employ specified 
global and annual mean CH4 and CO2 abundances that were 
generated using a method similar to the emulator used in 
this and subsequent chapters (Olivié et al., 2021). However, 
a linear increase in global mean temperature of 0.2°C per 
decade from 2019 to 2050 was assumed for the calculation of 
specified CH4 abundances in the ESMs, which approximately 
matches simulated warming rates for the SSP2–4.5 scenario 
(Section 8.3.3). This leads to a lower projected increase in the 
specified CH4 abundances between 2015–2050 (356 ppb versus 
417 ppb, for the CLE scenario), compared to the emulator 
results that are discussed in this chapter. In the ESMs, the 
specified CH4 abundance in 2050 differs by 625 ppb between the 
CLE and MFR scenarios, compared to a difference of 614 ppb 
in the emulator simulations. 

The specified annual and global mean abundance of CO2 in 
the ESMs increases from 399.9 ppm from 2015 to 507 ppm in 
2050, according to the SSP2–4.5 scenario (Meinshausen et al., 
2020), whereas the emulator simulates an increase to 493 ppm 
in 2050 for the same emissions. These differences are caused 
by differences in parameterizations of CO2-related processes 
in the reduced-complexity models.

The analysis above does not account for future changes in 
natural emissions that are associated with climate change. 
According to AMAP (2015b) natural emissions changes in an 
‘extreme’ case would lead to a 357 ppb increase in global mean 
CH4 abundance by 2050. This corresponds to about 60% of 
the 614-ppb difference between the CLE and MFR scenarios. 
Consequently, any additional warming from natural CH4 
emission feedbacks would likely be smaller than temperature 
changes associated with differences in anthropogenic emissions 
between these scenarios. However, substantial uncertainties in 
natural emissions exist (Section 8.6).

8.3  Future changes in global and Arctic 
climate systems

8.3.1 Introduction

Five fully-coupled ESMs with interactive ocean and sea-ice 
components were used to determine the full climate impacts 
of SLCF emissions scenarios, including on temperature, 
precipitation, and sea ice. These are: NorESM (three ensemble 
members), CESM2 (four ensemble members), MRI-ESM2 (five 

Figure 8.5 Changes in simulated global and annual mean volume mixing 
ratios of CH4 according to the CLE (upper) and MFR (lower) scenarios 
(dashed black lines). Observed mixing ratios (Meinshausen et al., 2017) 
are shown for comparison (full black lines). Note that, due to the relatively 
small magnitude of the emissions from Arctic marine shipping, these 
contributions may not be discernible in the graph.
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ensemble members), GISS-E2.1 (three ensemble members), 
and UKESM1 (three ensemble members). Th e models were 
initialized from the Coupled Model Intercomparison Project 
Phase 6 (CMIP6) historical simulations. Th e simulations for 
four models (CESM2, MRI-ESM2, GISS-E2.1, and UKESM1) 
were branched off from the year 2000 and NorESM was 
branched off  from 2011. Between the branch-off  time and 
2020, all simulations follow the IIASA-GAINS ECLIPSE V6b 
emissions scenarios CLE, while aft er 2020 the CLE and MFR 
runs follow their respective, diverging emissions pathways. 
Results are shown for 2015–2050.

8.3.2.  Multi-model mean SLCF burden, 
air quality, and top-of-atmosphere 
radiative forcing changes

8.3.2.1 Burdens

Th e multi-model mean (MMM) global and Arctic burdens of 
BC, OA, SO4, anthropogenic fi ne particulate matter (PM2.5), 
and O3 are presented in Figures 8.6 and 8.7, respectively. All 
individual aerosol species and PM2.5 decrease under both 
the CLE and MFR scenarios, with MFR leading to greater 
reductions. Th e fi gures also show the large variability between 
the ESMs. Th e CLE scenario reduces the global [Arctic] 
aerosol burdens by 5–12% [17–22%] by 2050 compared to 
2015, while the MFR scenario leads to reductions of 10–48% 
[8–44%] by 2050, with the largest relative changes simulated 
for the BC burdens. In contrast, under CLE, the tropospheric 
O3 burden is projected to rise again aft er 2030, leading to 
a slight increase of 2.5% [0.5%] compared to 2015, while 
MFR leads to an initial sharp reduction of 7% [9%] in 2030 

followed by a slight increase – giving an overall reduction of 
9% [10%] in 2050 compared to 2015. Th e burdens simulated 
by the ESMs for each component are shown in Figures A8.1, 
A8.2, A8.3, A8.4, and A8.5 in the Appendix. 

8.3.2.2  Projected future radiative forcings 
of individual aerosol components

Among the five ESMs, GISS-E2.1 was the only model to 
perform the simulations with a double call to the radiation 
code, facilitating attribution of the total direct aerosol 
radiative forcing to individual components (BC, OC, SO4, 
and nitrate [NO3]). Figures 8.8 and 8.9 show the TOA 
longwave and shortwave direct radiative forcings, and 
contributions of the individual aerosol species (BC, OC, 
SO4, NO3, and total, respectively) for the CLE scenario, as 
well as the difference between the MFR and CLE scenarios, 
calculated by GISS-E2.1. 

Globally, the TOA longwave radiative forcing due to 
aerosols stayed at around 0.060±0.003 W/m2 between 
2015 and 2050 in the CLE scenario (Figure 8.8), mainly 
due to an increase in nitrate aerosol (NO3) forcing and a 
decrease in SO4 forcing, with BC and OC forcings remaining 
constant. Over the Arctic, the total aerosol forcing in the 
CLE scenario increased slightly from 0.042±0.003 W/m2 in 
2015 to 0.043±0.003 W/m2 in 2050. In the MFR scenario, the 
model projects a rapid decrease in both the global and Arctic 
TOA longwave forcing from all aerosol species between 
2020–2025, leading to a further decrease of the total aerosol 
forcing by 0.010 W/m2, which remains at that level until 
2050, with some year-to-year variability.  
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Figure 8.6 Multi-model means (MMMs) and spread of global BC, organic aerosol (OA), sulfate (SO4), anthropogenic PM2.5 and O3 burdens under the 
CLE and MFR scenarios. Th e fi gure shows MMMs over the number of ensembles from all ESMs, along with the standard deviation.
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Figure 8.8 Global (upper panel) and Arctic (lower panel) TOA longwave (LW) direct radiative forcing for the diff erent aerosol species (in W/m2), as 
simulated by the GISS-E2.1 model. Th e mean over three ensembles is shown, along with the standard deviation. Th e left  panel shows CLE for 2015–2050, 
while the right panel shows the diff erence between MFR and CLE scenarios (MFR–CLE) for 2020–2050.
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Figure 8.7 Multi-model means and spread of global BC, organic aerosol (OA), sulfate (SO4), anthropogenic PM2.5 and O3 burdens over the Arctic in CLE 
and MFR scenarios. Th e fi gure shows multi-model means (MMMs) over the number of ensembles from all ESMs, along with the standard deviation.
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Regarding the TOA shortwave radiative forcing (Figure 8.9), 
the CLE scenario produces a slight increase in global total 
aerosol forcing in 2050 (-0.794±0.038 W/m2) compared 
to the 2015 forcing (-0.772±0.032 W/m2), which is mainly 
driven by the increase in the negative NO3 forcing, with the 
decreases in the negative SO4 and the positive BC forcing 
counterbalancing each other. Over the Arctic, the total aerosol 
forcing decreases throughout the simulation period, driven 
mainly by the decrease in BC forcing, while forcings due 
to other aerosol types remain constant. Th e MFR scenario 
leads to a net increase of TOA shortwave aerosol forcing, in 
particular during 2020–2025, of 0.012 W/m2. Th is is driven 
by the larger decrease in SO4 forcing, together with OC and 
NO3 forcings, while the decrease in BC forcing is smaller than 
the change in shortwave forcing from other species. Over the 
Arctic, the BC and SO4 forcings compete, with the decrease of 
the positive BC shortwave forcing outweighing the decrease 
in the negative shortwave SO4 forcing. Th is leads to the net 
aerosol forcing being around the same level projected under 
the CLE scenario.

8.3.3 Climate response to future scenarios 

In this section, trends are presented for the temperature at the 
lowest atmospheric level (here referred to as the near-surface 
air temperature [NSAT]), precipitation, and sea-ice changes 
for all ESMs. 

Figure 8.10 shows the global mean and Arctic mean NSAT 
anomalies relative to the 2015–2025 mean for the CLE and 
MFR emissions scenarios, with SSP2–4.5 scenario for non-

SLCF emissions, as detailed in Section 8.2. Over the 2010–2050 
period, global mean temperatures are projected to increase by 
about 1.0°C, while Arctic temperatures are projected to increase 
by more than twice the global mean. Th e UKESM1 model 
projects greater warming than the other four models, which 
can be explained by its high-equilibrium climate sensitivity 
(Zelinka et al., 2020).

To put these changes in the context of other ESMs, Figure 8.11 
shows the changes in Surface Air Temperature (SAT; 2-m air 
temperature) for the 34 CMIP6 models that were available 
as of March 2020. Comparison with Figure 8.10 shows that, 
while CMIP6 models employ diff erent scenarios for SLCFs 
(Chapter 2), the mean of the MFR and CLE simulations project 
warming at a very similar rate to the mean of the 34 CMIP6 
models. The UKESM1 MFR and CLE simulations project 
warming at a similar, or slightly faster, rate than the fastest 
warming projected by the CMIP6 models.

With regards to quantifying the impacts of the CLE and 
MFR emissions scenarios on warming rates, comparison 
of the dashed (MFR) and solid (CLE) lines in Figure 8.10 
shows this impact to be small. Figure 8.12 (a) shows that by 
2045–2050, the ensemble median global NSAT difference 
is close to zero, while, averaged over the Arctic, four of the 
five models are slightly warmer under the MFR scenario 
than the CLE one, although this warming is not statistically 
significant for any of the models. Figure 8.12 (b) shows NSAT 
long-term linear trends (2015–2050). For both the global and 
Arctic means, there are no statistically significant different 
trends between the MFR and CLE scenarios. Furthermore, 
spatial evaluation of the trends shows that, while northern 

Figure 8.9 Global (upper panel) and Arctic (lower panel) TOA shortwave (SW) radiative forcing for the diff erent aerosol species (in W/m2) as simulated 
by the GISS-E2.1 model. Th e mean over three ensembles is shown, along with the standard deviation. Th e left  panel shows CLE for 2015–2050, while 
the right panel shows the diff erence between MFR and CLE scenarios (MFR–CLE) for 2020–2050.
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Figure 8.10 (a) Global mean and (b) Arctic mean near surface air temperature (NSAT) anomaly compared to the 2015–2025 mean in CLE (solid) and 
MFR (dashed) simulations. Note the diff erent scales in temperature anomalies between (a) and (b). Lines represent means from single model ensembles, 
with shading depicting the ranges.

Figure 8.11 (a) Global mean and (b) Arctic mean near surface air temperature (NSAT) anomaly compared to the 2015–2025 mean in CMIP6 simulations. 
Note the diff erent scales in temperature anomalies between (a) and (b). Th e lines represent the mean of 34 CMIP6 models and shading depicts the 
multi-model range.
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Europe is projected to a warm slightly across 
the different models under the MFR scenario, 
there are no regions that have a consistent 
and significant pattern of temperature change 
across all models (Figure 8.13).

A reduction in Arctic sea-ice extent of 
~1–3 x 1012 m2 is observed across most models 
(Figure 8.14) but the change projected by 
UKESM1 is the largest, at ~5 x 1012  m2. Th e 
responses for the CLE and MFR scenarios are 
similar to each other, and the diff erences between 
the two scenarios are not statistically signifi cant. 

Global mean precipitation (Figure 8.15) 
increases towards 2050 following the trend of 
warmer surface temperatures (Figure 8.10), 
as has been predicted for warmer climates 
(Trenberth, 1998). Th e diff erence between the 
two scenarios is small, but there is a slightly 
larger increase in precipitation under the MFR 
scenario than the CLE scenario (Figure 8.16). 
Th is matches the temperature diff erence between 
the two scenarios, where the MFR scenario is 
slightly warmer than the CLE scenario. Th e 
small increase in precipitation under the MFR 
scenario is also observed in the diff erence in 
precipitation climatology across most months in 
the Arctic for 2045–2050 (Figure 8.17), although 
most of these changes are not signifi cant. No 
signifi cant changes to cloud cover were found.

To summarize the above findings, all ESMs 
project warming during 2020–2050, similar 
to the CMIP6 ESMs. Th e multi-model NSAT 
responses for the MFR and CLE emissions 
scenarios are similar, with a small (non-
statistically-significant) warming under 
the MFR scenario compared to CLE. The 
precipitation response follows a similar pattern 
to temperature, with a small (non-statistically-
distinguishable) increase under the MFR 
scenario, compared to CLE. Th ere does not 
seem to be any diff erence in the Arctic sea-
ice extent for the two scenarios. Th us, from 
an ESM perspective, the diff erence between 
the two SLCF emissions strategies on global 
and Arctic climate variables are small. Th is is 
further evaluated using the emulator approach 
in Section 8.4.5. 

Figure 8.13 Spatial patterns for linear trends for NSAT 
change from 2015–2050 for the CLE and MFR scenarios, 
and the diff erence between them. Stippling indicates 
significance, as calculated using the Mann-Kendall 
trend test.
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Figure 8.14 Changes in the total Arctic sea-ice extent for the ESMs for CLE 
(solid) and MFR (dashed) scenarios.

Figure 8.15 Global and Arctic mean total surface precipitation anomalies 
(2015–2025) for all models for the CLE (solid) and MFR (dashed) scenarios. 
Shading indicates the range for the individual ensemble members.

Figure 8.16 Global mean (a) and Arctic mean (b) precipitation (averaged 
over 2045–2050) for the MFR and CLE scenarios, and the difference 
between the global mean and Arctic mean precipitation (c) (averaged 
over 2045–2050) between the MFR and CLE scenarios.
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8.4  Linking sources of air pollution in 
Arctic Council Member countries and 
Observer states to Arctic climate  

8.4.1 Introduction

The global CLE and MFR emission scenarios produced 
considerable differences in SLCF concentrations and radiative 
forcings, yet differences in simulated Arctic warming rates 
are indiscernible, according to the analysis of global ESM 
results in Section 8.3.3. The cause of the simulated Arctic 
temperature differences are analyzed in the following text, with 
a focus on  how the key chemical species emitted from Arctic 
Council Member states and Observer countries contribute to 
the projected Arctic warming rate and air-quality trends. In 
particular, air pollutants are considered historically to have had 
significant warming (CH4, BC, and O3) and cooling (sulfur) 
influences on global climate. 

The analysis builds on the available results from the coupled 
ESMs for 2015–2050, in addition to further results from 
tropospheric Chemistry Climate Models (CCMs), atmospheric 
climate models, CTMs, and the emulator (Section 8.2.3). 
Three emission scenarios are considered: CLE, MFR, and 
CFM. Analysis of changes in the regional emissions of the 
different chemical species is presented in Section 8.2. Changes 
in emissions between 1990 and 2015 are also considered, to give 
a historical context. Throughout the whole chapter, changes 
caused by emissions of different SLCF chemical species are 
compared with impacts of CO2 emission changes. 

To show the sensitivity of O3 (surface concentrations and 
radiative forcing) to changes in precursor emissions, additional 
idealized experiments were conducted (Section 8.4.2). In these, 
20% reductions were made for regional anthropogenic emissions 
from different source regions and sectors, in a similar way to 
those used to calculate direct aerosol radiative forcings. The 
projected influences of regional emissions on concentrations of 
aerosols and particulate matter are discussed in Section 8.4.3, 
with the potential impacts of these concentration changes on 
health discussed in Chapter 9. The impacts of regional emissions 
on radiative forcings are summarized in Chapter 8.4.4, followed 
by an analysis of the impacts on Arctic temperature. 

8.4.2  Response of O3 to regional changes 
in precursor emissions

Tropospheric O3 is a secondary pollutant, formed 
photochemically in the atmosphere from emissions of NOX 
and VOC precursors. It is a greenhouse gas, and a harmful 
pollutant in the surface atmosphere. Details of the formation 
of tropospheric ozone and its sources are given in Chapter 6, 
Section 6.2. For this assessment, a simple parameterized 
model was used to assess the impacts of reductions in regional 
SLCF emissions on surface O3 – from the perspectives of 
air-quality and climate (via O3 radiative effects). The O3 
parameterization uses source-receptor relationships derived 
from atmospheric chemistry models that participated in 
emissions perturbation experiments conducted as part of the 
Hemispheric Transport of Air Pollutants (HTAP) project, and 
introduces a level of uncertainty based on the diversity of input 

models (Turnock et al., 2018; 2019). The parameterization 
uses changes in regional precursor emissions (NOX, CO and 
NMVOCs), as well as changes in global CH4 abundances, to 
scale the source-receptor relationships of the tropospheric O3 
response from the individual models used to construct the 
parameterization. A linear scaling factor is used to calculate 
the O3 response from changes in CO and NMVOCs emissions, 
with a quadratic scaling factor used to account for the non-
linear responses from changes in NOX emissions and CH4 
abundances. The parameterization has a baseline year of 2010 
and is therefore not able to account for impacts on O3 from 
changes in climate, chemical environment (O3 production 
or loss) and the long-term feedback of emission changes on 
oxidants and CH4 lifetime.   

The change in global and regional O3 concentrations is 
calculated based on the response to the emissions perturbation 
scenarios. The calculated changes in tropospheric O3 are 
combined with the O3 radiative kernel of Rap et al. (2015) 
to estimate the instantaneous O3 radiative effect and direct 
O3 radiative forcings from regional emissions perturbations 
analogous to those in Section 8.3.2. For further details on the 
development and previous uses of the parameterization see 
Wild et al. (2012) and Turnock et al. (2018, 2019). 

The response of surface O3 and direct O3 radiative forcing to 
idealized 20% reductions in regional anthropogenic emissions 
from different source regions and sectors was estimated in 
order to show the sensitivity of O3 to changes in precursor 
emissions and to compare the direct aerosol radiative forcings 
in section 8.4.4. The tropospheric O3 response to regional 
changes in anthropogenic O3 precursor emissions over the 
historical period (1990–2015) and for the CLE and MFR 
future scenarios (2015–2050) was also calculated from the 
parameterization for comparison to that from aerosols 
in section 8.4.3 and 8.4.5. It is important to note that the 
calculated surface and tropospheric O3 changes account only 
for the direct response of O3 to changes in precursor emissions 
and global CH4 abundance. They do not include the longer-
term impacts of changes in these emissions on the tropospheric 
hydroxyl radical (OH) distribution and CH4 lifetime (e.g. the 
atmospheric chemical methane feedback; Holmes, 2018), and 
the subsequent response of the tropospheric O3 distribution. 
They also do not include the effects of climate change over 
these periods.

8.4.2.1  Surface O3 response to regional 
emissions perturbations

In response to an idealized 20% reduction in all O3 precursor 
emissions (NOX, CO, NMVOCs and CH4), surface O3 was 
reduced by 1.5 ppb (~5%) over the Arctic and Rest of the World 
and by more than 3 ppb (~7%) across the Asian Observers. 
The largest reductions in surface O3, of 1.5 ppb, are due to 
reductions in CH4 emissions, particularly from fossil-fuel 
emission sources (Figure 8.18). The Asian Observers represent 
the only region where the combined 20% emissions reductions 
from local fossil-fuel sources of NOX, CO and NMVOCs were 
able to reduce surface O3 concentrations by a similar amount 
to that from CH4. The reduction in emissions from Asian 
Observers also showed a relatively large impact on surface O3 
changes in the Arctic. This indicates that long-range transport 
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from the Asian Observers has an important influence in the 
Arctic and is comparable to more local emission changes from 
the eastern and western Arctic Council Member states. Apart 
from changes in global CH4, reductions in local emission 
sources induced larger regional reductions in surface O3 than 
those from remote regions. These changes were dominated by 
the response to NOX emissions from fossil-fuel sources. Across 
all regions, flaring emissions made a small contribution to the 

change in surface O3, with shipping emissions an important 
contribution from the marine source region.

Regional changes to emissions of O3 precursors (Chapter 2 
and Section 8.2.2) from the different source regions over the 
historical period of 1990–2015 and for the future MFR and CLE 
scenarios (2015–2050), were applied in the parameterization. 
The resulting timeseries of surface O3 responses from the 

Figure 8.18 How 20% emission reductions in NOX, CO, NMVOCs and CH4 from different source regions and sectors contribute to the change in surface 
O3 in six receptor regions (individual panels). For CH4, a 20% reduction in global emissions was used. The total response in each receptor region to the 
combined 20% emissions reductions for NOX, CO, NMVOCs and CH4 is shown in the last panel, with baseline surface O3 values for each region shown 
below the bars.
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parameterization (Figure 8.19) indicates that surface O3 across 
the Arctic would be lower by a maximum of 2±0.2 ppb (~7%) in 
2050, relative to 1990 values, driven mainly by reductions of O3 
precursor emissions from the western Arctic Council Member 
states and the Rest of Europe, with smaller contributions from 
the eastern Arctic Council Member states. Overall, surface O3 
concentrations across the Arctic decreased by approximately 
1±0.3 ppb over the period 1990–2015. Small increases in surface 
O3 evident across the Arctic during this period, were driven by 
emissions from Asian Observer source regions and also from 
changes in global CH4. 

The parameterization predicts reductions in Arctic surface 
O3 for the historical period, in contrast to the small increase 
in annual mean surface O3 observed at individual Arctic 
monitoring locations (Chapter 6, Section 6.2) and also 
simulated by composition models at these locations (Chapter 7, 
Section 7.3.1.2). The parameterization is a simple statistical 
model used to represent the regional average response of 
tropospheric O3 to regional perturbations in precursor 
emissions, and neglects the effects of climate change and 
meteorological variability. Therefore, it is not anticipated to 
be able to reproduce observed regional trends in surface O3 at 
point locations, but can be used to represent the impact solely 
from continental-scale emissions mitigation measures.

Post-2015 reductions in Arctic surface O3 concentrations of 
up to 2±0.2 ppb occur by 2050 (relative to 1990) under the 
CLE scenario, due to reductions in emissions from all source 

regions. The only exception to this is the increase in surface O3 
concentrations of 1±0.1 ppb that occurs from changes in global 
CH4 concentrations under CLE. The large regional emissions 
reductions that occur in the MFR scenario reduce Arctic surface 
O3 concentrations by more than 5±0.3 ppb by 2050 (relative to 
1990) due to the combined impact of changes in all emissions 
source regions.

Similar temporal changes in surface O3 are shown for other 
receptor regions, driven by changes in local emissions sources 
and global CH4. Over the western Arctic Council Member 
states and the Rest of Europe, surface O3 concentrations are 
reduced by 4±0.4 ppb (~10%) by 2050, relative to 1990, in the 
CLE scenario, and by approximately 8±0.5 ppb (~20%) in the 
MFR scenario. Smaller reductions in surface O3 are predicted 
for the eastern Arctic Council Member states and the Rest of 
the World of up to 2±0.2 ppb (~7%) by 2050 in CLE, and up 
to 6 (~20%) ±0.3 ppb in MFR.

Changes in surface O3 across the Asian Observers are notably 
different, with increases of 2.5±0.4 ppb (~6%) in 2015, relative to 
1990, driven by increases in local O3 precursor emissions within 
this region. In the CLE scenario, surface O3 changes in the Asian 
Observers decline after 2015, to a 1±0.3 ppb (~2%) increase 
in 2050, relative to 1990, as the contribution of O3 from local 
sources declines. Decreases in emissions in all the Arctic Council 
Member states as well as the Rest of Europe source regions 
contribute to reducing surface O3 across the Asian Observer 
countries, in both the historical and future projection periods.

Figure 8.19 Contributions from reductions in regional precursor emissions and changes in global CH4 abundance (yellow line) to the response in surface 
O3 concentrations, across six receptor regions in the historical time period 1990–2015 (solid line), under CLE during 2015–2050 (dashed line) and in 
the MFR scenario 2020–2050 (dotted line). Values for 1990 are given at the bottom left-hand side of each plot.
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8.4.3  Response of PM2.5 to regional 
emissions changes

Reductions in emissions of SLCFs and SLCF precursors from 
sources in Arctic Council Member states and the Rest of 
Europe during 1990–2015 (Chapter 2 and Section 8.2.2) have 
produced notable reductions in concentrations of local and 
Arctic aerosols over this time period (Chapters 6 and 7).

In 2015, SLCF emissions from Asian Observer countries 
exceeded the combined total emissions from the Arctic 
Council Member states and the Rest of Europe (Figure 8.3). 
According to projections under the MFR scenario, applying 
emissions-reduction strategies (Chapter 2) would avoid most 
of the emissions from Asian Observer states and the Rest of 
the World anticipated by 2050 under CLE. Doing so would 
likely produce substantial improvements in local air quality 
and long-range transport of PM2.5 to the Arctic.

Responses in regional concentrations of near-surface PM2.5 to 
changes in regional emissions of sulfur, BC, and OC during 
2015–2050 were simulated by four ESMs (CESM, GISS-E2.1, 
MRI-ESM2, and UKESM1), one CTM (EMEP MSC-W), and 
one atmospheric global climate model (CanAM5-PAM). In 
addition, results for total PM2.5 from a source-receptor model 
(TM5-FASST) are available (see Chapter 7 Appendix for model 
details). The following analysis only considers the contributions 
to PM2.5 of BC, OC, and SO4; aerosol chemical species that are 
strongly affected by anthropogenic sources and simulated in all 
models. Although ammonium and nitrate concentrations are 
predicted by some of the models (Chapters 7 and Section 8.3.2), 
these aerosol species are not explicitly included in the analysis 
of PM2.5 concentrations, due to the limited amount of available 
data (from the multi-model ensemble and observations) for 
model comparisons. Instead, it is assumed that sulfate is fully 

neutralized by ammonium. As shown in Chapter 6, Arctic 
aerosols have become less acidic with time and this assumption 
should be sufficient for analyzing PM2.5 concentrations. 

The available models simulate the long-range transport of 
pollutants and average pollutant concentrations for model grid 
cells that are considerably larger than the footprints of local 
Arctic communities and cities. This situation arises due to the 
high computational demands of the models, the relatively low 
spatial resolution of the emissions datasets (Chapter 2), and 
constraints imposed by the parameterizations of physical and 
chemical processes in the models. Results from the models 
were post-processed – ‘downscaled’ – to enhance the spatial 
resolution of the model datasets and to allow analysis at a 
resolution of 0.5° latitude × 0.5° longitude, corresponding to 
the resolution of the emissions datasets. The post-processed 
model datasets cannot be used to assess the local variability 
at scales smaller than this, where long-range advection of air 
pollutants is less efficient at changing local PM2.5 concentrations 
than the emissions from local sources. See Chapter 7 for details. 

Contributions of natural emissions to future changes in PM2.5 
concentrations are discussed in Section 8.6. Possible changes 
in the simulated concentrations of DMS in the ocean and 
emissions of SOA precursors are not explicitly accounted 
for in the following analysis. Although impacts of changes in 
wildfire emissions are implicitly included in ESM and CCM 
model results (Chapter 7), their climate impacts have not 
been assessed. 

Despite considerable differences in model complexity and how 
they treat natural emissions sources, all the models simulate 
reductions in PM2.5 concentrations in China, Europe, and North 
America during 2015–2050, according to the CLE scenario 
(Figure 8.20). This consistency indicates that simulated changes 

Figure 8.20 Projected change in annual mean near-surface PM2.5 concentration under the CLE scenario between 2015–2050. Only contributions of 
sulfate, ammonium, BC, and OC to PM2.5 are included. 
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are likely robust, given the available emissions scenarios. The 
simulated changes in near-surface concentrations are of the 
order of 10–20 µg/m3 for China and generally less than 10 µg/m3 
for all other regions.

Under the MFR scenario, future PM2.5 concentrations are 
reduced much more strongly, especially in Asian Observer 
states and the Rest of the World, where reductions locally 
exceed 50 µg/m3 (Figure 8.21).

Although the models are consistent in projecting regional 
changes that are associated with large reductions in local 
emissions, differences exist for regions that are located 
downstream of large source regions and strongly affected by the 
long-range transport of pollutants. This particularly includes 
concentrations over Siberia and other regions at high latitudes. 
The differences can be partly attributed to model uncertainties 
in aerosol transport and efficiencies of physical and chemical 
processes (Chapter 7). However, given the relatively small size 
of the multi-model ensemble and limited amount of available 
data, it is not possible to attribute differences to any particular 
group of models or processes.  

Adopting the policy context of the MFR scenario would lead to 
systematic future reductions in annual mean PM2.5 concentrations 
in the Arctic, Arctic Council Member states, and Asian Observer 
countries, relative to the CLE scenario (Figure 8.22). The modeling 
indicates most of these reductions would occur during 2020–2025, 
corresponding to rapid changes in emissions in the MFR scenario 
over this period. The reductions are projected to be particularly 
large for Asian Observers.

The models agree well in their simulations of concentration 
reductions, especially in regions with large reductions in 
emissions. For example, for Asian Observer countries, the 
difference in mean PM2.5 concentration in 2050 between 

the MFR and CLE scenarios amounts to about 45% of the 
anthropogenic PM2.5 concentrations in 2015 in this region (or 
about 6 μg/m3), with a model range from -53.4% to -43.4%. 
The impacts of simulated natural emissions on these results 
are likely to be small compared to uncertainties related to 
the simulated transport and atmospheric transformations 
of aerosols in the models. For example, CanAM5-PAM and 
GISS-E2.1 use identical datasets for natural emissions, yet large 
differences in simulated air pollutant concentrations exist.

Additional results are available for an analysis of how emissions 
of BC, OC, and S contribute to PM2.5 concentrations. These are 
based on additional simulations with four CCMs and climate 
models (CanAM5-PAM, CESM, MRI-ESM2, UKESM1) with 
perturbed emissions in 2015. In detail, concentration responses 
to changes in emissions of the various species from different 
regions and sectors were simulated in the CCMs and climate 
models using specified meteorological conditions, which do not 
respond to changes in emissions. Subsequently, the concentration 
responses were determined by comparing the perturbed to 
original (unperturbed) concentrations. Finally, the diagnosed 
concentration responses were used – under the assumption of a 
linear response – to determine concentrations for different years.

The approach described above is conceptually equivalent to the 
calculations of effective radiative forcings and climate, which 
also employ emission perturbations and linearized source-
receptor relationships (Section 8.4.4). These approaches were 
combined to develop the emulator for air quality and climate 
(Section 8.2.3 and Olivié et al., 2021). Although assuming 
that aerosol concentrations and radiative forcings respond 
in a linear way may lead to substantial biases under certain 
conditions, it considerably simplified and harmonized analysis 
of the impacts of emissions on air quality and climate presented 
in this chapter. 

Figure 8.21 Projected change in annual mean near-surface PM2.5 concentration under the MFR scenario between 2015–2050. Only contributions of 
sulfate, ammonium, BC, and OC to PM2.5 are included.
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Future changes in BC concentrations within PM2.5 (BC2.5) 
simulated in the emulator agree well with mean diagnosed 
concentrations from the ESM and CTM simulations in 
Asian Observer countries. However, they tend to be smaller 
for other regions (Figure 8.23). By 2050, reductions in BC2.5 
concentrations are even greater than the reductions in PM2.5 

concentrations, relative to the concentrations in 2015. Similar 
results for emissions of sulfur and OC are provided in the 
Appendix (Figures A8.6 and A8.7).

The emulator simulation results indicate that reductions in 
emissions of sulfur are more important than those of OC and 
BC for reducing total anthropogenic PM2.5 concentrations in 
the MFR scenario, exemplifying the importance of mitigating 
sulfur emissions for enhanced future air quality. This is 

generally true for all regions but is particularly important 
for the Arctic and eastern Arctic Council Member states 
(Table 8.2). However, reduced emissions of OC also contribute 
considerably to reducing PM2.5 concentrations in the MFR 
scenario, especially in Asian Observer countries and the Rest 
of the World. For these regions, reductions of sulfur and OC 
emissions contribute almost equally to the projected reduced 
total PM2.5 concentrations. 

Emissions of different aerosol species are often coupled due to 
shared emissions sources and processes, which is particularly 
the case for contributions of BC and OC to total PM2.5. Although 
the analysis presented here assesses the PM2.5 components in the 
CLE and MFR scenarios, it may also be useful for developing 
emissions scenarios that focus on mitigation options for 

Figure 8.22 Future annual and regional mean anthropogenic near-surface PM2.5 concentrations under the CLE (left) and MFR (right) scenarios in four 
receptor regions (one region indicated in each panel). Future concentrations are normalized by the concentration in 2015 to facilitate the comparison 
of trends across regions. Ensemble mean results for ESMs (CESM, GISS-E2.1, MRI-ESM2, UKESM1), the atmospheric climate model CanAM5-PAM 
(orange bullet), and the CTM EMEP MSC-W (green bullet) are shown. The black line refers to the emulator results. Corresponding changes in absolute 
concentrations during 2015–2050 are also included for each model (to right of graphs).
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individual species. Note that the coupling of emissions through 
shared sources is not considered here.

Projected reductions of BC emissions by 2050 under the MFR 
scenario (relative to the CLE scenario) result in reduction 
of anthropogenic PM2.5 concentrations ranging from -4.8% 
to -1.0% of the total anthropogenic PM2.5 concentrations in 
2015. (Table 8.2). Th e benefi ts from lower BC emissions are 
particularly high for Asian Observers, where reductions in BC 
account for 10.6% of the total reductions for all species. Benefi ts 
are also considerable for western Arctic Council Member states 
and the Rest of Europe, where reductions in BC account for 
9.2% and 9.1% of the total reductions, respectively.

Asian Observer countries and the Rest of the World are 
responsible for a major part of global emissions, and the 
potential for reducing emissions is projected to be signifi cant 
in these regions under both the MFR and CLE scenarios. As 
a consequence, particularly large reductions in emissions of 
SLCFs are projected to occur in Asian Observer countries 
and the Rest of the World (Chapter 2, Section 8.2.2). Th e net 
long-range transport of aerosols from these regions to the 
Arctic is projected to decrease during 2015–2050 under the 
CLE and MFR scenarios, with resultant reductions in PM2.5 

concentrations in the mid and upper Arctic troposphere – as is 
also indicated from large changes in aerosol radiative forcings 
(Section 8.4.4). 

Although the long-range transport of pollutants from sources 
in Asian Observer countries and the Rest of the World is 
important for total tropospheric aerosol and PM2.5 burdens 
in the Arctic, mean near-surface concentrations of PM2.5 in 
the Arctic are mostly sensitive to changes in emissions from 
sources in eastern Arctic Council Member states, which 
generate most of the emissions produced by sources near and 
above 60°N (Chapter 2). Th erefore, projected future reductions 
in concentrations are very similar in the Arctic and eastern 
Arctic Council Member states, relative to 2015 (Figure 8.24).

For Arctic Council Member states, the Rest of Europe, 
and Asian Observers, diminishing emissions from local 
sources of aerosols within state or country boundaries are 
considerably more important for reducing net regional mean 
PM2.5 concentrations than diminishing long-range transport 
of aerosols that arrive from other regions (Figure 8.24). Th e 
long-range transport of aerosols from sources in the Rest of 
the World is important for PM2.5 concentrations in all regions 
(Figure 8.24). Given that reductions in SLCF emissions from 

Figure 8.23 Impacts of the CLE (solid lines) and MFR (dashed lines) 
emissions scenarios on the future mean atmospheric near-surface 
concentration of BC particulate matter (BC2.5) in different regions, 
normalized by the concentration in 2015. Colored lines refer to ESMs 
and black lines to the emulator (see Figure 8.22).

Table 8.2 Diff erence in annual and regional mean anthropogenic near-surface PM2.5 concentrations by 2050 between the MFR and CLE scenarios, relative 
to concentrations in 2015. Th e fi rst number in each cell in the table refers to results from the emulator for emissions of BC, OC, and S under the MFR 
and CLE scenarios. Numbers in brackets indicate the range of speciated PM2.5 concentrations of BC, OA, and sulfate in simulations of anthropogenic 
PM2.5 with the ESMs, atmospheric climate model, and CTM.

Diff erence in PM2.5, between MFR and CLE scenarios (%)

BC OC S Total

Arctic -1.0 (-1.6, -0.3) -4.4 (-5.5, -0.8) -16.9 (-13.9, -8.2) -22.2 (-20.4, -9.2)

Eastern Arctic Council -1.5 (-2.6, -1.3) -6.0 (-9.3, -3.2) -19.7 (-24.7, -14.6) -27.3 (-32.2, -25.0)

Western Arctic Council -1.2 (-1.8, -1.1) -5.6 (-9.2, -5.1) -6.6 (-9.0, -4.8) -13.4 (-23.4, -13.4)

Rest of Europe -2.1 (-3.4, -1.0) -7.6 (-14.3, -3.7) -13.5 (-15.9, -7.7) -23.2 (-27.6, -21.8)

Asian Observers -4.8 (-6.3, -3.6) -21.9 (-32.7, -8.3) -18.7 (-24.4, -10.6) -45.4 (-53.4, -43.4)

Rest of the World -2.3 (-3.4, -2.3) -11.5 (-14.4, -6.0) -13.4 (-17.6, -9.3) -27.2 (-31.9, -25.8)
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Figure 8.24 How BC, OC and S from different regions and sectors contribute to the difference in near-surface PM2.5 concentrations between MFR and 
CLE scenarios in six receptor regions; values are normalized by concentrations in 2015. The vertical lines indicate the standard deviation of the multi-
model mean total PM2.5, based on emulated results from simulations with perturbed emissions in CanAM5-PAM, UKESM1, and MRI-ESM2.
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sources in the Rest of the World and Asian Observer countries 
are very similar (Section 8.2.2), long-range transport from 
the former is more likely than that from the latter to influence 
near-surface concentration trends elsewhere. Although this 
evidence strengthens the case for taking mitigation action in 
the Rest of the World, a more detailed analysis of the long-range 
transport of aerosols from the Rest of the World is beyond the 
scope of this assessment. 

8.4.4 Radiative forcings of CO2 and SLCFs

SLCFs modify the flux of radiant energy through the atmosphere, 
affecting its energy budget. Radiative forcings provide a 
convenient measure of the impacts of SLCF concentrations 
on radiation and climate. As with other climate assessments, 
radiative forcings are used here to analyze the impacts of 
historic and future projected changes to SLCFs and greenhouse 
gases on temperatures. Commonly available methods for global 
forcings were applied to SLCFs from different emission regions 
and sectors to support an analysis of the impacts of regional 
emissions on radiative forcings and climate.

CH4, O3, and aerosols share common atmospheric chemical 
processes, with emissions of one pollutant potentially affecting 
radiative forcings of several SLCFs. The analysis presented 
here accounts for the impacts of NOX, VOCs, and CO on CH4 
radiative forcings, but not on aerosol radiative forcings. The 
impacts of O3-precursor emissions on total aerosol radiative 
forcings are relatively small (Shindell et al., 2009). Therefore, 
changes in O3 concentrations (Section 8.4.2) and O3 radiative 
forcings (Section 8.4.4.3) are analyzed separately from changes 
in aerosol concentrations (Section 8.4.3) and radiative forcings.

Two methods for determining radiative forcings of SLCFs are 
used in the following, based on radiative transfer calculations in 
the models. Previously, in AMAP (2015a), radiative forcings of 
BC and O3 were determined by comparing net radiative fluxes 
at the TOA through multiple calls of the radiative transfer 
schemes in the models. For each radiation calculation, a single 
SLCF was removed from the atmosphere in order to determine 
an instantaneously perturbed radiative flux, without the 
contributions of scattering and absorption of radiation by the 
SLCF to the radiative fluxes. Comparing the perturbed flux with 
the original (unperturbed) flux then yielded the net radiative 
forcing of the SLCF. Removing the SLCFs did not change the 
temperature, humidity, and clouds in the simulations. The 
resulting radiative forcing is referred to as a direct radiative 
forcing (or instantaneous radiative forcing). Direct radiative 
forcing contributions of SLCF emissions from specific source 
regions and sectors were determined, either by employing 
source-tagged SLCF tracers or by conducting full climate model 
simulations with perturbed emissions.

Calculations of direct radiative forcings are numerically efficient 
and can be performed in CTMs, which otherwise cannot be 
used to simulate responses of temperatures to changes in SLCF 
concentrations. In addition, the climate research community 
has recently embraced the use of effective radiative forcings. 
These are extensively used in the following text to analyze 
aerosol climate impacts. Similar to the approaches used by 
Ghan (2013) and the IPCC (2013a), the diagnosed effective 
radiative forcings account for the radiative impacts of different 

emitted SLCFs or their precursors. In contrast to direct radiative 
forcings, they additionally account for impacts from rapid 
physical feedbacks on radiative transfer, which are semi-directly 
or indirectly associated with changes in SLCF concentrations. 
For example, this includes responses in amounts and optical 
properties of clouds and snow, which can have substantial 
impacts on atmospheric radiative fluxes and climate.

All calculations of emissions source- and sector-specific 
effective radiative forcings were conducted using CCMs 
with specified Sea Surface Temperatures (SSTs) and sea ice. 
Perturbed radiative fluxes were calculated by simulating the 
climate model responses (in radiative and other physical 
processes in the atmosphere, and on land surfaces, and snow) 
to a perturbative removal of the emissions of individual SLCFs 
from different regional sources. Subsequently, the radiative 
forcings were determined by comparing the perturbed with 
the original (unperturbed) simulated radiative fluxes. 

Different components of the net effective radiative forcings were 
diagnosed, associated with interactions between the SLCFs 
and radiation, clouds, and surface albedo (Ghan, 2013). The 
effective radiative forcing from interactions of SLCFs with 
radiation is closely related to direct radiative effects of SLCFs 
in the atmosphere which, for example, may result from the 
scattering or absorption of solar radiation by aerosols. The 
effective radiative forcing from SLCFs interacting with clouds 
includes instantaneous changes in cloud albedo, and changes 
to cloud amounts, lifetimes, and microphysical processes, in 
response to SLCF concentration changes, which are primarily 
related to aerosol indirect and semi-direct effects. The effective 
radiative forcings from SLCFs interacting with surface albedo 
particularly accounts for the dynamic responses of snow 
radiative properties, and amounts to the darkening of snow 
from BC snow impurities.

Simulating effective SLCF radiative forcings generally requires 
substantial computing resources because of the influence of 
natural atmospheric variability on simulated radiative fluxes 
in climate models. This places considerable limits on the use 
of this method in assessing the impacts on SLCFs on climate.

Finally, the effective radiative forcing of CO2 implicitly accounts 
for adjustments in stratospheric temperature. This has a 
substantial impact on changes in radiative fluxes that result 
from changes in CO2 abundance.

8.4.4.1 CO2 

The annual and global mean CO2 abundance of 399.9 ppm in 
2015 (Section 8.2.3) yields a global mean effective radiative 
forcing of 1.83 W/m2, relative to a pre-industrial abundance 
of 284.3 ppm in 1850, based on the emulator employed here 
(Olivié et al., 2021). By comparison, Etminan et al. (2016) 
determined an effective radiative forcing of 1.95 W/m2 in 2015, 
which accounted for impacts of changes in nitrous oxide (N2O) 
on the CO2 radiative forcing and was relative to an abundance 
of 278 ppm in 1750. IPCC (2013a), meanwhile, determined 
a radiative forcing of 1.82 (1.63–2.01) W/m2 for the period 
1750–2011, for an abundance of 390.5 ppm in 2011. Most 
recently, Smith et al. (2020) analyzed results from the CMIP6 
multi-model ensemble (Pincus et al., 2016) and determined an 
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effective radiative forcing of 1.81±0.09 W/m2 for 1850–2014. 
Overall, different estimates of historic forcings of CO2 are 
largely consistent with each other.

For 1990–2015, the effective forcing simulated by the emulator 
is 0.74 W/m2. For 2030, differences in CO2 abundances in 
the available SSP scenarios (Riahi et al., 2017) range from 
434.32 ppm under the SSP1–1.9 scenario to 452.13 ppm in 
the SSP5–3.4 overshoot scenario (where emissions follow the 
SSP5–8.5 pathway until 2040 before declining). Therefore, the 
SSP2–4.5 scenario used here can be considered a ‘middle-of-
the-road’ scenario, with a CO2 abundance of 444.14 ppm in 
2030 (Meinshausen et al., 2020). The projected CO2 forcing 
according to the SSP2–4.5 scenario for 2015–2030 is 0.61 W/m2. 
The abundance differences between the SSP1–1.9 and the 
SSP5–3.4 overshoot scenarios implies a range in the radiative 
forcing from -24% to +19%. The projected forcing for 2015–2050 
is 1.15  W/m2, with an SSP scenario range from -71% to +52%. 

8.4.4.2 CH4 

The annual and global mean CH4 abundance of 1834.2 ppb 
in 2015 (Section 8.2.3) yields a global mean effective radiative 
forcing of 0.55 W/m2, relative to a preindustrial abundance 
of 808.3 ppb in 1850. By comparison, Etminan et al. (2016) 

determined an effective radiative forcing of 0.62 W/m2 in 2015, 
relative to an abundance of 722 ppb in 1750. Meanwhile, IPCC 
(2013a) determined a radiative forcing of 0.48±0.05 W/m2 for 
1750–2011, for an abundance of 1803 ppb in 2011. Thornhill 
et al. (2021) determined an effective radiative forcing for CH4 of 
0.67±0.17 W/m2 between 1850–2014, based on simulations with 
eight ESMs from CMIP6 (including results from simulations 
with interactive chemistry). In the latter estimate, O3 and sulfate 
concentrations responded to changes in CH4 emissions in some 
of the models, which may account for the relatively large forcing 
compared to the other estimates (Shindell et al., 2009; O’Connor 
et al., 2021). Oshima et al. (2020) estimated the global and 
Arctic mean effective radiative forcings of CH4 to be 0.71 W/m2 
and 0.35 W/m2, respectively, for 1850–2014 using one of the 
CMIP6 models, MRI-ESM2.

The net CH4 effective radiative forcing between 1990–2015 is 
0.044 W/m2, which is much smaller than the change during 
1850–2015, corresponding to a relatively weak increase in the 
abundance of CH4 over this period (Section 8.2.3). As with 
the shift in CH4 abundance, increasing emissions from Asian 
Observer countries and the Rest of the World acted to increase 
the radiative forcing, whereas reductions in emissions from 
eastern Arctic Council Member states acted to reduce the 
radiative forcing (Figure 8.25). Further reductions in radiative 

Figure 8.25 The impact of emissions of CH4, CO, VOCs, and NOX from different regions and sectors to the total effective radiative forcing from interactions 
of CH4 with radiation and other physical climate processes between 1990–2015 (top left) and 2015–2050 (other panels). Projected changes according to 
the CLE and MFR scenarios are shown in the top right and bottom left panels, respectively, with the difference between them presented bottom right.
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forcing resulted from increasing NOX emissions from Asian 
Observers and the Rest of the World.

Between 2015–2050, the radiative forcing is 0.122 W/m2, under 
the CLE emissions scenario. Increases in forcing over this 
period are mainly associated with emissions from fossil-fuel 
and biofuel combustion sources in Asian Observer countries 
and the Rest of the World.

Under the MFR scenario, the radiative forcing is reduced to 
-0.048 W/m2, largely owing to reduced emissions from Asian 
Observers and the Rest of the World. A considerable fraction 
of the reduction is associated with reduced emissions from 
sources within the oil and gas sector in eastern Arctic Council 
Member states and the Rest of the World.

8.4.4.3 O3

The tropospheric O3 changes predicted by the parameterization 
(Section 8.4.2) in response to the 20% regional and sectoral 
emission perturbations were applied with an O3 radiative 
kernel to calculate the resulting O3 direct radiative forcings 
(Figure 8.26). Direct O3 radiative forcings were also calculated 
over the historical and future time periods using the simulated 
changes in tropospheric O3 over these periods (Figure 8.27). 

A direct radiative forcing of up to -80 milliwatts (mW)/m2 was 
calculated over Asian Observer countries for a 20% reduction in 
all O3-precursor emissions across all source regions and globally 
for CH4. Across the Arctic a smaller direct radiative forcing 
of -36 mW/m2 resulted from the 20% change in emissions. 

Figure 8.26 How a 20% reduction in emissions of NOX, CO, NMVOCs and CH4 from different regions and sectors contributes to the O3 direct radiative 
forcing (RF) in six receptor regions. For CH4, a 20% reduction in total global emissions was used. The total response in each receptor region to the 
combined 20% emission reductions for NOX, CO, NMVOCs and CH4 is shown in the bottom right panel.
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A 20% change in global CH4 emissions, mainly from fossil-
fuel sources, produced the largest O3 direct radiative forcing 
across all receptor regions, with a -35 mW/m2 contribution 
over Asian Observers and the Rest of the World. Over the 
Arctic region, the largest contributions to the O3 direct radiative 
forcing came from reduced fossil-fuel NOX emissions over the 
Asian Observers and the western Arctic Council states. Over 
other receptor regions, changes in local NOX emissions from 
fossil-fuel sources dominated the O3 direct radiative forcing 
from sources other than CH4.

The O3 direct radiative forcing across the Arctic between 1990–
2015 from all emissions source regions was approximately 
-23 mW/m2 (Figure 8.27), with negative contributions to 
this forcing arising from emissions reductions over both the 
eastern and western Arctic Council states and the Rest of 
Europe. Changes in O3-precursors in the same source regions 
resulted in negative O3 direct radiative forcings in all the other 
receptor regions, with the largest overall O3 direct radiative 
forcing of more than -43 mW/m2 occurring over the Rest of 
Europe. Small positive O3 direct radiative forcings in the Arctic 
region occurred from emissions changes in the marine, Asian 
Observers and the Rest of the World source regions, as well as 
from global CH4 changes. The positive direct radiative forcings 
from these source regions resulted in an overall positive O3 
direct radiative forcing across the Asian Observers and Rest of 
the World regions, with a 46 mW/m2 direct radiative forcing 
over the period 1990–2015 across the Asian Observers.  

Future changes in emissions of NOX, NMVOCs and CO from 
most source regions under the CLE scenario tended to result 
in a negative O3 direct radiative forcing between 2015–2050 
across the majority of receptor regions, including a -10 mW/m2 
direct radiative forcing over the Arctic (and all Arctic Council 
Member states) and -19 mW/m2 over the Rest of Europe. 
However, global CH4 concentrations increased for the period 
2015–2050 under the CLE scenario, resulting in a positive 
O3 direct radiative forcing from changes in CH4 across all 
receptor regions, with the largest being 35 mW/m2 over Asian 
Observers and the Rest of the World. Coupled with increases 
in O3-precursor emissions across the Rest of the World under 
the CLE scenario between 2015–2050, an overall positive O3 
direct radiative forcing of 32 mW/m2 was calculated for the 
Rest of the World, and a slightly lower result of 10 mW/m2 
over the Asian Observer countries.

The large reductions in O3 precursor emissions under the MFR 
scenario across all source regions and globally for CH4 induced 
a corresponding negative O3 direct radiative forcing between 
2015–2050 across all receptor regions and of -98 mW/m2 
globally. An O3 direct radiative forcing of -84 mW/m2 occurred 
between 2015–2050 under the MFR scenario across the Arctic 
region, with the largest contributing source region being 
the western Arctic Council Member states and the Asian 
Observer countries. The largest overall O3 radiative forcing of 
-171 mW/m2 was calculated over the Asian Observers, with a 
strong contribution from changes in local emissions sources. 

8.4.4.4 Aerosols

Simulated aerosol direct radiative forcings are available for 
2015, relative to an approximated pre-industrial atmosphere 

Figure 8.27 How changes in emissions of NOX, CO and NMVOCs from 
different source regions and from changes in global CH4 abundances 
contribute to the O3 direct radiative forcing (RF) in six receptor regions 
and globally. The O3 direct radiative forcing was calculated as the difference 
between O3 radiative effects between 1990–2015 for the historical period 
and between 2015–2050 for the two future scenarios (CLE and MFR).
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with negligible anthropogenic emissions and the same natural 
emissions as in 2015 (Table 8.3). The preindustrial reference 
year for the purpose of diagnosing direct radiative forcings 
is 1850, although it should be noted that pre-industrial 
concentrations of SLCFs and radiative forcings are subject to 
large uncertainties (Carslaw et al., 2013). Possible forcing biases 
that may result from assuming a steady natural background, 
are probably small, compared to these forcing uncertainties. 
Two of the models (CESM and CanAM5-PAM) provided 
separate direct radiative forcings for global emissions of BC, 
OC, and sulfur, based on the IIASA-GAINS ECLIPSE V6b 
anthropogenic emissions in 2015 (Chapter 2). In addition, one 
ESM provided separate direct radiative forcings for BC and 
sulfur emissions (MRI-ESM2) and another (UKESM1) for BC 
emissions only. Contributions of longwave radiative fluxes 
to the direct radiative forcing are omitted in the following 
analysis. Simulated longwave radiative flux contributions 
to aerosol radiative forcings are small in simulations with 
GISS-E2.1 (Section 8.3.2.2).

In contrast to the other models, the simulation with GISS-E2.1 
involved feedbacks between aerosols and climate, which 
can cause differences in diagnosed direct radiative forcings. 
Therefore, MMM forcing estimates provided in the following 
analysis do not include results from GISS-E2.1.

Global MMM direct radiative forcings from emissions of 
BC in 2015 (Table 8.3) are within the range of uncertainty of 
radiative forcings from interactions with radiation for 1750 
to 2005, according to CMIP5 simulations (0.40 W/m2, range 
from +0.05 to +0.80 W/m2) for BC from fossil fuel and biofuel 
(IPCC, 2013c).

The forcing from emissions of OC is slightly larger than the 
CMIP5 forcing for primary OC from fossil-fuel and biofuel 
sources for 1750–2005 (–0.09 W/m2, range –0.16 to –0.03 W/m2) 
(IPCC, 2013c). All the available OC global forcing estimates 
are close to nil, even considering uncertainties in the forcing. 
On a regional scale, OC forcings can be positive or negative, 
depending on the importance of absorption versus scattering 
of solar radiation by the aerosol and the surface albedo.

The forcing from emissions of sulfur (Table 8.3) is also within 
the previously reported range but the mean forcing is weaker 
for the current study (-0.40 W/m2, range -0.60 to -0.20 W/m2; 
IPCC, 2013c). It is also weaker than the MMM direct radiative 
effect from sulfate of -0.34 W/m2, according to simulations for 
1750–2010 from the Aerosol Comparisons between Observations 
and Models (AeroCom) initiative (Myhre et. al., 2013). These 
differences may be partly related to reductions in global sulfur 
emissions after 2005 and 2010, respectively. In addition, 
reductions in sulfur emissions from China are considerably 
larger in the AMAP emissions data set than simulated in CMIP5 
(Chapter 2), which likely explains part of the differences.

Direct radiative forcings are similar to estimates for 2010 
from AMAP (2015a) in Figure 8.28. In particular, the global 
mean direct BC radiative forcing of 0.38 W/m2 in 2010 agrees 
very well with the forcing in 2015, for similar global mean BC 
emissions in 2010 and 2015 (5.92 Tg/y in 2010 and 6.35 Tg/y 
in 2015). The Arctic direct radiative forcing associated with 
anthropogenic BC emissions in 2010 is 0.40 W/m2, which is 
higher than the forcing in 2015.

The contributions of BC emissions from Arctic Council 
Member states to the Arctic forcing were 0.067 W/m2 (2010) 
and 0.050 W/m2 (2015), respectively, much weaker than 
contributions of other regions of the world to the total Arctic 
forcing. In comparison, anthropogenic sources of BC in Arctic 
Observer countries contributed 0.16 W/m2 to the total Arctic 
forcing in 2015. Although sources in Arctic Observer countries 
produced 36% of the total emissions of anthropogenic BC, these 
emissions contributed 50% of the Arctic and 35% of the global 
mean BC anthropogenic direct radiative forcings in 2015. In 
turn, the Arctic Council Member states produced 8% of the 
total anthropogenic BC emissions, which caused 16% of the 
Arctic and 6% of the global mean BC anthropogenic direct 
radiative forcings. 

The diagnosed direct Arctic BC radiative forcing emissions 
from oil-and-gas-sector sources in eastern Arctic Council 
Member states in 2015 was weaker than the corresponding 
value for emissions in 2010 from AMAP (2015a) (0.017 W/m2 

and 0.008 W/m2, in 2010 and 2015, respectively), although 
both estimates were based on very similar emissions (about 
0.066 Tg/y). Consequently, reduced radiative forcings in 2015 
were likely caused by differences in the models. In general, 
uncertainties in aerosol concentrations and optical properties 
in the Arctic tend to be large compared to global mean results, 
owing to uncertainties associated with the long-range transport 
of pollutants to the Arctic and their deposition thereafter 
(Chapters 6 and 7).

Direct radiative forcings from emissions of sulfur were also 
similar in 2010 and 2015. In comparison to Table 8.3, the total 
Arctic and global mean direct radiative forcings in 2010 were 
-0.16 W/m2 and -0.20 W/m2, respectively. As was the case 
with BC emissions, Arctic forcings associated with emissions 
of sulfur from Arctic Council Member states were relatively 
weak, compared to other regions (-0.056 W/m2 in 2010 and 
-0.037 W/m2 in 2015).

In addition to direct radiative forcings, effective radiative 
forcings were available for emissions of BC, OC, and sulfur from 
simulations with CanAM5-PAM for all regions and sectors for 
2015, based on IIASA-GAINS ECLIPSE V6b emissions data 
(Section 8.2.2). Additionally, effective radiative forcings were 
available from simulations with MRI-ESM2 for emissions of BC 
and sulfur from fossil-fuel and biofuel sources, and emissions 

Table 8.3 Arctic and global MMM direct radiative forcing and standard deviation in 2015, for emissions from all anthropogenic sources of BC, OC, and S.

 Direct radiative forcing, Fdir (W/m2)

BC OC S Total

Arctic 0.31±0.17 0.03±0.03 -0.15±0.02 0.19±0.17

Global 0.40±0.13 0.01±0.03 -0.22±0.12 0.18±0.18

250 AMAP Assessment 2021: Impacts of Short-lived Climate Forcers on Arctic Climate, Air Quality, and Human Health



Chapter 8 · Simulated impacts of SLCFs on climate and air quality

of BC from oil-and-gas-sector sources, in east Arctic Council 
Member states, based on the same emissions data. According to 
the available results from CanAM5-PAM, emissions from the 
regions and sectors simulated in MRI-ESM2 could be expected 
to account for nearly all of the net global mean effective radiative 
forcing from interactions with radiation due to emissions of 
BC (>97%) and S (>94%).

Although for each emissions perturbation the models 
were integrated over 100 years (CanAM5-PAM) and 
50 years (MRI-ESM2), respectively, the temporal variability 
in simulated effective radiative forcings is considerable and 
causes notable uncertainties in mean results. For the following 
analysis, uncertainties in simulated radiation forcings were 
determined based on 10–90 percentile ranges of simulated 
annual mean radiative forcings using perturbed emissions 
for different combinations of aerosol species, regions, 
and sectors. Uncertainties in the combined total aerosol 
radiative forcing were calculated under the assumption that 

emissions perturbations generate radiative forcings that can 
be combined linearly and are statistically independent of 
each other. Considering that aerosol radiative forcings can be 
strongly coupled through atmospheric physical and chemical 
feedback processes, this should be regarded as a conservative 
approach that overestimates statistical uncertainties in total 
radiative forcings. The absolute statistical uncertainty in 
total effective radiative forcings is lower than the estimated 
statistical uncertainty. However, it is useful to consider the 
relative magnitudes of the estimated statistical uncertainties as 
a measure of the robustness of the impacts on temperature of 
the various forcing mechanisms and emitted species. Beyond 
the statistical uncertainties, the analysis from the emulator 
simulations of radiative forcings and Arctic temperatures 
in the assessment did not account for any other sources of 
uncertainty. Given that results from only two models were 
available, systematic uncertainties in radiative forcings could 
not be evaluated.
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Figure 8.28 Contributions of OC, S, and BC emissions in 2015 (left) and 2010 (right), from different regions and sectors, to the total anthropogenic aerosol 
direct radiative forcing in the Arctic (top) and global mean (bottom). Bullets indicate net forcings. Multi-model results for emissions in 2010 (right) 
are taken from AMAP (2015a) and are based on different models and emissions, to those used for 2015 (left). In addition, different region boundaries 
were used for emissions from Asia and the Rest of the World in AMAP (2015a), which limits comparisons of results for these two regions in the graphs. 
Furthermore, direct radiative forcings for shipping sources were not included for results for AMAP (2015a).
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Unless stated otherwise, the mean results from simulations of 
effective radiative forcings undertaken with CanAM5-PAM and 
MRI-ESM2 are assessed here (where they were available in both 
models for the same species, sectors, and regions). Results from 
CanAM5-PAM were used where corresponding results were 
not available from MRI-ESM2. Subsequently, these forcings 
are also used in the emulator simulations (Olivié et al., 2021) of 
temperature changes in following chapters.

For emissions of BC, the global and annual mean effective 
aerosol radiative forcing from interactions with radiation is 
systematically weaker than the corresponding direct radiative 
forcing in the same models in 2015 (Tables 8.3 and 8.4, and 
Figure 8.29), which largely reflects the impact of rapid physical 
feedbacks on effective radiative forcings, as described at the 
beginning of this section (Section 8.4.4). Consequently, net 
mean aerosol effective radiative forcings from interactions of 
all aerosol species with radiation are lower than the net mean 
direct radiative forcings. However, uncertainties are substantial 
for mean effective radiative forcings in the Arctic.

Considerable statistical uncertainties exist for effective radiative 
forcings from interactions of SLCFs with clouds and surface 
albedo (Olivié et al., 2021). The calculations of these forcings 
are more sensitive to the variability in cloud albedo in the model 
simulations than forcings from interactions with radiation, 
which mostly explains the large uncertainties.

Net global mean effective radiative forcings from interactions 
of anthropogenic aerosols with radiation in the two models 
and the emulator agree with the results from simulations with 
four ESMs for CMIP6, including MRI-ESM2, for 1850–2014 
(Thornhill et al., 2021). Similarly, net mean effective radiative 

forcings from interactions with surface albedo and clouds in the 
emulator are also within the range of uncertainty of the CMIP6-
based results for emissions of BC, OC, and S (Figure 8.30 and 
Table A8.9 in the Appendix). 

The estimated statistical uncertainties in the total forcings are 
very substantial, for the reasons outlined above (Figure 8.30). 
Uncertainties in forcings from interactions of aerosols with 
radiation are lower than those from surface albedo and cloud 
interactions, which provides a high degree of confidence in the 
statistical robustness of the former.

Global effective radiative forcings from interactions of BC 
with surface albedo may also be compared to global snow 
albedo direct radiative forcings associated with deposition of 
BC on snow and ice from CMIP5 (0.04 W/m2, with a range of 
0.02 W/m2–0.09 W/m2) and from Lee et al. (2013) for 1850–2000 
(with a range of 0.014 W/m2–0.019 W/m2). These are less than 
the effective radiative forcing from interactions of BC with 
surface albedo in the current assessment (0.09±0.41 W/m2). 
This is partly due to the effective forcing accounting for 
amplifying feedbacks of snow radiative properties. It amounts 
to the instantaneously increased absorption of solar radiation 
by BC impurities in snow, which are not included in snow 
albedo direct radiative forcings. 

The net global mean effective radiative forcing from all species 
and forcing mechanisms in the emulator is within the range 
of uncertainty of the CMIP6 models according to Thornhill 
et al. (2021) and Smith et al. (2020). The latter study is based 
on simulations with an ensemble of 17 ESMs, and employs the 
same emissions that were used by Thornhill et al. (2021). Both 
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Figure 8.29 Arctic global annual mean anthropogenic aerosol direct radiative forcings in simulations with CCMs, climate models, and one ESM (GISS-E2.1) 
for 2015, relative to 1850. The bottom bar refers to multi-model mean (MMM) results for CESM, UKESM1, MRI-ESM2, and CanAM5-PAM. Bullets 
indicate net combined direct radiative forcings resulting from emissions of S, OC, and BC. The horizontal black lines (top and bottom bars) depict standard 
deviations of the ensemble-mean net radiative forcing for GISS-E2.1 (Section 8.3.2.2) and the MMM-weighted CCM and climate model radiative forcings, 
respectively. Only direct radiative forcings from emissions of BC are available for UKESM1 (‘BC only’) and from emissions of BC and S for MRI-ESM2 
(‘S and BC only’). Direct radiative forcings for CanAM5-PAM and GISS-E2.1 include emissions from all fossil-fuel and biofuel sources, shipping, and 
the oil and gas sector. Results from CESM and MRI-ESM2 include fossil-fuel and biofuel sources, and oil-and-gas sector BC emissions from eastern 
Arctic Council Member states (which are the dominant contributions to the BC direct radiative forcing according to results from the other models).
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studies include contributions of longwave and shortwave fl uxes 
to diagnosed eff ective radiative forcings. 

According to Smith et al. (2020), the MMM eff ective radiative 
forcing from interactions with both radiation and clouds 
(-1.04±0.20 W/m2) is comprised of a shortwave contribution 
of -1.26±0.46 W/m2 offset by a longwave contribution of 
0.23±0.36 W/m2. Th e approximate partial radiative perturbation 
(APRP) method (Taylor et al., 2007) was used to deconstruct the 
shortwave eff ective radiative forcing into interactions of aerosol 
with radiation and clouds in Smith et al. (2020). Th e large inter-
model spread in both the shortwave and longwave forcings is 
driven by the models that include aerosol interactions on ice 
clouds, which show the strong negative shortwave and positive 
longwave forcings (Smith et al., 2020; Oshima et al., 2020). 
Contributions of longwave fl uxes tend to be small in most 

models that exclude ice-cloud interactions, and are subject to 
considerable uncertainties related to diagnostic calculations 
and interactions of aerosols with ice clouds (Smith et al., 2020). 

Th e earlier assessments of global net eff ective radiative forcings 
from CMIP5 for 1750–2011 (IPCC, 2013c) for interactions of 
aerosol with radiation (-0.45 W/m2 [-0.96 W/m2–to 0.05 W/m2]) 
and clouds (-0.45 W/m2 [-1.2 W/m2–0.0 W/m2]) diff er from 
the corresponding results from CMIP6 (Th ornhill et al., 2021) 
and from results in Table 8.4. Th is refl ects improvements in 
models and observational constraints (McCoy et al., 2020; 
Bellouin et al., 2020). 

Although there is relatively good agreement in net 
cloud forcings between the emulator and results from 
Thornhill et al. (2021), the relative contributions from the 
various aerosol types to the net forcing differ greatly between 

Figure 8.30 Global mean eff ective radiative forcings from aerosols in the AMAP emulator and CMIP6 models, as indicated on the right. Forcings are for 
2015 (AMAP) and 2014 (CMIP6), relative to 1850. Bullets refer to net direct radiative forcings. Black horizontal lines represent statistical uncertainty 
ranges for CanAM5-PAM, MRI-ESM2, and the emulator; and standard deviations across multi-model estimates for results from Th ornhill et al. (2021) 
and Smith et al. (2020).
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Table 8.4 Mean Arctic and global eff ective radiative forcings and uncertainty in 2015, for interactions of anthropogenic aerosols with radiation, surface 
albedo, and clouds.

Eff ective radiative forcing from interactions with radiation, Frad (W/m2)

BC OC S Total

Arctic 0.21±0.19 0.02±0.03 -0.30±0.09 -0.07±0.22

Global 0.27±0.04 -0.02±0.03 -0.30±0.03 -0.05±0.06

Eff ective radiative forcing from interactions with surface albedo, Falb (W/m2)

BC OC S Total

Arctic 0.85±0.54 0.10±0.21 0.06±0.42 1.01±0.71

Global 0.09±0.41 -0.03±0.21 -0.06±0.32 0.00±0.57

Eff ective radiative forcing from interactions with clouds, Fcld (W/m2)

BC OC S Total

Arctic -0.10±1.06 0.20±0.60 -0.16±0.80 -0.06±1.46

Global -0.28±1.00 -0.18±0.60 -0.58±0.78 -1.04±1.40

Total eff ective radiative forcing, Ftot (W/m2)

BC OC S Total

Arctic 0.96±1.21 0.31±0.64 -0.39±0.91 0.88±1.64

Global 0.08±1.08 -0.23±0.64 -0.94±0.85 -1.09±1.52
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the models. In particular, interactions of BC aerosols with 
clouds produce negative forcings in MRI-ESM2 but weak 
positive forcings in CanAM5-PAM. These differences are 
plausible, given large uncertainties in simulated cloud 
microphysical properties and impacts of aerosols on cloud 
albedo (Chapter 7, Stjern et al., 2017).

Simulated effective radiative forcings in 2015 were used to 
determine radiative forcings for different time periods between 
1990–2050, under the assumption that forcings respond linearly 
to changes in emissions. In particular, forcings for individual 
regions, sectors, and species were scaled by emissions according 
to the CLE and MFR scenarios.

During 1990–2015, considerable reductions in emissions of 
sulfur from fossil-fuel and biofuel sources in Arctic Council 
Member states and the Rest of Europe (Section 8.2.2) caused 
positive effective radiative forcings in the Arctic, due to the 

diminishing interactions of aerosols with radiation over this 
time period (Figure 8.31). This largely caused a net Arctic 
effective radiative forcing of 0.30±0.22 W/m2 and global mean 
forcing of 0.17±0.06 W/m2 for this period.

For 2015–2050, net effective radiative forcings from interactions 
with radiation are relatively weak under the CLE scenario, which 
reflects relatively small trends in projected sulfur emissions. 
Considerable projected reductions in emissions of BC from 
sources in Asian Observer countries lead to a net negative 
forcing over this period, which is partly compensated by the 
positive radiative forcing arising from diminishing interactions 
of aerosols with radiation from reduced emissions of sulfur.

Applying best available technologies to reduce emissions of air 
pollutants globally (MFR scenario) would lead to even greater 
reductions in emissions of BC from fossil-fuel and biofuel 

Figure 8.31 Contributions of S, OC, and BC emissions to the Arctic effective radiative forcing from interactions of aerosols with radiation for 1990–2015 
(top left) and 2015–2050 (other panels). Projected changes according to the CLE and MFR scenarios are shown in the top right and bottom left panels, 
respectively, with the differences between them depicted in the bottom right panel. Bullets indicate net mean forcings, and vertical black lines refer to 
their uncertainties.
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sources in Arctic Observer countries, leading to more negative 
net forcings by 2050 in comparison to the CLE scenario.

The differences in the net Arctic and global mean forcings 
between the MFR and CLE scenarios by 2050, from all 
emissions changes, are -0.02±0.22 W/m2 and -0.02±0.06 W/m2, 
respectively, which is small when compared to radiative forcings 
for 1990–2015. The weak forcings agree well with net mean 
effective radiative forcings in the ESM simulation with 
GISS-E2.1 of -0.03±0.03 W/m2 (Arctic) and 0.03±0.02 W/m2 
(global), for the same aerosol components but with additional 
changes in SSTs and sea ice.

Total effective radiative forcings tend to be much greater than 
those from interactions with radiation alone (Figure 8.32). 
In general, forcing magnitudes are substantially enhanced by 
interactions of BC with surface albedo, and interactions of 
sulfate containing aerosols with clouds.

For 1990–2015, the total Arctic and global mean effective 
radiative forcings are 0.60±1.64 W/m2 and 0.79±1.52 W/m2, 
respectively. Diminishing aerosol interactions with clouds are 
largely responsible for positive forcings over these time periods. 
However, considerably larger forcings would have occurred 
without reductions of emissions of BC from eastern Arctic 
Council Member states over this time period.

From 2015–2050, maximum feasible reductions in emissions 
are projected to reduce the total mean effective radiative 
forcings by 0.78±1.64 W/m2 (Arctic), relative to the CLE 
scenario. However, the corresponding global mean forcing is 
projected to increase by 0.68±1.52 W/m2 at the same time. This 
rise is largely caused by diminishing interactions of aerosols 
with clouds from reduced emissions of sulfur, OC and BC from 
sources in the Rest of the World and Asian Observer countries. 
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Figure 8.32 Contributions of S, OC, and BC emissions to the effective radiative forcing in the Arctic from interactions of aerosols with radiation, surface 
albedo, and clouds – for 1990–2015 (top left) and 2015–2050 (other panels). Projected changes according to the CLE and MFR scenarios are shown in the 
top right and bottom left panels, respectively, with the differences between them depicted in the bottom right panel. Bullets indicate net mean forcings, 
and vertical black lines refer to their uncertainties. Note that uncertainty ranges are scaled by a factor of 0.1 for clarity (they are larger than shown).
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8.4.5  Historical and projected Arctic 
temperature changes

8.4.5.1  Arctic temperature changes in ESM 
and emulator simulations

ESMs provide evidence for significant future increases in 
projected Arctic and global mean temperatures between 
2015–2050, with a high level of confidence (Section 8.3). 
MMM simulated rates of Arctic warming differ slightly 
between the CLE and MFR scenarios in the ESMs (Table 8.5 
and Figures 8.10 and 8.33). Th e warming is consistent with 
increasing concentrations of CO2 and greenhouse gas radiative 
forcings over this period. However, although significant 
diff erences exist in simulated concentrations of CH4, O3, and 
aerosol species between these scenarios (Section 8.3.2.1), the 
net impact of these diff erences on simulated warming rates are 
small and uncertain.

Th e emulator (Olivié et al., 2021) provides contributions of 
emissions of CH4, NOX, CO, VOCs, S, BC, and OC from diff erent 
source regions and sectors (Section 8.2.1) to net warming rates 
between 1990–2050. Note that the impacts of changes in O3

abundances on radiative forcings and temperature are analyzed 
separately (Section 8.4.5.3). 

Th e primary purpose of undertaking the emulator simulations 
was to understand better how CH4, aerosols and CO2

contribute to net simulated changes in temperatures in ESMs. 
Given the simplicity of the emulator, the approach is suitable 
for approximating contributions of individual SLCFs to 
temperature changes on time scales of several decades, averaged 
over large geographic regions. Th e emulator does not simulate 
changes in any other climate variables, such as precipitation or 
sea ice. Further, it does not account for important contributions 
to temperature variability. For example, it does not account for 
inter-annual to multi-decadal natural climate variability, or for 
radiative forcings associated with volcanic eruptions, vegetation 
fi res, and land-use changes.
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Figure 8.34 Arctic NSAT anomaly, simulated by the emulator. Th e CLE 
scenario (blue line) produces steadily increasing temperatures between 
2015–2050. Th e MFR scenario (red line) produces slightly reduced warming 
trends relative to the CLE scenario during 2015–2050. Black dashed lines 
show how individual SLCFs contribute to net warming trends in the CLE 
scenario, either through interactions with radiation (top panel) or all 
interactions (including with clouds and surface radiation; bottom panel). 
In the top panel, maximum feasible reductions in emissions of BC or CH4

produce reductions in warming trends through reduced interactions of 
BC and CH4 with radiation (lower black dashed lines), relative to the 
CLE scenario. In contrast, maximum feasible reductions in S lead to 
increased warming trends through reduced interactions of sulfate with 
radiation (upper black dashed line). Th e shading delineates the statistical 
uncertainties for the CLE and MFR scenario simulations.

Table 8.5 Arctic warming rate and temperature anomaly according to ESM simulations (multi-model ensemble medians).

Arctic warming rate (°C/decade) Arctic temperature anomaly (°C)

Scenario 2015–2030 2015–2050 2015 2030 2050

CLE 1.03±0.99 0.59±0.63 1.94±0.80 3.48±1.26 4.00±2.07

MFR 1.05±1.15 0.64±0.57 1.94± 0.80 3.52±1.52 4.17±1.83
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Figure 8.33 ESM Multi-model ensemble median simulated annual NSAT 
anomaly in the Arctic under CLE (blue dashed lines) and MFR (red 
dashed lines) scenarios between 2015–2050, relative to the mean observed 
temperature during 1951–1980. Th e black line shows observed annual 
mean temperature anomalies during 1990–2019, according to GISS Surface 
Temperature Analysis, GISTEMP v4 (Lenssen et al., 2019; Data ref. 8.2). 
Confi dence intervals (shading) refl ect the combined uncertainty arising 
from the multi-model ensemble spread and temperature variability in each 
individual model ensemble. Constant temperature off sets were added to 
the model results to match mean simulated and observed temperatures in 
2015 to facilitate visualizing the simulated temperature trends.
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Despite the emulator’s simplicity, the Arctic warming rate 
according to the GISTEMP analysis (0.71±0.22°C/decade) is 
within the statistical uncertainty range of the forced warming 
rate in the emulator (0.55±0.37°C/decade) from 1990–2015 
(Figure 8.34 and Table 8.6). Radiative forcings of CO2 and 
CH4 have increased over this time period, contributing to the 
simulated and observed warming trends over this period.

The forced warming trend simulated by the emulator continues 
steadily from the historic time period to the near-term future. 
Projected near-term warming rates from 2015 to 2030 are 
within the range of the analyzed historic warming rate from 
1990 to 2015. The simulated warming rates decline steadily 
during 2015–2050. Differences between mean temperatures 
simulated under the CLE and MFR scenarios are small and well 
within estimated uncertainty ranges (Table 8.6). In particular, 
the simulated temperature in 2015 under the MFR scenario 
differs from the simulated temperature for the CLE scenario 
by -0.07±0.92°C.

Overall, these results are consistent with results from the 
ESMs, although rates of warming are systematically higher 
in the ESMs, especially during the time period 2015–2030 

(Table 8.5). This may be related to the ESM simulations being 
initialized from ESM-simulated conditions in 2015; differences 
in simulated radiative forcings and CO2 abundance; natural 
emissions; or variations in transient climate sensitivity between 
the models. An analysis of these differences is beyond the scope 
of this report.

8.4.5.2  How emissions of aerosol chemical 
species and CH4 contribute to net Arctic 
temperature changes

Reduced emissions of CH4 and BC under the MFR scenario lead 
to lower Arctic warming rates than those projected for the CLE 
scenario. Consequently, Arctic mean temperatures in 2050 are 
reduced by 0.164°C (CH4) and 0.105°C (BC) from temperatures 
in 2015. This is because these SLCFs interact less with radiation 
in the MFR scenario than in the CLE scenario (Table 8.7), given 
the lower SLCF concentrations. If additional, but uncertain, 
interactions of BC with clouds and surface albedo are also 
considered, the decrease in Arctic mean temperature from 
lower BC emissions is enhanced (0.258°C in 2050, Table 8.8). 
The relatively small differences in net warming rates between 

Table 8.6 Arctic warming rates and temperature anomalies according to emulator simulations

 Arctic warming rate (°C/decade) Arctic temperature anomaly (°C)

Scenario 1990–2015 2015–2030 2015–2050 1990 2015 2030 2050

CLE 0.55±0.37 0.58±0.62 0.48±0.26 0.72±0.65 2.10±0.65 2.97±0.65 3.79±0.65

MFR 0.55±0.37 0.59±0.62 0.46±0.26 0.72±0.65 2.10±0.65 2.98±0.65 3.72±0.65

Table 8.7 Contribution of SLCF species to the net Arctic warming rate and temperature change under the MFR scenario relative to the CLE one, for 
interactions of the SLCFs with radiation only. Results for each species in the table represent the cooling (negative) or warming (positive) that would be 
achieved if emissions followed the MFR, rather than the CLE, scenario. Note that temperature responses to emissions of CO, NOX, and VOCs are due 
to the impacts of these species on the CH4 radiative forcing. Further, statistical uncertainties in CH4 radiative forcing and associated temperature trends 
are not available and could not be assessed.

Emitted SLCF species Arctic warming rate (°C/decade) Arctic temperature change (°C)

 2015–2030 2015–2050 2030 2050

CH4 -0.023 -0.047 -0.035 -0.164

BC -0.033±0.084 -0.030±0.036 -0.049±0.089 -0.105±0.089

S 0.043±0.024 0.035±0.010 0.065±0.025 0.123±0.025

OC 0.000±0.008 0.000±0.003 -0.001±0.008 -0.001±0.008

CO + NOX + VOCs 0.001 0.004 0.001 0.014

Total -0.013±0.088 -0.038±0.038 -0.019±0.093 -0.134±0.093

Table 8.8 Contribution of SLCF species to the net Arctic warming rate and temperature change under the MFR scenario relative to the CLE scenario, 
for interactions of the SLCFs including interactions of BC with radiation, clouds and surface albedo.

Emitted SLCF species Arctic warming rate (°C/decade) Arctic temperature change (°C)

 2015–2030 2015–2050 2030 2050

CH4 -0.023 -0.047 -0.035 -0.164

BC -0.094±0.574 -0.074±0.246 -0.141±0.609 -0.258±0.609

S 0.118±0.614 0.097±0.263 0.177±0.651 0.339±0.651

OC 0.003±0.226 0.001±0.097 0.004±0.240 0.004±0.240

CO + NOX + VOCs 0.001 0.004 0.001 0.014

Total 0.005±0.870 -0.019±0.373 0.006±0.923 -0.065± 0.923
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Figure 8.35 Arctic temperature changes associated with a change in mixing ratios of CO2 (left ) according to the SSP2–4.5 scenario and of CH4 (right) 
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the two scenarios are attributable to reduced S emissions; 
this causes warming in the MFR scenario relative to the CLE 
scenario because it results in lower concentrations of sulfate 
aerosol, which leads to weaker interactions with radiation in 
the MFR scenario. The net temperature difference between 
MFR and CLE scenarios from changes in emissions of all SLCF 
species in 2050 ranges from -0.134°C (for interactions with 
radiation only) to -0.066°C (for interactions with radiation, 
clouds, and surface albedo).

Between 1990–2015, interactions of CO2 with radiation are 
associated with an Arctic warming rate of 0.285°C/decade. 
They contributed much more strongly to Arctic warming 
than interactions of CH4 or BC with radiation (with warming 
rates of 0.039°C/decade and 0±0.036°C/decade, respectively 
[Tables A8.10 and A8.11, and Figures 8.35 and 8.36]). 
Furthermore, reductions in interactions of sulfate aerosols 
with radiation also produced relatively small contributions to 
Arctic warming rates over this time period, with a warming 
rate of 0.048±0.010°C/decade.

If (more uncertain) interactions of BC and sulfate aerosols 
with surface albedo and clouds are considered, on top of 
interaction with radiation, the warming rate contributions 
are -0.053±0.244°C/decade (BC) and 0.290±0.260°C/decade 
(S). This indicates that anthropogenic emissions of CO2 and 
sulfur contributed nearly equally to net Arctic warming during 
this time period. However, considerable statistical uncertainties 
exist, as explained above and analyzed in the following pages. 
Furthermore, the general scientific understanding of how 
aerosols and clouds interact is very limited, compared to 
other relevant forcing processes, which further adds to overall 
uncertainties around climate. Although it cannot be ruled out 
that the impacts of reduced sulfur emissions on warming rates 
are substantially less than estimated here, the consistency of 
radiative forcings and impacts on temperature seen across the 
different model simulations and scenarios supports the results 
(also see Sections 8.4.4.4 and 8.5). 

Projected future changes in emissions of CH4 and BC under 
the MFR scenario lead to reduced Arctic warming rates in the 
short and longer term through interactions of these SLCFs 

with radiation, relative to the CLE scenario (Table 8.7). For 
2015–2050, contributions to the warming rate from interactions 
of CH4 with radiation range from 0.040°C/decade (CLE) to 
-0.007°C/decade (MFR). Meanwhile, contributions to the 
warming rate from interactions of BC with radiation range 
from -0.013±0.026°C/decade (CLE) to -0.043±0.026°C/decade 
(MFR). If (more uncertain) interactions with clouds and surface 
albedo are also considered, contributions to the warming rate 
associated with BC emissions range from -0.034±0.174°C/decade 
(CLE) to -0.108±0.174°C/decade (MFR) (Tables A8.10, A8.11, 
A8.13, and A8.14).

Projected reductions in emissions of sulfur significantly 
contribute to future Arctic warming rates in both scenarios 
(Tables 8.7 and 8.8). For 2015–2050, contributions to the warming 
rate from interactions of sulfate aerosols with radiation range 
from 0.054±0.007°C/decade (CLE) to 0.089±0.007°C/decade 
(MFR). If (more uncertain) interactions with clouds and surface 
albedo are also considered, contributions to the warming rate 
from S emissions range from 0.132±0.186°C/decade (CLE) 
to 0.228±0.186°C/decade (MFR) (Tables A8.12 and A8.15).

By comparison, simulated warming rates associated with CO2 
are 0.354°C/decade during 2015–2030 and 0.350°C/decade 
between 2015–2050.

In the short term, between 2015–2030, the warming rate 
associated with sulfur reductions under the MFR scenario 
(0.363±0.434°C/decade) exceeds the warming rate associated 
with CO2 (0.354°C/decade). With S emissions following the 
CLE scenario, the associated warming rate is reduced to 
0.245±0.434°C/decade, which is still large compared to the 
warming that is associated with CO2 (Figure 8.37).
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Figure 8.37 Mean Arctic temperature changes in the MFR and CLE scenarios. The shaded areas indicate the contributions of emitted pollutants to the 
net changes (black lines).
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8.4.5.3  Impacts of tropospheric O3 changes 
on net Arctic temperature changes

For 1990 to 2015, changes in emissions of NOX, CO, VOCs, 
and CH4 produce an increase in O3 globally and a decrease in 
Arctic mean direct radiative forcings (Section 8.4.4.3). The 
O3 forcing changes result in a net Arctic warming impact 
of 0.0013°C/decade over this time period (Figure 8.38), 
based on a parameterization of Arctic temperature changes 
(Olivié et al., 2021). 

Between 2015–2050, the global mean O3 forcing is projected to 
increase according to the CLE scenario and to decrease under 
the MFR one. The projected forcings imply an increase in Arctic 
temperature under the CLE scenario of 0.0012°C/decade, and 
a decrease of 0.0056°C/decade for the MFR scenario. 

The temperature difference between the MFR and CLE scenarios 
in 2050 is projected to be -0.024°C, with changes in emissions 
of non-CH4 precursors (NOX, VOCs, and CO) contributing 
-0.014°C and changes in emissions of CH4 contributing -0.009°C. 
However, these temperatures are based on tropospheric O3 
changes calculated from a simple parameterization, which does 
not account for the atmospheric chemical CH4 feedback or the 
impacts of climate change (Section 8.4.2).

8.4.5.4  Impacts of regional aerosol and CH4 
emissions sectors

The previous sections provide evidence for the considerable 
warming and cooling impacts of different SLCFs on Arctic 

temperature. The magnitudes of these impacts differ between the 
CLE and MFR scenarios, and depend on which chemical species 
are emitted. The following analysis shows how emissions from 
different sources contribute to the net Arctic temperature changes. 
The analysis distinguishes between different emission regions 
and sectors (Section 8.2.1). As the previous section showed, O3 
forcing-induced temperature changes are considerably smaller 
than the impacts of changes in radiative forcings of CH4 and 
aerosols on Arctic temperatures (Sections 8.4.5.2 and 8.4.5.3). 
Consequently, the following analysis only addresses the impacts 
of CH4 and aerosol emissions on Arctic climate.

Between 1990–2015, increases in temperature caused by 
interactions of CH4 with radiation can be largely attributed 
to Asian Observer and Rest of the World emissions sources 
(Figure 8.39, Table A8.16). Even though emissions of NOX 
from eastern and western Arctic Council Member states and 
the Rest of Europe declined over this time period, reduced CH4 
lifetimes from increases in NOX emissions before 1990 result 
in a cooling impact on Arctic temperature that still persisted 
between 1990–2015. 

Considerable net Arctic warming from aerosols that occurred 
during 1990–2015 mainly resulted from reduced sulfur 
emissions from fossil-fuel and biofuel sources in western Arctic 
Council Member states (0.325±0.210°C) and the Rest of Europe 
(0.376±0.257°C) (Figures 8.40 and 8.41, Tables A8.19 and 
A8.22). The warming was partly compensated for by reductions 
in BC emissions from eastern Arctic Council Member states 
(-0.122±0.257°C), which led to reduced interactions with 
surface albedo during this time. Although similar reductions in 

Figure 8.38 Projected temperature changes 
in the Arctic associated with changes in 
emissions of O3 precursors and O3 direct 
radiative forcing for different source 
regions (Section 8.4.4.3 according to CLE 
and MFR scenarios. Temperature changes 
are relative to the temperature in 2015. 
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Figure 8.40 Contributions of S, OC, and BC emissions from different regions and sectors to the Arctic temperature change during 1990–2015 (top left) 
and 2015 to 2050, for interactions of aerosols with radiation only. Projected changes under CLE and MFR scenarios are shown in the top right and 
bottom left panels, respectively, with the difference between them presented in the bottom right panel. For each emission region, the bullets refer to net 
temperature changes from all sectors and species. Statistical uncertainties are indicated by the vertical lines.
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Figure 8.39 Contributions of CH4, CO, VOCs, and NOX from different regions and sectors to the Arctic temperature change during 1990–2015 (top left) 
and 2015–2050. Projected changes under CLE and MFR scenarios are shown in the top right and bottom left panels, respectively, with the difference 
between them presented in the bottom right panel.
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BC emissions also occurred in the Rest of Europe, the impacts 
on the warming trend were weaker due to the lower sensitivity 
of Arctic surface albedo and temperatures to sources outside 
the Arctic (Olivié et al., 2021).

Emissions of CH4 from fossil-fuel and biofuel sources in 
Arctic Observer countries under the CLE and MFR scenarios, 
(causing 0.055°C and 0.020°C of warming, respectively) 
and the Rest of the World (causing 0.101°C and 0.062°C of 
warming, respectively) continue to be the dominant source 
of CH4-induced Arctic warming for 2015–2050 (Tables A8.17 
and A8.18). However, CH4 emissions are substantially lower 
under the MFR than the CLE scenario, which causes the 
considerably reduced CH4-induced Arctic warming rate under 
the MFR scenario.

Projected warming during 2015–2050 is considerably 
enhanced by declining sulfur emissions from fossil-fuel 
and biofuel sources in eastern and western Arctic Council 
Member states, the Rest of Europe, and Asian Observers 
(Figures 8.40 and 8.41). The warming contributions are 
particularly large under the MFR scenario. Reductions in BC 
emissions from eastern Arctic Council Member states have 
a notable cooling influence, especially if interactions of BC 
with surface albedo are considered (-0.059±0.257°C change 
for CLE and -0.122±0.257°C change for MFR; Tables A8.20, 

A8.21, A8.23, A8.24). Under the MFR scenario, reduced BC 
emissions from oil-and-gas-sector sources from eastern Arctic 
Council Member states (-0.067±0.208°C change relative to 
2015) and the Rest of Europe (-0.063±0.119°C change relative 
to 2015) are particularly efficient at counteracting the overall 
temperature increase.

8.5  The impacts of mitigating warming 
SLCFs on Arctic temperature 

As shown in the previous sections, reduced SLCF concentrations 
under the MFR scenario lead to weak net responses in Arctic 
temperature, as a result of the diminishing impacts of both 
cooling and warming SLCFs, in particular BC and sulfur. An 
additional scenario is available where the focus is on mitigating 
the impacts of SLCFs using technologies that result in lower 
climate forcing of net emissions after abatement. Under this 
CFM scenario (Chapter 2), emissions of BC and CH4 are very 
similar to those of the MFR scenario. Emissions of sulfur under 
the CFM scenario roughly equate to those in the CLE scenario 
but they are higher than those projected by the MFR scenario. 
Consequently, the CFM scenario can be analyzed to isolate 
the effects of reducing warming versus cooling SLCFs in the 
other scenarios.
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Figure 8.41 Contributions of S, OC, and BC emissions from different regions and sectors to the Arctic temperature change during 1990–2015 (top left) 
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Projected Arctic temperatures under the CFM scenario are 
systematically reduced relative to the CLE scenario, according 
to simulations undertaken with MRI-ESM2 (Figure 8.42). In 
2050, the ensemble mean temperature is projected to be lower 
by 0.60±0.78°C, corresponding to a reduction in the Arctic 
warming trend by 0.171±0.316°C/decade from 2015–2050.

Arctic temperatures simulated in the emulator largely agree 
with those projected by the MRI-ESM2 (Figure 8.43). In 2050, 
the ensemble mean temperature is projected to be 0.36±0.92°C 
lower, corresponding to a decline in the Arctic warming trend 
by 0.103±0.373°C/decade between 2015–2050.

Th e results confi rm that mitigation measures for BC and CH4

proposed in the CFM and MFR scenarios eff ectively reduce the 
projected future Arctic warming trend (Figure 8.44).
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Figure 8.42 Arctic NSAT anomaly, for the CLE (blue) and CFM (red) 
scenarios for 2015–2050, relative to 1951–1980 mean observed temperature, 
based on simulations with MRI-ESM2. Th e black line shows observed annual 
mean temperature anomalies during 1990–2019, according to GISS Surface 
Temperature Analysis, GISTEMP v4 (Lenssen et al., 2019; Data ref. 8.2). 
Confi dence intervals (shading) refl ect the combined uncertainty arising 
from the multi-model ensemble spread and temperature variability in each 
individual model ensemble. Constant temperature off sets were added to the 
model results to match mean simulated and observed temperatures in 2015 
to facilitate visualizing the simulated temperature trends.

Figure 8.43 Emulator-simulated Arctic NSAT anomaly for the CLE (blue 
dashed lines) and CFM scenarios (red dashed lines). Contributions of 
individual SLCFs to net warming trends are shown (black dashed lines), 
either through interactions with radiation (top panel) or all interactions 
(including interactions with clouds and surface radiation; bottom panel). 
Reductions in emissions of BC or CH4 according to the CFM scenario 
produce reductions in warming trends in both panels, relative to the CLE 
scenario. Small diff erences in emissions of S between the CFM and CLE 
scenarios lead to small impacts on temperature trends in both panels.
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8.6  The potential role of natural 
SLCF emissions

To assess the relative importance of anthropogenic emissions 
and their impacts – both today and in the future – it is 
necessary to differentiate them from the effects caused by 
natural emissions. Here, the term natural emissions refers 
primarily to: CH4 from terrestrial, freshwater and marine 
sources; emissions from natural fires; mineral and soil dust; 
sea spray and secondary aerosol formed from marine precursor 
emissions (DMS, from phytoplankton); and terrestrial trace 
gases (such as biogenic volatile organic compounds [BVOCs] 
from vegetated areas).

Both anthropogenic and natural emissions change over time. 
While anthropogenic emissions are changed through policy 
action, such as that simulated by the ESMs for the CLE and MFR 
emissions scenarios, natural emissions change as a consequence of 
climate and environmental shifts. For example, natural emissions 
of CH4 from wetlands, lakes and oceans are projected to increase 
in the Arctic, but the absolute magnitude of these is uncertain 
(Chapter 3; Tan and Zhuang, 2015; James et al., 2016; Dean et al., 
2018; Koffi et al., 2020; Zhang et al., 2017; Shindell et al., 2013; 
Sultan et al., 2020). This natural increase could potentially be 
mitigated by a strong reduction in anthropogenic CH4 emissions 
(Christensen et al., 2019). 

Forest fires are expected to become more frequent and severe in 
the future due to rising temperatures, lower relative humidity 
and more frequent lightning strikes – potentially leading to 
increased emissions if not carefully managed (Chapter 4). The 
increased release of surface dust in the future is conceivable, as 
ground snow cover becomes sparser and remains for shorter 
periods (Bormann et al., 2018; Allchin and Déry, 2020). Land 
ice, such as glaciers and the Greenland ice sheet, are retreating 
rapidly, exposing areas covered by fine sediments. Glacial dust 
is already the dominant factor in reducing snow and ice albedo 
on Greenland (Goelles and Boggild, 2017), and the effect could 
become more severe in the future. In addition, areas razed by 
forest fires become another source of ash and soil dust. This 
material could be transported to snow- and ice-covered regions 
of the Arctic, where it might reduce the surface albedo by 
darkening the snow or act as a nutrient for algae (Cook et al., 
2020), accelerating melt processes. 

With sea ice retreating, sea-spray formation on the open ocean 
is set to increase (Struthers et al., 2011; Zábori et al., 2012; 
Browse et al., 2014). Such change can already be observed, 
as discussed in Chapter 6, where measurements of aerosol 
optical properties indicate an increase of coarse-mode particles, 
particularly in the area around Svalbard (Heslin-Rees et al., 
2020). Sea-spray aerosols are also lofted from sea ice by blowing 
snow, and can function as cloud condensation nuclei (CCN), 
potentially enhancing the albedo of clouds. With less sea ice 
cover, and with rain increasing at the expense of snow fall in the 
future (Bintanja and Andry, 2017) this source of CCN might 
diminish. In spring and summer, retreating sea ice makes more 
microbial activity possible, leading to enhanced emissions of 
DMS and other trace gases (Søreide et al., 2010; Ardyna et al., 
2014). Not only are more, smaller particles formed (new particle 
formation), but existing particles can also grow larger. BVOCs, 
which are increasingly emitted from thawing permafrost 

(Kramshøj et al., 2016) and also from the surface ocean 
(Abbatt et al., 2019), can function over land analogously to 
DMS at sea, contributing more and larger particles. The overall 
effect is to alter the Arctic CCN population in terms of number, 
size and composition, changing the radiative properties of 
clouds and influencing the Arctic rate of warming positively and 
potentially negatively, too. Moreover, these shifts are linked to a 
chain of complex environmental processes that are themselves 
subject to climate change, and hence have uncertain effects. As 
a result, the overall net effect of changing natural emissions on 
Arctic climate is still unknown.

It is difficult to represent all these complex chemical and 
physical processes in climate models with sufficient detail; 
there is currently no single model set up for the task. However, 
several modeling studies have investigated individual processes. 
For example, (Browse et al., 2014) identified small effects after 
studying the aerosol climate effects due to diminishing sea 
ice. Other studies (Struthers et al., 2011; Gilgen et al., 2018; 
Mahmood et al., 2019) concluded that the aerosols would lead 
to enhanced cloud albedo, prompting cooling over the open 
ocean. The fate of enhanced emissions of DMS was studied by 
Mahmood et al. (2019). They found that with sea-ice retreat, wet 
deposition efficiently scavenges newly formed sulfate aerosols 
from DMS emissions but that the remaining sulfate aerosols are 
more efficient at nucleating new cloud droplets and enhancing 
the cloud radiative forcing. More effort dedicated to measuring 
and modeling is needed to constrain these uncertainties.

For the MFR and CLE simulations performed for this report, 
all five ESMs consider climate feedbacks from changes in 
the burden of dust, sea salt and fires – although the latter is 
prescribed and not explicitly represented in each model. Most 
of the models also consider feedbacks from changes in DMS 
and SOA. No explicit feedback on natural CH4 emissions is 
included in the ESM simulations, however. In other words, 
the climate response simulated by the ESMs for the MFR 
and CLE scenarios includes a partial climate response from 
changes in natural aerosol emissions only. Even though the 
models include these feedbacks, they do not all provide the 
necessary outputs to fully explore the magnitude of the different 
natural feedback mechanisms of each model. Furthermore, 
the models describe the underlying feedback processes in a 
rudimentary – and sometimes substantially different – manner. 
This simplification is partly due to computational limitations; 
it is simply not possible to include all the details of all chemical 
and physical processes in an ESM. There is also a lack of 
suitable model parameterizations, to a large extent caused by 
insufficient understanding of the natural processes. For fire 
emissions, the models use the same future emissions scenario 
of OC and BC from CMIP6 (see Feng et al., 2020); in other 
words, the fires and the fire emissions do not respond to the 
simulated climate change in each model. Sea salt emissions are 
dependent on changes in sea ice and wind in all models but 
the descriptions are different and not all models consider the 
effects of changes in ocean temperature. Emissions of organic 
matter from the ocean also differ between the models. The 
description of dust emissions is substantially different between 
the models and is not dependent on any change in, for example, 
glacier extent as the models do not include dynamic land-ice 
models. Nevertheless, the simulated changes in dust and sea-salt 
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burdens under the CLE and MFR scenarios are discussed below 
for all models, as a rough indication of possible future trends. 
A task for the future is to better constrain natural aerosol and 
gas emissions changes, alongside any anthropogenic eff ects, to 
improve our overall understanding of the Arctic climate system.

Ba sed on the mean of all fi ve ESMs, the burden of fi ne-fraction 
dust in 2015 is calculated to be 20 Tg and 0.15 Tg globally and 
over the Arctic, respectively. As seen in Figure 8.45, the models 
produce large diff erences in simulated dust concentrations, 
up to a factor of three, both globally and over the Arctic. Th e 
simulated global MMM dust burdens increase slightly in the 
future in both scenarios. Th e trend is statistically signifi cant 
in the MFR scenario (at a 95% confi dence level according to a 
Mann-Kendall test) but is not signifi cant in the CLE scenario. In 
the CLE scenario, the global mean dust burden decreases slightly 
by 1.4% in 2030 compared to 2015 levels, but then increases 
by 4.9% in 2050 compared to 2030. In the MFR scenario, the 
global 2030 burden is 4% lower than the 2015 burden, while 
the 2050 burden is 2.3% higher than the 2015 burden. Th e 
changes over the Arctic are larger (Figure 8.45); under the CLE 
scenario, the models estimate an 18% and 13% decrease of the 
Arctic dust burden in 2030 and 2050, respectively, compared 

to 2015 levels, and a 13% and 7% decrease, respectively under 
the MFR scenario. Th e decreasing trend in the CLE scenario is 
not statistically signifi cant, while the trend in the MFR scenario 
is statistically signifi cant. Th e results suggest that the global 
dust burden increases while the anthropogenic aerosol burden 
decreases, meaning that mineral dust aerosols will become 
more important in the future. 

Regarding fi ne sea-salt aerosols, as with dust, there are large 
diff erences between the models in terms of the simulated global 
and Arctic burdens (Figure 8.46). Trend analyses based on 
the MMM show a small but statistically signifi cant increase in 
the global sea-salt concentrations under both CLE and MFR 
scenarios. Th e global MMM sea-salt burden increases slightly by 
up to 1% in 2030 compared to 2015 in both scenarios, while the 
2050 levels are 1–1.5% lower than the 2015 levels. Th e changes 
over the Arctic are larger; the 2030 burden is 6–7% higher than 
the 2015 levels, while the 2050 levels are 2–3% higher than 
in 2015. Th is can be attributed to decreased sea ice over the 
Arctic (Section 8.3.3), leading to an expanded open sea-surface 
and increasing sea-spray fl uxes. Th e increasing trend over the 
Arctic in the CLE scenario is statistically signifi cant, while in 
the MFR scenario the increase is not statistically signifi cant.    
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Figure 8.45 MMM Global and Arctic fi ne-fraction dust burdens. Th e fi gure shows MMMs over the number of ensembles from all ESMs along with the 
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Figure 8.46 MMM global and Arctic fi ne fraction sea-salt burdens. Th e fi gure shows MMMs over the number of ensembles from all ESMs, along with 
the standard deviation.
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Th e  GISS-E2.1 model was further used to estimate the change 
of biomass-burning fraction of BC and OC in comparison to 
the total global (Figure 8.47) and Arctic (Figure 8.48) burdens, 
and changes to this ratio over time due to the anthropogenic 
emissions reductions applied in the model. It should be noted that 
the biomass burning includes both natural and anthropogenic 

fi res. Th e GISS-E2.1 model tracks the anthropogenic and biomass 
burning BC and OC separately, and therefore can distinguish 
and calculate the anthropogenic and biomass burning fractions 
of BC and OC concentrations, implying that, depending on 
the reductions in anthropogenic emissions, the ratio between 
the biomass burning and total BC and OC concentrations can 
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  Figure 8.47. Evolution of the biomass-burning fraction of BC and OC versus the total global burden, under the CLE and MFR scenarios. Th e fi gure 
shows MMMs over three ensembles of the GISS-E2.1 model, along with the standard deviation.
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change over time. Th e model calculated that in 2015, 27%–29% 
of the global OC mass was due to biomass burning. Under the 
CLE scenario, this ratio slightly increases to 31%–32%, while 
in the MFR scenario, the ratio increases by up to 52%. Th is 
suggests that, due to the decrease of anthropogenic emissions, 
the biomass burning fraction of BC will become dominant. 
Regarding global OC, the model simulated a slight decrease in the 
biomass-burning fraction under the CLE scenario, while in the 
MFR scenario, the global biomass burning ratio increased from 
30% in 2015 to almost 40% in 2030 and 2050. Over the Arctic, 
the biomass-burning fraction of BC increased from around 20% 
in 2015 to 24% in 2050 under the CLE scenario, with the ratio 
increasing to more than 30% under the MFR scenario. Arctic 
OC does not change much by 2050 in the CLE scenario, and 
increases only slightly in the MFR scenario.

8.7 Conclusions

• Model simulations for the period 1990–2015 provide 
evidence that the slightly declining global anthropogenic 
BC emissions during this time period had a relatively small 
cooling impact on recent Arctic warming (-0.053°C/decade), 
compared to the simulated net Arctic warming from 
global emissions of CO2 and other SLCFs during this time 
(0.55 °C/decade). At the same time, the slight increase in 
global anthropogenic CH4 emissions produced a relatively 
small warming impact (0.039°C/decade).

• Global anthropogenic emissions of CO2 and reductions in 
global sulfur emissions contributed strongly and equally 
to Arctic warming between 1990–2015, highlighting the 
importance of declining global sulfur emissions and reduced 
interactions of sulfate aerosols with clouds, following the 
steady increase in global emissions of sulfur and aerosol/
cloud radiative forcings during the 20th century. The 
magnitude of the warming from declining sulfur emissions 
is large but very uncertain, mainly due to uncertainties in 
aerosol/cloud radiative forcings.

• With the available emissions scenarios, the Arctic is 
projected to continue to warm until 2050, at least. 
Simulations with the ESMs and the emulator consistently 
show that the forced warming rates are stronger in the near-
term (2015–2030) than in the mid-term (2015–2050), and 
that the warming is mainly due to a combination of strong 
warming impacts of CO2 and diminishing global sulfur 
emissions (of similar magnitude).

• From 2015–2030, with maximum feasible reductions in 
global emissions of CH4 and BC, the net rate of Arctic 
warming could be reduced by 20%, relative to emissions 
changes from current legislation. If maximum feasible 
emission reductions are sustained until 2050, the net Arctic 
warming rate over this time period could be reduced by 25% 
(10% from CH4 and 15% from BC emissions reductions).

• Reductions in global sulfur emissions will reduce the cooling 
impact of global CH4 and BC emission-mitigation measures 
on Arctic warming. Combined maximum feasible SLCF 
emissions reductions are unlikely to produce a notable net 
change in Arctic temperature between 2015–2050. Th e weak 

response in Arctic temperature to global SLCF emissions 
mitigation is consistent in all the models.

• Projected future changes in O3 abundance imply a relatively 
small change in Arctic warming of less than 0.006°C/decade 
between 2015–2050, consistent with simulated changes in 
concentrations and radiative forcings. 

• Th ere is strong evidence that maximum feasible reductions 
in SLCF emissions would produce measurable improvements 
in air quality in all Arctic Council Member states and Asian 
Observer countries, compared to current legislation in the 
near- and mid-term. For Asian Observers, maximum feasible 
reductions in local emissions could lead to particularly 
large reductions in projected annual mean anthropogenic 
PM concentrations of up to about 60% by 2030, relative 
to 2015. Th ese reductions are robustly simulated in the 
diff erent models. However, simulated changes in absolute 
concentrations are more uncertain. Additionally, maximum 
feasible reductions in O3 precursor emissions (mainly from 
fossil-fuel and biofuel sources) also yield large decreases in 
surface O3 concentrations by 2050 across all regions.

• Future global mean precipitation rates display a small and 
non-signifi cant increase with maximum feasible reductions 
in SLCF emissions compared to the CLE scenario (0.7% 
diff erence in 2050), which is caused by changes in surface 
energy budgets from reductions in concentrations of CH4, 
sulfate, BC and OC. In the Arctic, the mean precipitation 
increase is 1.4% (non-signifi cant).

• Th e introduction of further air-pollution mitigation options 
reduces the emissions of sulfur and other precursors of 
particulate matter in the scenarios considered here. Th is will 
likely lead to signifi cant health benefi ts in large regions of the 
World. Regardless of far-reaching air quality improvements, 
the overall impact of declining global sulfur emissions is 
to unmask the greenhouse gas warming impact on Arctic 
temperature, which could be considerable. Th is emphasizes 
the need to reduce global emissions of CO2, CH4, and BC in 
order to slow the rate of Arctic warming. Furthermore, air-
quality benefi ts could be enhanced by targeting emissions of 
OC, without detrimental impacts on Arctic climate. 

• Maximum feasible reductions in fossil-fuel and biofuel 
emissions of CH4 from Asian Observer countries and 
the Rest of the World are projected to reduce the Arctic 
warming rate each by about 2%, relative to current 
legislation and from 2015–2050. This is a substantial 
portion of the Arctic cooling impact from reductions in 
global emissions from all anthropogenic CH4 sources (10% 
reduction in warming rate).

• Maximum feasible reductions in SLCF emissions from 
the oil-and-gas sector are beneficial for the Arctic 
climate from 2015–2050. In particular, BC emissions 
reductions from gas fl aring in eastern Arctic Council 
Member states are particularly benefi cial (2% reduction 
in Arctic warming rate, relative to current legislation). 
Furthermore, global CH4 emissions from the oil-and-gas 
sector account for 40% of the projected cooling impact of 
the maximum feasible reductions in global CH4 emissions 
from all anthropogenic sources.
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 • In a warming Arctic, emissions of natural aerosols and 
their precursors will change. All ESMs consider climate 
feedbacks on dust and sea-spray emissions. The simulations 
indicate that the Arctic dust burden will decrease while the 
sea-salt burden will increase in the future. However, these 
changes are associated with large uncertainties and need 
better quantification. Only a subset of the models include 
climate feedbacks on DMS concentrations in the ocean 
and emissions of SOA precursors, and these models do not 
provide the necessary output to quantify the feedbacks. 
Emissions from wildfires follow prescribed future scenarios 
and are not explicitly calculated by the models.

 • Due to the chemical complexity, future changes in CH4 
are currently considered in a simplistic way in the ESM 
projections (Chapter 7). Furthermore, there is no feedback 
from the modeled climate change on natural CH4 emissions.

 • The development of an integrated modeling capacity for 
climate and air quality is essential for understanding the 
inherent trade-offs and synergies in policy and regulations. 
Substantial uncertainties still exist with regard to the 
magnitude of future simulated warming and regional 
SLCF concentrations. Future development of ESMs needs 
to support the creation of emissions mitigation pathways 
and adaptation priorities that respond to diverse societal, 
cultural, health, economic, and environmental priorities 
and values.

 • Rapid-assessment tools such as emulators provide additional 
options for making an integrated assessment of emissions 
mitigation strategies for climate and air quality. They are 
fundamentally based on results from more complex models. 
Emulator projections are highly idealized and are limited to 
changes of a small number of variables over multi-year-long 
time scales. The limited availability of long integrations with 
complex models poses substantial challenges for assessing 
the impacts of SLCFs on climate and air quality. In contrast 
to these models, emulators can be easily adapted in response 
to an improved scientific understanding of the impacts of 
emissions on SLCF concentrations, radiative forcings, and 
climate sensitivity.

8.8 Recommendations

 • Promote studies aimed at expanding knowledge of natural 
aerosols. Future reductions of global anthropogenic aerosol 
and aerosol precursor emissions imply that changes in 
natural aerosol emissions (fires, sea spray, DMS, organic 
vapors) will become increasingly important. These emissions 
are closely connected to changes in different climate 
variables and need to be better understood, represented, 
and evaluated in models.

 • Develop better observational datasets and models to address 
current uncertainties in aerosol indirect effects and cloud 
adjustments (including long-wave feedbacks) – which 
are substantial. 

 • Initiate studies to better constrain the Arctic warming effect 
from reduced anthropogenic sulfur emissions, in particular 
for the historical time period.

 • Undertake longer and more computationally expensive 
simulations with Earth system and atmospheric global 
climate models to reduce statistical uncertainties in radiative 
forcings and climate caused by natural variability in clouds 
and surface albedo. The current lack of studies limits the 
scientific understanding of SLCF and cloud processes, and 
also affects the assessment of the impacts of SLCF emissions 
on climate. 

 • Support efforts to integrate models for climate and air 
quality to facilitate the evaluation of co-benefits of emissions 
reductions for climate and health. In particular, the spatial 
resolution and time periods of global model datasets need 
to be increased for robust assessments of changes in local 
air quality and regional climate over multiple decades.
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Appendix 8

A8.1 Regional SLCF emissions

Table A8.1 Emissions of CH4-chemistry-related chemical species (in Tg/y) for different regions and sectors in 2015.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

CH4 Fossil fuel and biofuel 85.04 20.13 25.80 19.34 125.49 275.79

Oil and gas flaring 1.96 0.45 10.68 9.64 36.91 59.64

Shipping 0.00 0.03 0.03

Region total 87.00 20.58 36.48 28.98 162.40 0.00 0.03 335.46

CO Fossil fuel and biofuel 225.25 22.48 38.04 12.64 244.36 542.77

Oil and gas flaring 0.01 0.00 0.03 0.17 0.48 0.70

Shipping 0.03 3.02 3.05

Region total 225.27 22.48 38.07 12.81 244.84 0.03 3.02 546.52

VOC Fossil fuel and biofuel 18.27 3.71 7.42 2.02 38.80 70.22

Oil and gas flaring 0.37 0.22 1.34 0.92 7.53 10.37

Shipping 0.01 0.60 0.61

Region total 18.64 3.93 8.76 2.94 46.33 0.01 0.60 81.20

NOX Fossil fuel and biofuel 37.34 8.94 14.34 4.35 40.46 105.43

Oil and gas flaring 0.00 0.00 0.01 0.03 0.10 0.14

Shipping 0.21 19.00 19.21

Region total 37.34 8.94 14.35 4.38 40.56 0.21 19.00 124.77

Table A8.2 Change in emissions of CH4-chemistry-related chemical species (in Tg/y) from 1990 to 2015.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

CH4 Fossil fuel and biofuel 27.05 -12.23 3.05 -5.25 41.54 54.16

Oil and gas flaring 0.49 -0.24 7.76 -26.66 -0.97 -19.62

Shipping 0.00 0.01 0.01

Region total 27.53 -12.47 10.81 -31.90 40.57 0.00 0.01 34.55

CO Fossil fuel and biofuel 57.36 -41.74 -75.70 -14.48 66.86 -7.70

Oil and gas flaring 0.01 0.00 0.01 -0.28 -0.09 -0.35

Shipping 0.01 1.33 1.34

Region total 57.36 -41.74 -75.68 -14.76 66.77 0.01 1.33 -6.71

VOC Fossil fuel and biofuel -1.09 -9.49 -9.32 -3.24 7.09 -16.05

Oil and gas flaring 0.09 -0.21 -0.04 -0.30 1.52 1.07

Shipping 0.00 0.26 0.26

Region total -1.00 -9.70 -9.35 -3.54 8.61 0.00 0.26 -14.71

NOX Fossil fuel and biofuel 21.22 -11.42 -14.53 -5.26 14.98 4.99

Oil and gas flaring 0.00 0.00 0.00 -0.06 -0.02 -0.07

Shipping 0.09 8.04 8.13

Region total 21.22 -11.42 -14.53 -5.31 14.96 0.09 8.04 13.05
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Table A8.3 Change in emissions of CH4-chemistry-related chemical species (in Tg/y) from 2015 to 2050, according to the CLE scenario. 

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

CH4 Fossil fuel and biofuel 25.89 -3.23 2.78 3.16 54.27 82.88

Oil and gas flaring 1.89 -0.13 2.84 -0.39 19.31 23.51

Shipping 0.01 0.84 0.84

Region total 27.78 -3.36 5.62 2.77 73.58 0.01 0.84 107.23

CO Fossil fuel and biofuel -89.16 -7.77 -10.34 -3.10 9.52 -100.85

Oil and gas flaring 0.00 0.00 0.01 -0.06 0.14 0.08

Shipping 0.02 1.72 1.74

Region total -89.16 -7.78 -10.33 -3.16 9.66 0.02 1.72 -99.03

VOC Fossil fuel and biofuel -5.07 -1.55 -1.97 -0.31 -0.51 -9.41

Oil and gas flaring -0.14 -0.05 0.18 -0.08 1.03 0.94

Shipping 0.01 0.47 0.47

Region total -5.21 -1.59 -1.79 -0.40 0.52 0.01 0.47 -7.99

NOX Fossil fuel and biofuel -13.23 -5.01 -6.65 -1.29 14.08 -12.10

Oil and gas flaring 0.00 0.00 0.00 -0.01 0.03 0.02

Shipping -0.03 0.50 0.46

Region total -13.23 -5.02 -6.65 -1.30 14.11 -0.03 0.50 -11.62

Table A8.4 Change in emissions of CH4-chemistry-related chemical species (in Tg/y) from 2015 to 2050, according to the MFR scenario.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

CH4 Fossil fuel and biofuel -22.10 -9.52 -3.31 -13.11 -15.48 -63.52

Oil and gas flaring -0.71 -0.31 -2.95 -7.42 -25.63 -37.02

Shipping 0.01 0.84 0.84

Region total -22.81 -9.83 -6.26 -20.53 -41.11 0.01 0.84 -99.69

CO Fossil fuel and biofuel -177.01 -13.85 -23.24 -8.07 -151.40 -373.58

Oil and gas flaring -0.01 0.00 -0.01 -0.16 -0.42 -0.61

Shipping 0.02 1.72 1.74

Region total -177.02 -13.86 -23.25 -8.24 -151.83 0.02 1.72 -372.44

VOC Fossil fuel and biofuel -14.53 -2.31 -4.66 -1.24 -24.30 -47.04

Oil and gas flaring -0.14 -0.06 -0.43 -0.09 0.82 0.09

Shipping 0.01 0.47 0.47

Region total -14.67 -2.37 -5.09 -1.33 -23.48 0.01 0.47 -46.47

NOX Fossil fuel and biofuel -27.63 -6.72 -10.46 -3.18 -12.89 -60.87

Oil and gas flaring 0.00 0.00 0.00 -0.03 -0.08 -0.12

Shipping -0.15 -13.45 -13.60

Region total -27.63 -6.72 -10.46 -3.21 -12.97 -0.15 -13.45 -74.59
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Table A8.5 Emissions of aerosol-related chemical species (in Tg/y) in 2015.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of 
World

Marine 
(Arctic)

Marine (<60°N) Sector total

BC Fossil fuel and biofuel 2.31 0.34 0.30 0.12 3.09 6.16

Oil and gas flaring 0.00 0.00 0.00 0.07 0.08 0.15

Shipping 0.00 0.04 0.04

Region total 2.31 0.34 0.31 0.19 3.17 0.00 0.04 6.35

OC Fossil fuel and biofuel 4.52 0.57 0.49 0.24 7.64 13.45

Oil and gas flaring 0.00 0.00 0.00 0.01 0.02 0.03

Shipping 0.00 0.28 0.28

Region total 4.52 0.57 0.49 0.25 7.66 0.00 0.28 13.76

S Fossil fuel and biofuel 12.30 2.45 2.60 1.94 12.20 31.49

Oil and gas flaring 0.00 0.00 0.00 0.02 0.00 0.03

Shipping 0.04 5.03 5.07

Region total 12.30 2.45 2.60 1.96 12.20 0.04 5.03 36.59

Table A8.6 Change in emissions of aerosol-related chemical species (in Tg/y) from 1990 to 2015.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

BC Fossil fuel and biofuel -0.06 -0.20 -0.07 -0.20 0.65 0.13

Oil and gas flaring 0.00 0.00 0.00 -0.14 -0.03 -0.16

Shipping 0.00 0.01 0.01

Region total -0.06 -0.20 -0.06 -0.34 0.62 0.00 0.01 -0.03

OC Fossil fuel and biofuel -0.89 -0.35 -0.12 -0.27 2.36 0.73

Oil and gas flaring 0.00 0.00 0.00 -0.03 -0.01 -0.03

Shipping 0.00 0.08 0.08

Region total -0.89 -0.35 -0.12 -0.30 2.35 0.00 0.08 0.78

S Fossil fuel and biofuel 1.80 -12.45 -9.20 -3.79 -1.30 -24.94

Oil and gas flaring 0.00 0.00 0.00 -0.05 0.00 -0.05

Shipping -0.01 0.77 0.76

Region total 1.80 -12.45 -9.20 -3.84 -1.30 -0.01 0.77 -24.22
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Table A8.7 Change in emissions of aerosol-related chemical species (in Tg/y) from 2015 to 2050, according to the CLE scenario.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

BC Fossil fuel and biofuel -1.17 -0.19 -0.13 -0.03 0.44 -1.08

Oil and gas flaring 0.00 0.00 0.00 -0.02 0.03 0.00

Shipping 0.00 0.01 0.01

Region total -1.17 -0.19 -0.13 -0.05 0.47 0.00 0.01 -1.06

OC Fossil fuel and biofuel -0.52 -0.27 -0.09 -0.03 1.48 0.57

Oil and gas flaring 0.00 0.00 0.00 0.00 0.01 0.00

Shipping 0.00 0.08 0.08

Region total -0.52 -0.27 -0.09 -0.03 1.49 0.00 0.08 0.66

S Fossil fuel and biofuel -5.18 -1.44 -1.18 -0.29 1.00 -7.09

Oil and gas flaring 0.00 0.00 0.00 -0.01 0.00 -0.01

Shipping -0.03 -3.75 -3.78

Region total -5.18 -1.44 -1.18 -0.30 1.00 -0.03 -3.75 -10.88

Table A8.8 Change in emissions of aerosol-related chemical species (in Tg/y) from 2015 to 2050, according to the MFR scenario.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

BC Fossil fuel and biofuel -2.09 -0.28 -0.24 -0.10 -2.04 -4.76

Oil and gas flaring 0.00 0.00 0.00 -0.06 -0.07 -0.13

Shipping 0.00 -0.03 -0.03

Region total -2.09 -0.28 -0.24 -0.17 -2.11 0.00 -0.03 -4.92

OC Fossil fuel and biofuel -3.93 -0.47 -0.36 -0.21 -6.21 -11.18

Oil and gas flaring 0.00 0.00 0.00 -0.01 -0.01 -0.03

Shipping 0.00 -0.16 -0.16

Region total -3.93 -0.47 -0.36 -0.22 -6.22 0.00 -0.16 -11.37

S Fossil fuel and biofuel -8.61 -2.01 -1.76 -1.46 -8.26 -22.10

Oil and gas flaring 0.00 0.00 0.00 -0.02 0.00 -0.02

Shipping -0.04 -4.70 -4.74

Region total -8.61 -2.01 -1.76 -1.48 -8.26 -0.04 -4.70 -26.87

A8.2 Burden changes in individual ESMs

A8.2.1 BC

All ESMs simulated a continuous decrease of BC burden over 
the Arctic (Figure 8.7). The ensemble-mean simulated BC 
burden of 5.1±1.9 kilotons (kt; 1 kiloton = 1000 tonnes) over the 
Arctic in 2015 decreased to 4.7±1.9 kt (7%) in 2020, 4.0±1.4 kt 
(21%) in 2030 and 3.4±1.3 kt (32%) in 2050, under the CLE 
scenario. The MFR scenario reduced an additional 1.8±1.1 kt 
(32%) in 2030 and 1.7±1.1 kt (32%) in 2050. The largest absolute 
reductions under the CLE scenario were simulated by the 
CESM2 and NorESM models, which also simulated the largest 
additional reductions under the MFR scenario (Figure A8.1). 

The annual mean BC surface concentrations were also projected 
to decrease over the Arctic, with MRI-ESM2 simulating the 
highest surface concentrations under the CLE scenario and 
therefore the largest additional decrease under the MFR 
scenario. However, this additional decrease was projected to 
get smaller from 2025 onwards (Figure 8.7). 

A8.2.2 Ozone

Only GISS-E2.1, MRI-ESM2 and UKESM1 models simulated O3, 
while CESM2 and NorESM used prescribed O3 concentrations. 
All available ESMs simulated a continuous increase of O3 
burden over the Arctic (Figure 8.7). The models did not agree 
on the change in the surface O3 mixing ratios over the Arctic 
(Figure A8.2). The GISS-E2.1 projected a decrease until 2030, 
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Figure A8.1 BC burden in teragrams [Tg] (upper panel) and surface concentration in µg/m3 (lower panel) over the Arctic for the fi ve ESMs, for the CLE 
scenario and the diff erence between the MFR and CLE scenarios (MFR–CLE), along with spread for each model.

Figure A8.2 O3 burden in teragrams [Tg] (upper panel) and surface concentration in µg/m3 (lower panel) over the Arctic for the fi ve ESMs, for the CLE 
scenario and the diff erence between MFR and CLE scenarios (MFR–CLE), along with spread for each model.
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then relatively stable onwards, while MRI-ESM2 projected O3

levels to remain stable throughout the simulation period, and 
UKESM1 projected a continuous increase in surface O3 levels. 
All models agreed that following the MFR scenario would 
further decrease the surface O3 mixing ratios over the Arctic.

A8.2.3 Sulfate and OC

All ESMs simulated a signifi cant decrease of sulfate (SO4) 
burden over the Arctic until around 2030 (Figure A8.3). Aft er 
2030, burdens remain almost constant until 2050, with the 
exception of the CESM2 model, which simulated a slight 
increase of burdens aft er around 2040. Th e ensemble-mean 
simulated sulphate burden of 58.8±17.7 kt over the Arctic in 
2015 decreased to 50.8±16.3 kt (14%) in 2020, 48.04.0±15.4 kt 
(19%) in 2030 and 48.5±13.3 kt (17%) in 2050 under the CLE 
scenario (Figure 8.7). Th e MFR scenario produced an additional 
reduction of 10.9±4.1 kt (19%) in 2030 and 12.1±3.4 kt (12%) 
in 2050. The largest reductions in the CLE scenario were 
simulated by the UKESM1 model, which also simulated the 
largest additional reductions in the MFR scenario. Regarding 
the surface SO4 levels, all models agreed on a decrease until 
2020 in the CLE scenario, with concentrations remaining 
relatively stable thereaft er. As with BC, MRI-ESM2 projected 
the larger surface SO4 levels, and the largest additional decrease 
under the MFR scenario.

All models simulated a slight decrease in the organic aerosol 
(OA) burden over the Arctic, except NorESM, which projected 
a large decrease until 2020 (Figure A8.4). Th e ensemble-mean 
simulated organic aerosol burden of 68.2±51.0 kt over the Arctic 
in 2015 decreased to 63.4±53.6 kt (5%) in 2020, 60.0±42.2 kt 
(10%) in 2030 and 55.5±37.9 kt (17%) in 2050 under the CLE 
scenario. Th e MFR scenario produced an additional reduction 
of 7.1±6.1 kt (12%) in 2030 and 6.5±6.3 kt (13%) in 2050. Th e 
NorESM model simulated the largest reductions under the 
CLE scenario, with the largest additional reductions under the 
MFR scenario projected by the NorESM and CESM2 models. 
Surface OA levels were projected to remain constant (MRI-
ESM2 and UKESM1) or slightly decrease (CESM2, NorESM 
and GISS-E2.1). Th e MFR scenario led to additional decreases 
until 2035 and little change thereaft er. 

A8.2.4 PM2.5

Th e anthropogenic PM2.5 burden, calculated as the sum of BC, 
OA and SO4 (assumed to be fully neutralized), was simulated 
to decrease until 2020, then continue to slightly decrease 
(Figure A8.5). Th e ensemble-mean simulated anthropogenic 
PM2.5 burden of 154.2±62.5 kt over the Arctic in 2015 decreased 
to 138.1±54.6 kt (10%) in 2020, 130.0±51.2 kt (16%) in 2030 
and 125.5±43.4 kt (17%) in 2050 under the CLE scenario. Th e 
MFR scenario produced an additional reduction of 23.9±9.5 kt 
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Figure A8.3. SO4 burden in teragrams [Tg] (upper panel) and surface concentration in µg/m3 (lower panel) over the Arctic for the fi ve ESMs, for the 
CLE scenario and the diff erence between the MFR and CLE scenarios (MFR–CLE), along with the spread for each model.
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Figure A8.4. OA burden in teragrams [Tg] (upper panel) and surface concentration in µg/m3 (lower panel) over the Arctic for the fi ve ESMs, for the CLE 
scenario and the diff erence between the MFR and CLE scenarios (MFR–CLE), along with the spread for each model.
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(16%) in 2030 and 24.9±9.7 kt (18%) in 2050. Th e largest 
reductions in the CLE scenario were simulated by the NorESM 
and UKESM1 models, which, in addition to the CESM2 model, 
also simulated the largest additional reductions in the MFR 

scenario. All models projected a decrease in the surface PM2.5

levels, in particular until 2020, and nearly steady concentrations 
aft er that. Th e MFR scenario led to a further decrease of surface 
PM2.5 levels, in particular until 2030.  

A8.3  Impacts of SLCF emissions on regional aerosol concentrations

Figure A8.7 Impacts of the CLE and MFR emissions scenarios, represented 
by solid and dashed lines, respectively, on the future mean atmospheric 
near-surface concentration of organic aerosol in PM2.5 (OA2.5) in diff erent 
regions, normalized by the concentration in 2015. Colored lines refer to 
ESMs and black lines to the emulator (Figure 8.22).

Figure A8.6 Impacts of the CLE and MFR emissions scenarios, represented 
by solid and dashed lines, respectively, on the future mean atmospheric 
near-surface concentration of sulfate aerosol in PM2.5 (SA2.5) in diff erent 
regions, normalized by the concentration in 2015. Colored lines refer to 
ESMs and black lines to the emulator (Figure 8.22).

100

80

60

40

20

0

Asian Observers

100

80

60

40

20

0

Arctic Council (West)

100

80

60

40

20

0

Arctic Council (East)

100

80

60

40

20

0

SA2.5/SA2.5 (2015), %

Arctic

2015 2020 2030 2040 2050

CESM GISS-E2.1 MRI-ESM2 UKESM1 Emulator

120

100

80

60

40

20

120

100

80

60

40

20

Arctic Council (West)

120

100

80

60

40

20

120

100

80

60

40

20

Arctic

CESM GISS-E2.1 MRI-ESM2 UKESM1 Emulator

OA2.5/OA2.5 (2015), %

2015 2020 2030 2040 2050

Asian Observers

Arctic Council (East)

276 AMAP Assessment 2021: Impacts of Short-lived Climate Forcers on Arctic Climate, Air Quality, and Human Health



Chapter 8 · Simulated impacts of SLCFs on climate and air quality

A8.4 Effective radiative forcings

Table A8.9 MMM of global effective radiative forcings and standard deviation in 2014, for interactions of anthropogenic aerosols with radiation, surface 
albedo, and clouds from CMIP6 models (Thornhill et al., 2021). The method of Ghan (2013) was used to decompose the effective radiative forcings 
into interactions with radiation, clouds, and surface albedo. Note that the sum of the individual forcings (total, BC+OC+S) is not the same as the total 
aerosol forcings (Aer), because of the nonlinearities in the aerosol and cloud process, which indicates uncertainties in the emulator calculations (which 
assume a linear response of the forcings to emission changes).

Aer BC OC S Total

Effective radiative forcing from interactions with radiation, Frad (W/m2)

Global -0.16±0.15 0.28±0.11 -0.09±0.04 -0.36±0.15 -0.18±0.19

Effective radiative forcing from interactions with surface albedo, Falb (W/m2)

Global 0.05±0.05 0.04±0.04 0.00±0.04 0.02±0.07 0.06±0.09

Effective radiative forcing from interactions with clouds, Fcld (W/m2)

Global -0.95±0.25 -0.06±0.05 -0.15±0.06 -0.85±0.21 -1.05±0.23

Total effective radiative forcing, Ftot (W/m2)

Global -1.07±0.29 0.26±0.13 -0.24±0.08 -1.19±0.27 -1.17±0.31

A8.5  Impacts of SLCF emissions on Arctic climate

Table A8.12 Arctic warming rate and temperature anomaly associated with S emissions according to the CLE scenario.

Radiative forcing process Arctic warming rate (°C/decade) Arctic temperature anomaly °C)

1990–2015 2015–2030 2015–2050 1990 2030 2050

Radiation 0.048±0.010 0.099±0.017 0.054±0.007 -0.120±0.018 0.149±0.018 0.189±0.018

Surface albedo 0.078±0.107 0.008±0.179 0.005±0.077 -0.194±0.190 0.012±0.190 0.017±0.190

Cloud 0.165±0.237 0.138±0.395 0.073±0.169 -0.413±0.419 0.207±0.419 0.254±0.419

Total 0.290±0.260 0.245±0.434 0.132±0.186 -0.726±0.460 0.368±0.460 0.460±0.460

Table A8.11 Arctic warming rate and temperature anomaly associated with BC emissions according to the CLE scenario.

Radiative forcing process Arctic warming rate (°C/decade) Arctic temperature anomaly °C)

1990–2015 2015–2030 2015–2050 1990 2030 2050

Radiation 0.000±0.036 -0.018±0.060 -0.013±0.026 0.000±0.063 -0.027±0.063 -0.045±0.063

Surface albedo -0.043±0.136 -0.034±0.227 -0.027±0.097 0.107±0.241 -0.051±0.241 -0.096±0.241

Cloud -0.010±0.199 0.005±0.331 0.006±0.142 0.026±0.351 0.008±0.351 0.020±0.351

Total -0.053±0.244 -0.046±0.406 -0.034±0.174 0.133±0.431 -0.070±0.431 -0.120±0.431

Table A8.10 Arctic warming rate and temperature anomaly associated with CH4-related SLCF species emissions according to the CLE scenario.

Emitted SLCF species Arctic warming rate (°C/decade) Arctic temperature anomaly (°C)

1990–2015 2015–2030 2015–2050 1990 2030 2050

CH4 0.039 0.038 0.040 -0.098 0.057 0.139

CO + NOX + VOCs -0.009 -0.008 -0.006 0.023 -0.012 -0.019
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Table A8.14 Arctic warming rate and temperature anomaly associated with BC emissions according to the MFR scenario.

Radiative forcing 
process

Arctic warming rate (°C/decade) Arctic temperature anomaly (°C)

2015–2030 2015–2050 2030 2050

Radiation -0.050±0.060 -0.043±0.026 -0.076±0.063 -0.150±0.063

Surface albedo -0.106±0.227 -0.082±0.097 -0.159±0.241 -0.286±0.241

Cloud 0.016±0.331 0.017±0.142 0.024±0.351 0.058±0.351

Total -0.140±0.406 -0.108±0.174 -0.210±0.431 -0.378±0.431

Table A8.13 Arctic warming rate and temperature anomaly associated 
with CH4-related SLCF species emissions according to the MFR scenario.

Emitted SLCF 
species

Arctic warming rate 
(°C/decade)

Arctic temperature 
anomaly (°C)

2015–2030 2015–2050 2030 2050

CH4 0.015 -0.007 0.022 -0.025

CO + NOX + VOCs -0.008 -0.002 -0.011 -0.006

Table A8.15 Arctic warming rate and temperature anomaly associated with S emissions according to the MFR scenario.

Radiative forcing 
process

Arctic warming rate (°C/decade) Arctic temperature anomaly (°C)

2015–2030 2015–2050 2030 2050

Radiation 0.142±0.017 0.089±0.007 0.214±0.018 0.313±0.018

Surface albedo 0.015±0.179 0.010±0.077 0.022±0.190 0.036±0.190

Cloud 0.206±0.395 0.129±0.169 0.308±0.419 0.450±0.419

Total 0.363±0.434 0.228±0.186 0.544±0.460 0.799±0.460

Table A8.16 Arctic temperature change (in °C) for emissions of CH4-chemistry-related species from different regions and sectors for 1990–2015.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

CH4 Fossil fuel and biofuel 0.03752 -0.00901 0.01141 -0.02565  0.08628 0.10055

Oil and gas flaring 0.00037 -0.00024 -0.00579 0.00954 -0.01006 -0.00618

Shipping 0.00000 0.00002 0.00002

Region total 0.03789 -0.00924 0.00562 -0.01611 0.07623 0.00000 0.00002 0.09439

CO Fossil fuel and biofuel 0.00694 -0.00022 -0.00045 0.00011 0.00668 0.01306

Oil and gas flaring 0.00000 0.00000 0.00000 0.00002 0.00003 0.00005

Shipping 0.00000 0.00006 0.00006

Region total 0.00694 -0.00022 -0.00045 0.00012 0.00671 0.00000 0.00006 0.01317

VOC Fossil fuel and biofuel 0.00218 0.00034 -0.00064 0.00005 0.00305 0.00498

Oil and gas flaring 0.00004 0.00005 0.00019 0.00014 0.00100 0.00142

Shipping 0.00000 0.00004 0.00004

Region total 0.00222 0.00039 -0.00045 0.00019 0.00406 0.00000 0.00004 0.00644

NOX Fossil fuel and biofuel -0.01317 -0.00551 -0.00561 -0.00263 -0.01590 -0.04282

Oil and gas flaring -0.00000 -0.00000 -0.00000 -0.00004 -0.00007 -0.00011

Shipping -0.00006 -0.00513 -0.00519

Region total -0.01317 -0.00552 -0.00561 -0.00267 -0.01598 -0.00006 -0.00513 -0.04812

All Region total 0.03388 -0.01459 -0.00089 -0.01847 0.07102 -0.00006 -0.00501 0.06588
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Table A8.17 Arctic temperature change (in °C) for emissions of CH4-chemistry-related species from different regions and sectors for 2015–2050, under 
the CLE scenario.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

CH4 Fossil fuel and biofuel 0.05545 -0.01905 0.00436 -0.01137 0.10083 0.13022

Oil and gas flaring 0.00191 -0.00072 0.01367 -0.00880 0.00105 0.00711

Shipping 0.00001 0.00052 0.00053

Region total 0.05736 -0.01977 0.01803 -0.02017 0.10188 0.00001 0.00052 0.13786

CO Fossil fuel and biofuel 0.00330 -0.00256 -0.00496 -0.00070 0.00718 0.00226

Oil and gas flaring 0.00000 0.00000 0.00000 0.00000 0.00002 0.00002

Shipping 0.00000 0.00017 0.00017

Region total 0.00330 -0.00256 -0.00496 -0.00070 0.00720 0.00000 0.00017 0.00245

VOC Fossil fuel and biofuel 0.00027 -0.00160 -0.00215 -0.00052 0.00237 -0.00163

Oil and gas flaring 0.00004 0.00001 0.00020 0.00010 0.00119 0.00154

Shipping 0.00000 0.00011 0.00011

Region total 0.00031 -0.00159 -0.00195 -0.00042 0.00356 0.00000 0.00011 0.00002

NOX Fossil fuel and biofuel -0.01544 0.00788 0.01215 0.00224 -0.02362 -0.01679

Oil and gas flaring 0.00000 0.00000 -0.00001 -0.00001 -0.00005 -0.00007

Shipping -0.00009 -0.00926 -0.00935

Region total -0.01544 0.00788 0.01214 0.00223 -0.02367 -0.00009 -0.00926 -0.02621

All Regional total 0.04553 -0.01604 0.02326 -0.01906 0.08897 -0.00008 -0.00846 0.11412

Table A8.18 Arctic temperature change (in °C) for emissions of CH4-chemistry-related species from different regions and sectors for 2015–2050, under 
the MFR scenario.

Species Sector Asian 
Observers

Rest of 
Europe

Arctic 
Council 
(West)

Arctic 
Council 
(East)

Rest of World Marine 
(Arctic)

Marine 
(<60°N)

Sector total

CH4 Fossil fuel and biofuel 0.01963 -0.02401 0.00082 -0.02748 0.06179 0.03075

Oil and gas flaring -0.00054 -0.00094 0.00694 -0.01844 -0.04719 -0.06017

Shipping 0.00001 0.00061 0.00062

Region total 0.01909 -0.02495 0.00776 -0.04592 0.01460 0.00001 0.00061 -0.02880

CO Fossil fuel and biofuel -0.00239 -0.00295 -0.00572 -0.00099 -0.00106 -0.01311

Oil and gas flaring 0.00000 0.00000 0.00000 -0.00001 -0.00001 -0.00002

Shipping 0.00000 0.00014 0.00014

Region total -0.00239 -0.00295 -0.00572 -0.00100 -0.00107 0.00000 0.00014 -0.01299

VOC Fossil fuel and biofuel -0.00133 -0.00179 -0.00266 -0.00068 -0.00143 -0.00789

Oil and gas flaring 0.00003 0.00000 0.00011 0.00008 0.00099 0.00121

Shipping 0.00000 0.00009 0.00009

Region total -0.00130 -0.00179 -0.00255 -0.00060 -0.00044 0.00000 0.00009 -0.00659

NOX Fossil fuel and biofuel -0.00512 0.00931 0.01524 0.00378 -0.00753 0.01568

Oil and gas flaring 0.00000 0.00000 0.00000 0.00001 0.00002 0.00003

Shipping -0.00004 -0.00417 -0.00421

Region total -0.00512 0.00931 0.01524 0.00379 -0.00751 -0.00004 -0.00417 0.01150

All Region total 0.01028 -0.02038 0.01473 -0.04373 0.00558 -0.00003 -0.00333 -0.03688
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Table A8.20 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050, according to 
the CLE scenario and for interactions with radiation only.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total
BC Fossil fuel and biofuel -0.02456±0.06159 -0.00984±0.01158 -0.01845±0.02995 -0.00460±0.01326 0.01640±0.05069 -0.04105±0.08700

Oil and gas flaring 0.00011±0.00505 0.00187±0.00430 -0.00141±0.00476 -0.00535±0.01674 0.00020±0.00393 -0.00458±0.01903
Shipping 0.00063±0.00506 0.00040±0.00344 0.00103±0.00612
Region total -0.02444±0.06180 -0.00797±0.01235 -0.01986±0.03032 -0.00995±0.02136 0.01660±0.05084 0.00063±0.00506 0.00040±0.00344 -0.04459±0.08927

OC Fossil fuel and biofuel -0.00091±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00063±0.00411 -0.00154±0.00585
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping -0.00052±0.00415 -0.00017±0.00395 -0.00069±0.00573
Region total -0.00091±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00063±0.00411 -0.00052±0.00415 -0.00017±0.00395 -0.00223±0.00819

S Fossil fuel and biofuel 0.07087±0.01785 0.03477±0.00346 0.05572±0.01292 0.00919±0.00707 0.00378±0.00713 0.17432±0.02446
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping 0.00284±0.00417 0.01226±0.00412 0.01511±0.00586
Region total 0.07087±0.01785 0.03477±0.00346 0.05572±0.01292 0.00919±0.00707 0.00378±0.00713 0.00284±0.00417 0.01226±0.00412 0.18943±0.02515

All Region total 0.04551±0.06446 0.02681±0.01283 0.03586±0.03296 -0.00076±0.02250 0.01974±0.05150 0.00295±0.00776 0.01250±0.00666 0.14261±0.09311

Table A8.21 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050 according to 
the MFR scenario, for interactions with radiation only.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total
BC Fossil fuel and biofuel -0.04587±0.06159 -0.01367±0.01158 -0.03116±0.02995 -0.00961±0.01326 -0.03648±0.05069 -0.13678±0.08700

Oil and gas flaring 0.00113±0.00505 0.00282±0.00430 -0.00044±0.00476 -0.01096±0.01674 -0.00230±0.00393 -0.00975±0.01903
Shipping -0.00257±0.00506 -0.00086±0.00344 -0.00343±0.00612
Region total -0.04474±0.06180 -0.01085±0.01235 -0.03160±0.03032 -0.02057±0.02136 -0.03878±0.05084 -0.00257±0.00506 -0.00086±0.00344 -0.14996±0.08927

OC Fossil fuel and biofuel -0.00488±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00128±0.00411 -0.00360±0.00585
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping 0.00062±0.00415 0.00014±0.00395 0.00076±0.00573
Region total -0.00488±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00128±0.00411 0.00062±0.00415 0.00014±0.00395 -0.00284±0.00819

S Fossil fuel and biofuel 0.10028±0.01785 0.03949±0.00346 0.06284±0.01292 0.01957±0.00707 0.07180±0.00713 0.29397±0.02446
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping 0.00337±0.00417 0.01532±0.00412 0.01869±0.00586
Region total 0.10028±0.01785 0.03949±0.00346 0.06284±0.01292 0.01957±0.00707 0.07180±0.00713 0.00337±0.00417 0.01532±0.00412 0.31267±0.02515

All Region total 0.05066±0.06446 0.02864±0.01283 0.03124±0.03296 -0.00100±0.02250 0.03430±0.05150 0.00142±0.00776 0.01461±0.00666 0.15987±0.09311

Table A8.19 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors during 1990–2015, for 
interactions with radiation only.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total
BC Fossil fuel and biofuel 0.01434±0.06159 -0.00891±0.01158 -0.01339±0.02995 -0.01893±0.01326 0.02416±0.05069 -0.00273±0.08700

Oil and gas flaring 0.00098±0.00505 0.00172±0.00430 -0.00022±0.00476 -0.00211±0.01674 -0.00021±0.00393 0.00017±0.01903
Shipping 0.00174±0.00506 0.00062±0.00344 0.00235±0.00612
Region total 0.01532±0.06180 -0.00718±0.01235 -0.01362±0.03032 -0.02104±0.02136 0.02395±0.05084 0.00174±0.00506 0.00062±0.00344 -0.00021±0.08927

OC Fossil fuel and biofuel 0.00089±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00070±0.00411 0.00019±0.00585
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping -0.00090±0.00415 -0.00021±0.00395 -0.00112±0.00573
Region total 0.00089±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00070±0.00411 -0.00090±0.00415 -0.00021±0.00395 -0.00092±0.00819

S Fossil fuel and biofuel -0.07566±0.01785 0.10258±0.00346 0.09377±0.01292 0.02657±0.00707 -0.01904±0.00713 0.12822±0.02446
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping -0.00143±0.00417 -0.00718±0.00412 -0.00862±0.00586
Region total -0.07566±0.01785 0.10258±0.00346 0.09377±0.01292 0.02657±0.00707 -0.01904±0.00713 -0.00143±0.00417 -0.00718±0.00412 0.11961±0.02515

All Region total -0.05945±0.06446 0.09539±0.01283 0.08015±0.03296 0.00554±0.02250 0.00421±0.05150 -0.00060±0.00776 -0.00678±0.00666 0.11847±0.09311
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Table A8.20 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050, according to 
the CLE scenario and for interactions with radiation only.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total
BC Fossil fuel and biofuel -0.02456±0.06159 -0.00984±0.01158 -0.01845±0.02995 -0.00460±0.01326 0.01640±0.05069 -0.04105±0.08700

Oil and gas flaring 0.00011±0.00505 0.00187±0.00430 -0.00141±0.00476 -0.00535±0.01674 0.00020±0.00393 -0.00458±0.01903
Shipping 0.00063±0.00506 0.00040±0.00344 0.00103±0.00612
Region total -0.02444±0.06180 -0.00797±0.01235 -0.01986±0.03032 -0.00995±0.02136 0.01660±0.05084 0.00063±0.00506 0.00040±0.00344 -0.04459±0.08927

OC Fossil fuel and biofuel -0.00091±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00063±0.00411 -0.00154±0.00585
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping -0.00052±0.00415 -0.00017±0.00395 -0.00069±0.00573
Region total -0.00091±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00063±0.00411 -0.00052±0.00415 -0.00017±0.00395 -0.00223±0.00819

S Fossil fuel and biofuel 0.07087±0.01785 0.03477±0.00346 0.05572±0.01292 0.00919±0.00707 0.00378±0.00713 0.17432±0.02446
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping 0.00284±0.00417 0.01226±0.00412 0.01511±0.00586
Region total 0.07087±0.01785 0.03477±0.00346 0.05572±0.01292 0.00919±0.00707 0.00378±0.00713 0.00284±0.00417 0.01226±0.00412 0.18943±0.02515

All Region total 0.04551±0.06446 0.02681±0.01283 0.03586±0.03296 -0.00076±0.02250 0.01974±0.05150 0.00295±0.00776 0.01250±0.00666 0.14261±0.09311

Table A8.21 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050 according to 
the MFR scenario, for interactions with radiation only.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total
BC Fossil fuel and biofuel -0.04587±0.06159 -0.01367±0.01158 -0.03116±0.02995 -0.00961±0.01326 -0.03648±0.05069 -0.13678±0.08700

Oil and gas flaring 0.00113±0.00505 0.00282±0.00430 -0.00044±0.00476 -0.01096±0.01674 -0.00230±0.00393 -0.00975±0.01903
Shipping -0.00257±0.00506 -0.00086±0.00344 -0.00343±0.00612
Region total -0.04474±0.06180 -0.01085±0.01235 -0.03160±0.03032 -0.02057±0.02136 -0.03878±0.05084 -0.00257±0.00506 -0.00086±0.00344 -0.14996±0.08927

OC Fossil fuel and biofuel -0.00488±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00128±0.00411 -0.00360±0.00585
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping 0.00062±0.00415 0.00014±0.00395 0.00076±0.00573
Region total -0.00488±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00128±0.00411 0.00062±0.00415 0.00014±0.00395 -0.00284±0.00819

S Fossil fuel and biofuel 0.10028±0.01785 0.03949±0.00346 0.06284±0.01292 0.01957±0.00707 0.07180±0.00713 0.29397±0.02446
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping 0.00337±0.00417 0.01532±0.00412 0.01869±0.00586
Region total 0.10028±0.01785 0.03949±0.00346 0.06284±0.01292 0.01957±0.00707 0.07180±0.00713 0.00337±0.00417 0.01532±0.00412 0.31267±0.02515

All Region total 0.05066±0.06446 0.02864±0.01283 0.03124±0.03296 -0.00100±0.02250 0.03430±0.05150 0.00142±0.00776 0.01461±0.00666 0.15987±0.09311

Table A8.19 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors during 1990–2015, for 
interactions with radiation only.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total
BC Fossil fuel and biofuel 0.01434±0.06159 -0.00891±0.01158 -0.01339±0.02995 -0.01893±0.01326 0.02416±0.05069 -0.00273±0.08700

Oil and gas flaring 0.00098±0.00505 0.00172±0.00430 -0.00022±0.00476 -0.00211±0.01674 -0.00021±0.00393 0.00017±0.01903
Shipping 0.00174±0.00506 0.00062±0.00344 0.00235±0.00612
Region total 0.01532±0.06180 -0.00718±0.01235 -0.01362±0.03032 -0.02104±0.02136 0.02395±0.05084 0.00174±0.00506 0.00062±0.00344 -0.00021±0.08927

OC Fossil fuel and biofuel 0.00089±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00070±0.00411 0.00019±0.00585
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping -0.00090±0.00415 -0.00021±0.00395 -0.00112±0.00573
Region total 0.00089±0.00416 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00070±0.00411 -0.00090±0.00415 -0.00021±0.00395 -0.00092±0.00819

S Fossil fuel and biofuel -0.07566±0.01785 0.10258±0.00346 0.09377±0.01292 0.02657±0.00707 -0.01904±0.00713 0.12822±0.02446
Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000
Shipping -0.00143±0.00417 -0.00718±0.00412 -0.00862±0.00586
Region total -0.07566±0.01785 0.10258±0.00346 0.09377±0.01292 0.02657±0.00707 -0.01904±0.00713 -0.00143±0.00417 -0.00718±0.00412 0.11961±0.02515

All Region total -0.05945±0.06446 0.09539±0.01283 0.08015±0.03296 0.00554±0.02250 0.00421±0.05150 -0.00060±0.00776 -0.00678±0.00666 0.11847±0.09311
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Table A8.23 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050, under the CLE 
scenario and for interactions with radiation, surface albedo, and clouds.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total

BC Fossil fuel and biofuel -0.02459±0.20965 -0.01259±0.18793 -0.03026±0.17924 -0.02641±0.15163 0.00264±0.32630 -0.09121±0.49077

Oil and gas flaring 0.00038±0.11756 -0.04157±0.11914 0.02444±0.11900 -0.03267±0.20761 0.00258±0.12249 -0.04685±0.31667

Shipping 0.00792±0.12204 0.01036±0.12247 0.01828±0.17289

Region total -0.02421±0.24036 -0.05415±0.22252 -0.00582±0.21515 -0.05908±0.25709 0.00522±0.34853 0.00792±0.12204 0.01036±0.12247 -0.11978±0.60912

OC Fossil fuel and biofuel 0.00236±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00158±0.11994 0.00077±0.17099

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping 0.00690±0.11716 -0.00224±0.12118 0.00466±0.16856

Region total 0.00236±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00158±0.11994 0.00690±0.11716 -0.00224±0.12118 0.00543±0.24010

S Fossil fuel and biofuel 0.15676±0.25025 0.12751±0.25692 0.19285±0.21000 0.06721±0.29768 0.00962±0.22616 0.55396±0.55902

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping -0.09470±0.22923 0.00119±0.24232 -0.09351±0.33356

Region total 0.15676±0.25025 0.12751±0.25692 0.19285±0.21000 0.06721±0.29768 0.00962±0.22616 -0.09470±0.22923 0.00119±0.24232 0.46045±0.65097

All Region total 0.13491±0.36776 0.07336±0.33989 0.18703±0.30065 0.00813±0.39333 0.01326±0.43245 -0.07989±0.28490 0.00931±0.29732 0.34610±0.92328

Table A8.22 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 1990–2015, for interactions 
with radiation, surface albedo, and clouds.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total

BC Fossil fuel and biofuel 0.01436±0.20965 -0.01139±0.18793 -0.02197±0.17924 -0.10876±0.15163 0.00389±0.32630 -0.12387±0.49077

Oil and gas flaring 0.00325±0.11756 -0.03824±0.11914 0.00388±0.11900 -0.01288±0.20761 -0.00268±0.12249 -0.04667±0.31667

Shipping 0.02198±0.12204 0.01576±0.12247 0.03774±0.17289

Region total 0.01761±0.24036 -0.04963±0.22252 -0.01809±0.21515 -0.12164±0.25709 0.00121±0.34853 0.02198±0.12204 0.01576±0.12247 -0.13280±0.60912

OC Fossil fuel and biofuel -0.00232±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00175±0.11994 -0.00406±0.17099

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping 0.01199±0.11716 -0.00284±0.12118 0.00915±0.16856

Region total -0.00232±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00175±0.11994 0.01199±0.11716 -0.00284±0.12118 0.00508±0.24010

S Fossil fuel and biofuel -0.16736±0.25025 0.37614±0.25692 0.32456±0.21000 0.19438±0.29768 -0.04851±0.22616 0.67920±0.55902

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping 0.04774±0.22923 -0.00070±0.24232 0.04704±0.33356

Region total -0.16736±0.25025 0.37614±0.25692 0.32456±0.21000 0.19438±0.29768 -0.04851±0.22616 0.04774±0.22923 -0.00070±0.24232 0.72625±0.65097

All Region total -0.15207±0.36776 0.32651±0.33989 0.30647±0.30065 0.07273±0.39333 -0.04905±0.43245 0.08170±0.28490 0.01223±0.29732 0.59853±0.92328
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Table A8.23 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050, under the CLE 
scenario and for interactions with radiation, surface albedo, and clouds.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total

BC Fossil fuel and biofuel -0.02459±0.20965 -0.01259±0.18793 -0.03026±0.17924 -0.02641±0.15163 0.00264±0.32630 -0.09121±0.49077

Oil and gas flaring 0.00038±0.11756 -0.04157±0.11914 0.02444±0.11900 -0.03267±0.20761 0.00258±0.12249 -0.04685±0.31667

Shipping 0.00792±0.12204 0.01036±0.12247 0.01828±0.17289

Region total -0.02421±0.24036 -0.05415±0.22252 -0.00582±0.21515 -0.05908±0.25709 0.00522±0.34853 0.00792±0.12204 0.01036±0.12247 -0.11978±0.60912

OC Fossil fuel and biofuel 0.00236±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00158±0.11994 0.00077±0.17099

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping 0.00690±0.11716 -0.00224±0.12118 0.00466±0.16856

Region total 0.00236±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00158±0.11994 0.00690±0.11716 -0.00224±0.12118 0.00543±0.24010

S Fossil fuel and biofuel 0.15676±0.25025 0.12751±0.25692 0.19285±0.21000 0.06721±0.29768 0.00962±0.22616 0.55396±0.55902

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping -0.09470±0.22923 0.00119±0.24232 -0.09351±0.33356

Region total 0.15676±0.25025 0.12751±0.25692 0.19285±0.21000 0.06721±0.29768 0.00962±0.22616 -0.09470±0.22923 0.00119±0.24232 0.46045±0.65097

All Region total 0.13491±0.36776 0.07336±0.33989 0.18703±0.30065 0.00813±0.39333 0.01326±0.43245 -0.07989±0.28490 0.00931±0.29732 0.34610±0.92328

Table A8.22 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 1990–2015, for interactions 
with radiation, surface albedo, and clouds.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total

BC Fossil fuel and biofuel 0.01436±0.20965 -0.01139±0.18793 -0.02197±0.17924 -0.10876±0.15163 0.00389±0.32630 -0.12387±0.49077

Oil and gas flaring 0.00325±0.11756 -0.03824±0.11914 0.00388±0.11900 -0.01288±0.20761 -0.00268±0.12249 -0.04667±0.31667

Shipping 0.02198±0.12204 0.01576±0.12247 0.03774±0.17289

Region total 0.01761±0.24036 -0.04963±0.22252 -0.01809±0.21515 -0.12164±0.25709 0.00121±0.34853 0.02198±0.12204 0.01576±0.12247 -0.13280±0.60912

OC Fossil fuel and biofuel -0.00232±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00175±0.11994 -0.00406±0.17099

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping 0.01199±0.11716 -0.00284±0.12118 0.00915±0.16856

Region total -0.00232±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 -0.00175±0.11994 0.01199±0.11716 -0.00284±0.12118 0.00508±0.24010

S Fossil fuel and biofuel -0.16736±0.25025 0.37614±0.25692 0.32456±0.21000 0.19438±0.29768 -0.04851±0.22616 0.67920±0.55902

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping 0.04774±0.22923 -0.00070±0.24232 0.04704±0.33356

Region total -0.16736±0.25025 0.37614±0.25692 0.32456±0.21000 0.19438±0.29768 -0.04851±0.22616 0.04774±0.22923 -0.00070±0.24232 0.72625±0.65097

All Region total -0.15207±0.36776 0.32651±0.33989 0.30647±0.30065 0.07273±0.39333 -0.04905±0.43245 0.08170±0.28490 0.01223±0.29732 0.59853±0.92328
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Table A8.24 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050, under the MFR 
scenario and for interactions with radiation, surface albedo, and clouds.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total

BC Fossil fuel and biofuel -0.04593±0.20965 -0.01749±0.18793 -0.05110±0.17924 -0.05520±0.15163 -0.00588±0.32630 -0.17559±0.49077

Oil and gas flaring 0.00376±0.11756 -0.06258±0.11914 0.00770±0.11900 -0.06694±0.20761 -0.02998±0.12249 -0.14804±0.31667

Shipping -0.03251±0.12204 -0.02193±0.12247 -0.05444±0.17289

Region total -0.04217±0.24036 -0.08006±0.22252 -0.04340±0.21515 -0.12214±0.25709 -0.03585±0.34853 -0.03251±0.12204 -0.02193±0.12247 -0.37808±0.60912

OC Fossil fuel and biofuel 0.01271±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00321±0.11994 0.01592±0.17099

Oil and gas flaring  0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping -0.00826±0.11716 0.00190±0.12118 -0.00636±0.16856

Region total 0.01271±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00321±0.11994 -0.00826±0.11716 0.00190±0.12118 0.00956±0.24010

S Fossil fuel and biofuel 0.22183±0.25025 0.14480±0.25692 0.21750±0.21000 0.14312±0.29768 0.18292±0.22616 0.91017±0.55902

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping -0.11230±0.22923 0.00148±0.24232 -0.11082±0.33356

Region total 0.22183±0.25025 0.14480±0.25692 0.21750±0.21000 0.14312±0.29768 0.18292±0.22616 -0.11230±0.22923 0.00148±0.24232 0.79935±0.65097

All Region total 0.19237±0.36776 0.06474±0.33989 0.17409±0.30065 0.02098±0.39333 0.15028±0.43245 -0.15307±0.28490 -0.01855±0.29732 0.43084±0.92328
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Table A8.24 Arctic temperature change (in °C) for emissions of aerosol-related species from different regions and sectors for 2015–2050, under the MFR 
scenario and for interactions with radiation, surface albedo, and clouds.

Species Sector Asian Observers Rest of Europe Arctic Council (West) Arctic Council (East) Rest of World Marine (Arctic) Marine (<60°N) Sector total

BC Fossil fuel and biofuel -0.04593±0.20965 -0.01749±0.18793 -0.05110±0.17924 -0.05520±0.15163 -0.00588±0.32630 -0.17559±0.49077

Oil and gas flaring 0.00376±0.11756 -0.06258±0.11914 0.00770±0.11900 -0.06694±0.20761 -0.02998±0.12249 -0.14804±0.31667

Shipping -0.03251±0.12204 -0.02193±0.12247 -0.05444±0.17289

Region total -0.04217±0.24036 -0.08006±0.22252 -0.04340±0.21515 -0.12214±0.25709 -0.03585±0.34853 -0.03251±0.12204 -0.02193±0.12247 -0.37808±0.60912

OC Fossil fuel and biofuel 0.01271±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00321±0.11994 0.01592±0.17099

Oil and gas flaring  0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping -0.00826±0.11716 0.00190±0.12118 -0.00636±0.16856

Region total 0.01271±0.12186 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00321±0.11994 -0.00826±0.11716 0.00190±0.12118 0.00956±0.24010

S Fossil fuel and biofuel 0.22183±0.25025 0.14480±0.25692 0.21750±0.21000 0.14312±0.29768 0.18292±0.22616 0.91017±0.55902

Oil and gas flaring 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000 0.00000±0.00000

Shipping -0.11230±0.22923 0.00148±0.24232 -0.11082±0.33356

Region total 0.22183±0.25025 0.14480±0.25692 0.21750±0.21000 0.14312±0.29768 0.18292±0.22616 -0.11230±0.22923 0.00148±0.24232 0.79935±0.65097

All Region total 0.19237±0.36776 0.06474±0.33989 0.17409±0.30065 0.02098±0.39333 0.15028±0.43245 -0.15307±0.28490 -0.01855±0.29732 0.43084±0.92328
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9. Impacts of air pollution on health, ecosystems, and crops

Authors: Susan Anenberg, Shilpa Rao-Skirbekk, Stephen Arnold, Jørgen Brandt, Alfonso Diz-Lois Palomares, Joshua Fu, 
Camilla Geels, Otto Hänninen, Ulas Im, Joakim Langner, Kathy Law, Heli Lehtomäki, Rashed Mahmood, Maximilian Posch, 
Isabell Rumrich, Raimo O. Salonen, Marcus Sarofim, Julia Schmale, Svetlana Tsyro, Rita Van Dingenen, Knut von Salzen

9.1 Introduction

This chapter presents the results of the authors’ efforts to 
quantify the impacts of present-day pollutant emissions on 
human health, ecosystems, and crop yields and to understand 
the benefits that can be gained by reducing emissions in the 
future. Black carbon (BC) and methane (CH4) influence public 
health and ecosystems globally, and in the Arctic specifically. 
These short-lived climate forcers (SLCFs) negatively affect public 
health by contributing to air pollution and climate change. Air 
pollution also affects ecosystems through the acidification and 
eutrophication of water bodies, by damaging trees and soil, 
and by harming biodiversity and aquatic life. Tropospheric 
ozone, meanwhile, can reduce crop yields by damaging leaves, 
potentially affecting food security and nutrition.

SLCFs affect health within Arctic communities through two 
pathways. First, BC, as a component of fine particulate matter 
(PM2.5), and CH4, through its role as a precursor to tropospheric 
ozone (O3), contribute to air pollution-related health effects. 
PM2.5 and O3 are health-damaging air pollutants, associated 
with a range of negative outcomes that include respiratory and 
cardiovascular diseases. Air pollution is considered the fifth 
leading global health risk factor, and the leading environmental 
and occupational health risk factor, ranking among the top 
global health risk factors in all Arctic Council Member states 
and Observer countries. Over the past decades, many nations 
around the world have established health-based regulations to 
limit PM2.5 and O3 exposure. Mitigation measures that reduce 
BC and CH4 emissions often also reduce other co-emitted 
pollutants – such as organic carbon (OC) and nitrogen oxides 
(NOX) – leading to large air-quality and health benefits from 
their combined impact on PM2.5 and O3 concentrations, as is 
shown in this chapter.

Second, BC and CH4 also influence public health in the Arctic 
through their impacts on climate change, which may have a 
variety of negative consequences for public health across cities 
and communities in the Arctic. For example, climate change can 
affect natural ecosystems that sustain fish, forests, and wildlife, 
potentially leading to dietary risks. Climate change can also 
increase air pollution from wildfires, contribute to the spread 
of vector-borne diseases, and heighten the risk of heat stress 
and associated mortality. Reducing BC and CH4 can thus help 
to minimize negative consequences for public health in Arctic 
communities, as well as throughout the world, by reducing the 
effects of both climate change and exposure to air pollution.

This chapter presents an assessment of the health and 
environmental impacts of the emissions scenarios described 
in Chapter 2. Understanding the benefits to both health and 
ecosystems under different contexts can help to inform the 
design and implementation of emissions-reducing policies. 
Health and environmental impact assessments are often used 

in decision-making analyses, such as those used to explore 
cost-benefit trade-offs or the cost-effectiveness of particular 
actions. However, quantitatively estimating the public health 
and environmental benefits of reduced climate change in 
the Arctic is challenging due to limited data and modeling. 
Estimating health impacts from changes in air quality is 
currently easier. Averting air quality-related health impacts 
would lead to immediate reductions in premature death and 
disease, with societal benefits accruing each year; meanwhile, 
climate benefits may be realized in the longer-term. Methods 
also exist for estimating pollution deposition, which can reduce 
crop yields and damage ecosystems through acidification and 
eutrophication. This chapter therefore focuses on how changes 
to PM2.5 and O3 resulting from current legislation (CLE) and 
maximum feasible reduction (MFR) scenarios could affect 
public health, ecosystems, and crop yields in Arctic Council 
Member states and Observer countries. The additional health 
and environmental benefits from reduced climate change are 
also important, but are not quantified here.

Section 9.2 reviews the evidence for health impacts related to 
air quality, including what is known from the body of scientific 
literature that has accrued over decades on epidemiological, 
toxicological, environmental and other research studies 
globally. Section 9.3 reviews the evidence for air pollution’s 
effects on ecosystems and crop yields. Section 9.4 presents 
new quantitative analyses of the impacts of air pollution on 
health, ecosystems, and crop yields in the Arctic, as well as 
of the degree to which these impacts could be avoided by 
policies that reduce BC, CH4, and other emissions. Finally, 
Section 9.5 synthesizes the existing body of literature with the 
new quantitative analyses to outline the present-day impacts 
of pollutant emissions on human health, ecosystems, and crop 
yields – and the potential benefits that can be achieved by 
mitigating emissions in the future.

9.2  Review of evidence of how 
air quality affects health

9.2.1 Epidemiological evidence

9.2.1.1  Systematic reviews of the effects 
of PM2.5 and O3 on health

PM2.5 and O3 are associated with a range of deleterious health 
outcomes, including premature mortality. However, assessing 
people’s exposure to air pollution in the Arctic region is 
challenging due to: ground monitors being historically sited away 
from settlements in order to measure background air quality; 
the incomplete coverage of satellite observations over snow- and 
ice-covered regions; and limited high-resolution modeling of air 
quality. For these reasons and others, empirical research on the 



health effects from air pollution on Arctic communities is limited. 
However, the health effects of being exposed to air pollution have 
been extensively studied since the early 20th century, mostly in 
the USA and Europe, and more recently in Asia. Based on this 
large body of literature, the World Health Organization (WHO), 
United States Environmental Protection Agency (US EPA), and 
Institute for Health Metrics and Evaluation (IHME), among 
others, periodically conduct comprehensive, systematic literature 
reviews to determine whether the evidence supports a causal 
association between different pollutants and health outcomes 
(WHO Europe, 2013a; US EPA, 2019; GBD 2019 Risk Factor 
Collaborators, 2020). For example, the latest Integrated Science 
Assessments conducted by the US EPA concluded that long-
term exposure to PM2.5 is causally associated with mortality 
and cardiovascular effects specifically, and likely to be causally 
associated with respiratory effects (US EPA, 2019). The US 
EPA also concluded that short-term exposure to O3 is causally 
associated with respiratory effects and likely to be causally 
associated with metabolic effects, and that long-term exposure 
to O3 is also likely to be causally associated with respiratory effects 
(US EPA, 2020). Growing evidence also supports associations 
between exposure to PM2.5 and diabetes, negative birth outcomes 
– including short gestational age and low birth weight – and 
neurological effects in children and adults (GBD 2019 Risk Factor 
Collaborators, 2020; Perera et al., 2019; Power et al., 2016).

Some epidemiological, toxicological, and human studies have 
explored potential differences in the health effects of individual 
components of PM2.5 or of different component mixtures. 
Evidence from these studies is mixed, with some assessments, 
including by WHO, finding that traffic-related air pollution, such 
as BC and other pollutants from vehicle tailpipe emissions, leads 
to elevated risk (WHO, 2012; WHO Europe, 2013a). Despite 
some support for differential effects of PM2.5 components in 
the scientific literature, the US EPA and WHO have concluded 
that there is insufficient evidence to support the setting of 
guidelines or standards for individual PM2.5 components, such 
as BC (US EPA, 2012; WHO Europe, 2013a). A more recent 
literature review by US EPA is consistent with this conclusion 
(Luben et al., 2017). Future research may disentangle the roles 
of air-pollution mixtures, particle components, and sources in 
characterizing air pollution risks to human health.

9.2.1.2  Arctic- and Nordic-specific 
epidemiological studies

Most air-pollution epidemiology studies that have been carried 
out in the Arctic region are from the Nordic countries (Denmark, 
Finland, Iceland, Norway and Sweden). Although epidemiological 
studies in Alaska are more limited in number, the findings are 
broadly consistent with studies from the contiguous USA. 
For example, Kossover (2010) found significant associations 
between short-term exposure to PM2.5 and hospital admissions 
in Fairbanks, Alaska. Residential heating, in particular wood 
burning, is a major source of wintertime PM2.5 in the Fairbanks 
area (e.g. Ward et al., 2012). Studies focusing on the replacement 
of wood stoves with cleaner alternatives in rural communities 
found that reduced PM2.5 concentrations resulting from stove 
changeouts led to a decrease in community-level respiratory 
problems (Noonan et al., 2012), although changeouts were less 
effective than installing air-filtration systems for individual 

homes (Ward et al., 2017). Improving understanding of the 
health effects of indoor and outdoor winter pollution is now 
the subject of a major international study – the Alaskan Layered 
Pollution And Chemical Analysis (ALPACA). The ALPACA 
White Paper provides an extensive review of the sources and 
processes affecting PM2.5 in Fairbanks (Simpson et al., 2019b). 
In summer, smoke from local forest fires also contributes to 
enhanced PM2.5 levels over Alaska (Schmale et al., 2018a).

Among the Nordic countries, overall concentrations of air 
pollution decrease northwards, resulting in generally low levels 
of pollution in Finland and Iceland, although associations with 
health outcomes have been reported even at these low levels. 
Thus, the Nordic region warrants attention in epidemiological 
studies, including exploration of potential thresholds for 
health effects reported in studies from other regions. The 
NordicWelfAir project is examining air-pollution levels, 
chemical composition, and related health and welfare impacts 
in the five Nordic countries. By the end of 2020, the project 
had contributed to 27 epidemiological studies estimating the 
health effects of short- and long-term exposure to PM2.5 and 
coarse particulate matter (PM10) and their components (NOX, 
ammonia, O3, hydrogen sulfide [H2S], and ambient benzene). 
These studies explored the increased risk for mortality, cancer, 
asthma, hospital admissions, psychological and cognitive 
disorders, and preterm birth (Table 9.1).

In the Nordic and wider Arctic regions, air pollution has been 
shown to have statistically significant associations with a wide 
range of health outcomes. Here, we report some of the findings 
in those regions, relating air-pollution exposure to mortality, 
mental and behavioral disorders, cardiovascular and respiratory 
disease, cancer, and prenatal impacts.

Exposure to air pollution has, for example, been associated 
with premature mortality. Specifically, statistically significant 
associations have been reported between long-term exposure 
(mean durations of  9–18 years) to PM2.5, PM10, nitrogen dioxide 
(NO2), NOX, BC and OC, and secondary inorganic aerosols 
(SIA) and all-cause, cardiovascular, and respiratory mortality 
(e.g. Christidis et al., 2019; Crouse et al., 2015; Hvidtfeldt et al., 
2019a, 2019b; Nafstad et al., 2003, 2004; Raaschou-Nielsen et al., 
2020). In addition, short-term peak exposure to PM2.5 has been 
associated with all-cause, circulatory and respiratory mortality 
(Kollanus et al., 2016; Madsen et al., 2012; Olstrup et al., 2019).

Exposure to air pollution has also been linked with increased 
risk for some outcomes related to mental and behavioral 
disorders. Long-term exposure to PM2.5, PM10, NOX, and 
NO2 have been associated with an increased risk for attention 
deficit hyperactivity disorder (ADHD) and schizophrenia 
(Antonsen et al., 2020; Horsdal et al., 2019; Thygesen et al., 
2020). Exposure to PM2.5 and NO2 has been associated with 
dementia in Canada (Smargiassi et al., 2020). And short-
term exposure to PM10 has been associated with increases in 
psychiatric emergency visits (Oudin et al., 2018), with a similar 
association observed in children and young adults for PM2.5 
and NO2 (Szyszkowicz et al., 2020). A study including two 
independent, very large datasets from the USA and Denmark, 
showed that air pollution is significantly associated with 
an increased risk of bipolar disorder, depression and other 
psychiatric disorders (Khan et al., 2019).
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Table 9.1. Statistically significant exposure-response associations found in studies published under the NordicWelfAir project up to the end of 2020.

Pollutant Exposure type Outcome Concentration 
(µg/m3)

Type Risk 
metric1

Risk estimate 
(95% confidence 

interval)

Reference

PM2.5 Long-term Malignant non-glioma 
brain tumors

5.39 (contr.); 
5.31 (cases)

IQR OR 1.267 
(1.053–1.524)

Poulsen et al., 2020a

Long-term Childhood non-
Hodgkins lymphoma 
(NHL)

5 µg/m3 increment OR 2.11 (1.10–4.01) Hvidtfeldt et al., 2020a

Long-term Adult leukemia 5.6 IQR OR 1.09 (1.02–1.17) Taj et al., 2020b

Long-term Adult acute myeloid 
leukemia

5.6 IQR OR 1.14 (1.00–1.29) Taj et al., 2020b

Long-term Childhood NHL 4.83 IQR OR 2.05 (1.10, 3.83) Hvidtfeldt et al., 2020b

Long-term Adult leukemia 10 µg/m3 increment OR 1.19 (1.05–1.35) Puett et al., 2020

Long-term Stroke 3.9 IQR OR 1.13 (1.01–1.25) Amini et al., 2020

Long-term Ischemic stroke 3.9 IQR OR 1.14 (1.01–1.27) Amini et al., 2020

Long-term All-cause mortality 10 µg/m3 increment HR 1.28 (1.1–1.46)* Hvidtfeldt et al.,  2019b

Long-term Cardiovascular disease 
(CVD) mortality

10 µg/m3 increment HR 1.66 (1.28–2.16)* Hvidtfeldt et al., 2019b

Long-term Natural cause mortality 10 µg/m3 increment MRR 1.08 (1.04–1.13) Raaschou-Nielsen et al., 2020

Long-term Attention deficit 
hyperactivity disorder

5 increment IRR 1.51 (1.41–1.62) Thygesen et al., 2020

Long-term Asthma 5 µg/m3 increment HR 1.05 (1.03–1.07) Holst et al., 2020

PM10 Long-term All-cause mortality 10 µg/m3 increment HR 1.12 (1.03–1.22) Hvidtfeldt et al., 2019b

Long-term CVD mortality 10 µg/m3 increment HR 1.3 (1.11–1.53) Hvidtfeldt et al., 2019b

Long-term Schizophrenia 10 µg/m3 increment IRR 1.04 (1–1.08) Antonsen et al., 2020

Long-term Asthma 5 µg/m3 increment HR 1.04 (1.02–1.06) Holst et al., 2020

Short-term Psychiatric emergency 
visits 

10 µg/m3 increment % change 2.3 (0.3–4.3) Oudin et al., 2018

O3 Long-term CVD mortality 10 µg/m3 increment MRR 1.02 (1.01–1.04) Raaschou-Nielsen et al., 2020

NO2 Long-term All-cause mortality 10 µg/m3 increment HR 1.07 (1.04–1.1) Hvidtfeldt et al., 2019b

Long-term CVD mortality 10 µg/m3 increment HR 1.11 (1.04–1.17) Hvidtfeldt et al., 2019b

Long-term Natural cause mortality 10 µg/m3 increment MRR 1.05 (1.04–1.06) Raaschou-Nielsen et al., 2020

Long-term Respiratory mortality 10 µg/m3 increment MRR 1.08 (1.05–1.11) Raaschou-Nielsen et al., 2020

Long-term Lung cancer mortality 10 µg/m3 increment MRR 1.07 (1.04–1.09) Raaschou-Nielsen et al., 2020

Long-term Meningioma 10.78 (contr.); 
10.81 (cases)

IQR OR 1.083 
(1.016–1.154)

Poulsen et al., 2020a

Long-term Schizophrenia 10 µg/m3 increment IRR 1.2 (1.09–1.33) Antonsen et al., 2020

Long-term Schizophrenia 10 µg/m3 increment HR 1.23 (1.15–1.32) Horsdal et al., 2019

Long-term Attention deficit 
hyperactivity disorder

10 increment IRR 1.38 (1.35–1.42) Thygesen et al., 2020

Long-term Asthma 10 µg/m3 increment HR 1.04 (1.03–1.04) Holst et al., 2020

NO3 Long-term Adult leukemia 1 IQR OR 1.08 (1.02–1.14) Taj et al., 2020b

Long-term Adult acute myeloid 
leukemia

1 IQR OR 1.12 (1.01–1.24) Taj et al., 2020b

Long-term Asthma 5 µg/m3 increment HR 1.03 (1.02–1.05) Holst et al., 2020

NOX Long-term Schizophrenia 10 µg/m3 increment IRR 1.06 (1.02–1.1) Antonsen et al., 2020

Long-term Asthma 10 µg/m3 increment HR 1.04 (1.03–1.04) Holst et al., 2020

NH4 Long-term Adult leukemia 0.8 IQR OR 1.08 (1.00–1.17) Taj et al. 2020b

Long-term Adult acute myeloid 
leukemia

0.8 IQR OR 1.16 (1.01–1.34) Taj et al., 2020b

SO2 Long-term All other NHL types 10 µg/m3 increment OR 1.07 (1.00–1.15) Taj et al., 2020a

Long-term Asthma 5 µg/m3 increment HR 1.02 (1.01–1.04) Holst et al., 2020

H2S Daily 24-hour Emergency hospital 
visits

over 7 µg/m3 RR 1.07 (1.02–1.11) Finnbjornsdottir et al., 2016
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Exposure to air pollution is also linked with cardiovascular and 
respiratory diseases, and related hospital admissions. Amini et al. 
(2020) reported an association between long-term exposure to 
PM2.5 and increased risk for stroke, while Holst et al. (2020) 
noted an association of exposure to air pollution (NO2, NOX, 
sulfur dioxide [SO2], PM2.5, PM10, nitrate [NO3], O3) and asthma. 
Anderson et al. (2007) reported increased risks for hospital 
admissions related to cardiovascular and respiratory disease in 
the elderly for short-term exposures to PM10 and NO2. Similar 
associations have been reported for O3 and PM2.5 in Canada 
(Szyszkowicz et al., 2018). In children and adolescents, short-
term exposure to PM10, carbon monoxide (CO) and NO2 were 
associated with increased risks for asthma-related hospital 
admissions (Anderson et al., 2007). In Iceland, short-term 
exposure to H2S has been shown to increase emergency-room 
visits (Finnbjornsdottir et al., 2016) and has been weakly associated 
with an increase in dispensing of drugs for chronic obstructive 

pulmonary disease (COPD) (Carlsen et al., 2012). Additionally, 
O3 was associated with an increase in cardiopulmonary- and 
stroke-related hospital admissions in Iceland (Carlsen et al., 2013). 
And in a literature review by Rodriguez-Villamizar et al. (2015), 
exposure to outdoor air pollution was associated with respiratory 
emergency-room visits and hospital admissions, as well as with 
asthma and decreased lung function in Canadian children.

There is evidence linking air pollution with an increased risk 
for cancer. In Denmark, long-term exposure to air pollution 
components (benzene, BC and OC, ammonium, NO2, NO3, 
NOX, O3, PM2.5, SIA, SO2, secondary organic aerosol [SOA]) 
has been associated with increased risk for cancer (central 
nervous system cancer, leukemia, non-Hodgkins lymphoma) 
in adults and children (e.g. Hvidtfeldt et al., 2020a, 2020b; 
Nafstad et al., 2003; Poulsen et al., 2020a, 2020b; Puett et al., 
2020; Raaschou-Nielsen et al., 2017; Taj et al., 2020a, 2020b). 
However, some studies have had contradicting results (e.g. 

Pollutant Exposure type Outcome Concentration 
(µg/m3)

Type Risk 
metric1

Risk estimate 
(95% confidence 

interval)

Reference

BC Long-term Malignant intracranial 
CNS tumors

0.39 (contr.); 
0.38 (cases)

IQR OR 1.034 
(1.005–1.065)

Poulsen et al., 2020a

Long-term Total brain tumor 0.39 IQR OR 1.026 
(1.001–1.052)

Poulsen et al., 2020b

Long-term Malignant brain tumor 0.39 IQR OR 1.036 
(1.006–1.067)

Poulsen et al., 2020b

Long-term Childhood NHL 1 µg/m3 increment OR 1.68 (1.06–2.66) Hvidtfeldt et al., 2020a
Long-term Adult leukemia 0.4 IQR OR 1.02 (1.00–1.03) Taj et al., 2020b
Long-term Adult acute myeloid 

leukemia
0.4 IQR OR 1.03 (1.00–1.07) Taj et al., 2020b

Long-term Childhood NHL 0.39 IQR OR 1.22 (1.02, 1.46) Hvidtfeldt et al., 2020b
Long-term Adult leukemia 1 µg/m3 increment OR 1.05 (1.01–1.10) Puett et al., 2020
Long-term Natural cause mortality 1 µg/m3 increment MRR 1.05 (1.02–1.08) Raaschou-Nielsen et al., 2020
Long-term Respiratory mortality 1 µg/m3 increment MRR 1.07 (1.01–1.13) Raaschou-Nielsen et al., 2020
Long-term Lung cancer mortality 1 µg/m3 increment MRR 1.07 (1.03–1.11) Raaschou-Nielsen et al., 2020

BC + OC Long-term NHL 1.15 IQR OR 1.03 (1.00–1.07) Taj et al., 2020b
Long-term Total brain tumor 1.16 IQR OR 1.053 

(1.005–1.103)
Poulsen et al., 2020b

Long-term Malignant brain tumor 1.16 IQR OR 1.063 
(1.007–1.123)

Poulsen et al., 2020b

Long-term Glioma 1.16 IQR OR 1.067 
(1.001–1.137)

Poulsen et al., 2020b

Long-term All-cause mortality 0.83 IQR HR 1.06 (1.03–1.09) Hvidtfeldt et al., 2019a
Long-term CVD mortality 0.83 IQR HR 1.1 (1.04–1.16) Hvidtfeldt et al., 2019a
Long-term All-cause mortality 1 µg/m3 increment HR 1.09 (1.04–1.15) Hvidtfeldt et al., 2019b
Long-term CVD mortality 1 µg/m3 increment HR 1.16 (1.05–1.27) Hvidtfeldt et al., 2019b

SIA Long-term Non-glioma 3.95 IQR OR 1.663 
(1.216–2.274)

Poulsen et al., 2020b

Long-term Adult leukemia 4.2 IQR OR 1.15 (1.03–1.29) Taj et al., 2020b
Long-term Adult acute myeloid 

leukemia
4.2 IQR OR 1.23 (1.01–1.51) Taj et al., 2020b

Long-term CVD mortality 0.26 IQR (in µg/m3) HR 1.05 (1.02–1.08) Hvidtfeldt et al., 2019a
SOA Long-term NHL 0.05 IQR OR 1.54 (1.13–2.09) Taj et al., 2020b

Benzene Pregnancy Medulloblastoma Doubling ppb RR 1.3 (1.0–1.9) Raaschou-Nielsen et al., 2017

Exhaust 
particles

2nd trimester 
of pregnancy 

Small for gestational 
age

0.201–0.332 
v. ≤ 0.061

4th v. 1st quintile PRR 1.09 (1.01–1.17) Olsson et al., 2020

Air-
quality 
index

Long-term Schizophrenia 3 Septiles (1 as ref.) HR 1.34 (1.19–1.52) Khan et al., 2019

Long-term Personality disorder 2 Septiles (1 as ref.) HR 1.5 (1.38–1.62) Khan et al., 2019

Long-term Major depression 2 Septiles (1 as ref.) HR 1.21 (1.15–1.28) Khan et al. 2019

Long-term Bipolar disorder 2 Septiles (1 as ref.) Rate 
change

1.07 (1.01–1.15) Khan et al. 2019

1HR: hazard ratio, IRR: incidence rate ratio, MRR: mortality rate ratio, OR: odds ratio, PRR: prevalence rate ratio, RR: relative risk; IQR = interquartile range

Table 9.1 continued
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Jørgensen et al., 2016), and no association between PM2.5 
and breast cancer was observed by Andersen et al. (2017). In 
Canada, no clear association was found between NO2 or PM2.5 
and adult leukemia (Winters et al., 2015).

Prenatal exposure to air pollution has been linked with adverse 
health effects. Prenatal exposure to NOX was associated with type 
1 diabetes (Malmqvist et al., 2015); NO2 with pre-eclampsia and 
gestational diabetes mellitus (Pedersen et al., 2017a, 2017b); and 
exhaust particles with the risk of being born with a low birth weight 
(Olsson et al., 2020). No clear association between air pollution 
and preterm birth has been reported (Siddika et al., 2019, 2020).

It is notable that disease-register data and modeled air-pollution 
concentrations are used routinely in Nordic epidemiological 
studies. However, study designs often differ in terms of the units 
of exposure used or definitions of reference groups, making 
direct comparisons of the magnitude of effects difficult. Another 
challenge is that levels of several air pollutants are strongly 
correlated, and the single-pollutant models used by most of 
these epidemiological studies do not allow for considering 
the effects of simultaneous exposure to multiple pollutants. 
Despite these challenges, findings from Nordic studies are 
broadly consistent with the evidence from other parts of the 
world, as described in Section 9.2.1.1.

The availability of long-term, detailed register and national-
cohort data in, for example, Canada (Crouse et al., 2015) and 
Denmark (e.g. Raaschou-Nielsen et al., 2020), makes it possible 
to study diverse health impacts over many years, and to add 
to general understanding of the risks associated with exposure 

to air pollution. However, epidemiological studies focusing on 
communities at elevated Arctic altitudes are presently lacking. 
Available studies in the northern latitudes do not report results 
stratified by altitude. The relatively low population and limited 
availability of air-quality data for the High Arctic regions 
contribute to the dearth of epidemiological studies.

9.2.2  Estimates of air-pollution disease 
burdens in Arctic Council Member 
states and Observer countries

9.2.2.1  Estimates from the Global Burden 
of Disease study

Using relationships between PM2.5 and O3, and health 
outcomes from studies conducted around the world, the IHME 
Global Burden of Disease (GBD) 2017 study estimated that 
4.9 million premature deaths worldwide could be attributed to 
air pollution in 2017, including 2.9 million from ambient PM2.5, 
470,000 from ambient O3, and 1.6 million from household air 
pollution from solid-fuel combustion for household energy 
use (GBD 2017 Risk Factor Collaborators, 2018). Air pollution 
is considered the fifth leading global health risk factor, and the 
leading environmental and occupational health risk factor. 
In all Arctic Council Member states and Observer countries, 
air pollution ranks among the top global health risk factors 
(Table 9.2). Regarding Member states, the percentage of 
all deaths attributable to air pollution ranges from 2.1% in 
Finland to 5.4% in Russia; for Observer countries it extends 

Table 9.2. Deaths, disability-adjusted life years (DALYs), and percentage of all deaths that were attributable to the combination of ambient PM2.5, O3, 
and household air pollution in 2017, according to GBD 2017 Risk Factor Collaborators (2018). Rank indicates the position of air pollution among all 
health risk factors in terms of magnitude of mortality impacts. Values in parentheses indicate 95% confidence intervals reported by the GBD 2017 study.

Country/region Deaths DALYs % of all deaths Rank
Global 4,895,476 (4,415,829–5,390,166) 147,418,000 (132,345,551–161,667,283) 8.8 (7.9–9.6) 5
Arctic Council Member states

Canada 7835 (2735–11,502) 158,122 (42,350–244,199) 2.8 (1.0–4.1) 9
Denmark 2366 (1745–3013) 48,500 (34,000–62,294 ) 4.4 (3.2–5.5) 8
Finland 1127 (361–1654) 23,764 (6383–38,103) 2.1 (0.7–3.0) 10
Iceland 59 (26–105) 1224 (403–2344) 2.7 (1.1–4.7) 9
Norway 1153 (829–1473) 22,610 (14,936–30,322) 2.8 (2.0–3.6) 9
Russia 99,392 (82,011–116,820) 2,316,484 (1,920,892–2,726,159) 5.4 (4.5–6.3) 9
Sweden 2257  (967–3458) 42,645 (14,736–68,588) 2.5 (1.0–3.8) 10
USA 107,507 (80,542–134,664) 2,478,386 (1,734,276–3,179,612) 3.8 (2.8–4.7) 8

Arctic Council Observer countries
China 1,242,987 (1,081,828–1,395,446) 27,934,105 (24,391,019–31,198,105) 12 (10–13) 4
France 18,992 (14,108–24,027) 349,044 (245,213–445,560) 3.3 (2.4–4.1) 9
Germany 41,839 (32,386–52,475) 791,874 (599,537–989,048) 4.4 (3.4–5.4) 9
India 1,240,529 (1,086,201–1,385,928) 38,684,028 (34,547,725–42,409,874) 13 (11–14) 8
Italy 29,368 (20,700–38,023) 527,238 (360,332–682,441) 4.7 (3.4–6.1) 7
Japan 49,554 (40,065–60,455) 851,539 (690,685–1,023,004) 3.6 (2.9–4.4) 8
Netherlands 6714 (5330–8357) 139,067 (107,537–173,164) 4.4 (3.5–5.4) 7
Poland 24,629 (18,797–30,293) 561,000 (429,721–695,299) 6.2 (4.8–7.7) 8
Singapore 1318 (965–1640) 32,245 (24,304–39,466) 6.6 (4.9–8.3) 7
South Korea 17,343 (14,266–20,432) 432,010 (346,273–516,283) 5.8 (4.8–6.8) 5
Spain 17,133 (11,126–22,715) 295,076 (184,858–393,989) 4.1 (2.7–5.5) 9
Switzerland 2313 (1725–2915) 47,465 (33,032–61,831) 3.6 (2.7–4.5) 8
UK 24,794 (20,066–30,074) 485,471 (382,773–587,044 4.1 (3.3–4.9) 7
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from 3.3% in France to 13% in India. However, the health 
burden from air pollution is likely to be higher than that 
estimated by the GBD 2017 Risk Factor Collaborators (2018) 
study because additional pollutants and health outcomes 
that scientific evidence indicates could be causally associated 
have not yet been included – such as NO2 air pollution and 
pediatric asthma incidence (Achakulwisut et al., 2019). The 
GBD 2017 Risk Factor Collaborators’ (2018) study included 
stroke, ischemic heart disease (IHD), COPD, lung cancer 
(LC), type 2 diabetes mellitus, and lower respiratory infection 
(LRI) for ambient PM2.5 and household air pollution, and 
COPD for O3.

Air pollution burden-of-disease calculations are influenced 
by estimates of air-pollution concentrations, as well as 
population size, and vulnerability due to age and baseline 
disease rates, among other factors. As IHME GBD studies use 
globally consistent methods to estimate pollution levels and 
population characteristics, they may lack specificity for small 
areas, including cities and smaller communities. For example, 
Health Canada estimates the burden of ambient air pollution 
to be 14,600 premature deaths per year (Health Canada 
2019), a factor of almost two higher than the GBD estimate 
presented in Table 9.2 for Canada. The difference is driven by 
different data inputs and methods, including the choice of low-
concentration cut-off; that is, the concentration below which 
health impacts are not calculated. That the GBD estimates lack 
specificity for small areas is particularly true for High-Arctic 
communities, where pollution levels are not well understood 
due to the lack of ground monitors and challenges associated 
with observing pollution columns from satellites over highly 
reflective surfaces, such as snow and ice. In addition, the health 
status of High-Arctic communities may differ from national 
averages. Therefore, the GBD estimates in Table 9.2 are provided 
for national-level information, but may not fully reflect the 
unique circumstances of individual cities and communities 
within these countries.

As part of NordicWelfAir, the health burdens of air pollution in 
the five Nordic countries were quantified and compared using 
three different health risk assessment tools (Lehtomäki et al., 
2020). In terms of deaths attributable to ambient air pollution 
in 2015, estimates by the three tools ranged from 8500 to 11,400 
for PM2.5-related deaths, and from 230 to 260 deaths for O3. A 
sensitivity analysis of the impacts of the spatial resolution of 
the exposure data underlined the importance of using high 
spatial resolution to avoid underestimating exposure and 
related health impacts.

9.2.2.2  How different emissions sources 
contribute to PM2.5 disease burdens 
in Arctic Council Member states and 
Observer countries

Arctic air pollution comes from local sources within the Arctic, 
as well as distant sources located at lower latitudes, from where 
pollution gets transported through the atmosphere to the Arctic 
region (Mahmood et al., 2016; Monks et al., 2015; Schmale et al., 
2018a; Stohl, 2006). Remote anthropogenic sources of near-
surface air pollution in the Arctic are dominated by transport 
of emissions from northern Eurasia in winter and spring, 

including from the metallurgical industry, flaring to burn off 
gases in industrial plants, residential and traffic sources, and 
agricultural fires (Bourgeois and Bey, 2011; Law et al., 2014; 
Monks et al., 2015). Sources of PM2.5 and its precursors that 
are local to the Arctic Council Member states include vehicle 
tailpipe emissions; residential combustion of wood, oil, coal, 
or natural gas; power generation from diesel, coal, or natural 
gas; industrial activities including oil and gas extraction, metal 
smelting, and mineral extraction; shipping; waste burning; 
and wildfires (Schmale et al., 2018a). Some sources, including 
vehicle tailpipe emissions, are common all over the world, while 
others, such as residential wood combustion (RWC), are more 
prevalent in Arctic communities and less extensive (although 
still present) at mid-latitudes. These sources have been 
discussed in detail in Chapter 2. Here, we briefly summarize 
several particularly relevant studies that have estimated the 
contribution of different local emissions sources to PM2.5 in 
cities and countries within the Arctic Council Member states.

RWC is an important local contributor to PM2.5 levels in 
many regions of the world, including the Arctic. A recent 
study that evaluated the contribution from RWC to urban 
air pollution across Denmark, Finland, Norway and Sweden 
found it accounted for up to 15–22% of the annual PM2.5 level 
in Helsinki, Copenhagen and Umeå (Kukkonen et al., 2020). In 
central Oslo, the contributions from RWC exceeded 40%, due 
to wood stoves being used for heating in some larger apartment 
blocks. By contrast, in Helsinki and Copenhagen, the RWC 
fraction was highest in suburban areas on the outskirts of main 
city centers.

Shipping is another important source of air pollution in the 
Arctic, currently and also potentially in the future (Winther et al., 
2014). Another Nordic study developed future scenarios for 
shipping emissions, and simulated the contribution from 
shipping to PM2.5 concentrations and related health impacts 
across the Nordic region (Geels et al., 2021). Simulations 
with two chemical-transport models (DEHM and MATCH), 
showed that for current-day emissions (2015), up to 10–15% 
of the annual average PM2.5 concentration in the Nordic area 
was attributable to shipping emissions, with some differences 
between the two models. Air pollution from shipping was 
estimated to have been associated with approximately 850 
premature deaths (as a mean over the two models) in the 
Nordic region under the current-day conditions. The findings 
indicated that mortality would decrease to just under 600 cases 
in a ‘business as usual’ shipping scenario for 2050. Elevated O3 
pollution in marine areas around Norway has been shown to 
have contributions from local shipping (Marelle et al., 2016), 
and oil and gas extraction activities (Tuccella et al., 2017).

In addition to local emissions sources, pollutants outside of 
the Arctic region can have considerable impacts on Arctic air 
quality and health. For example, one modeling study found that 
80% of the overall PM2.5 concentration in Denmark, Finland, 
Norway and Sweden was linked to emissions sources outside 
the Nordic area in 2015 (Im et al., 2019). In Denmark, Finland 
and Norway, non-industrial combustion (including RWC) was 
the main sector contributing to the PM2.5 levels. In Sweden, a 
similar share was linked to emissions from industry. Overall, 
OC was the main PM2.5 component originating in-country. The 
same study estimated that approximately 11,000 premature 
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deaths per year could be linked to short-term exposure to O3 
and long-term exposure to PM2.5 in the four Nordic countries 
and the Arctic. This estimate is roughly in agreement with 
GBD 2017 Risk Factor Collaborators (2018), as can be seen 
in Table 9.2.

9.2.2.3  The health benefits to Arctic 
communities of emissions reductions

Complementing work investigating disease burdens of air 
pollution, other studies have estimated the health benefits of 
emissions reductions – that is, the number of avoided cases of 
mortality and disease associated with lower air-pollution levels. 
In 2013, the joint report of the World Bank and International 
Cryosphere Climate Initiative, On Thin Ice estimated that 
approximately 47,800 air pollution-related premature deaths 
in the Arctic region could be avoided annually if mitigation 
measures were taken to reduce emissions of SLCFs (World Bank, 
2013). The greatest anticipated health benefits among the Arctic 
population came from mitigation measures imposed on local 
sources, including biomass heating stoves and diesel transport. 
However, additional health benefits were also calculated for 
mitigation measures imposed on distant emissions sources due 
to reduced transport of pollution to the Arctic region.

9.3  Review of evidence of the impacts 
of air pollution on ecosystems 
and crops

As well as having negative consequences for public health, 
air pollution can damage ecosystems and reduce crop yields, 
potentially leading to dietary risks and impacts on livelihoods. 
This section reviews the current state of knowledge about air 
pollution’s effects on ecosystems through eutrophication and 
acidification, as well as the effects of O3 exposure on crop 
production. It is important to note that installing technologies 
aimed at controlling particular emissions can sometimes have 
unintended negative impacts on ecosystems. For example, 
open-loop scrubbers used to reduce sulfur oxide emissions 
from ships into the air can discharge zinc and copper to surface 
water (Turner et al., 2017). These effects have not been explored 
here, but should be considered when evaluating specific 
mitigation approaches.

9.3.1  Effects on ecosystems: deposition 
and critical loads

Problems associated with emissions of sulfur, NOX and ammonia 
are related to eutrophication and acidification. Impacts of 
eutrophication in terrestrial ecosystems are associated with 
excess nitrogen leaching, and resulting changes to floristic 
composition and ecosystem function and stability. A critical 
load (CL) is defined as ‘a quantitative estimate of an exposure to 
one or more pollutants below which significant harmful effects 
on specified sensitive elements of the environment do not 
occur according to present knowledge’ (Nilsson and Grennfelt, 
1988). CLs are deposition thresholds and are calculated for 
different receptors, such as a terrestrial or an aquatic ecosystem, 
with ‘sensitive elements’ referring to particular parts of the 

ecosystem; fine roots in forest soils or fish in a lake, for example. 
CLs were originally derived in the context of acidification, 
and provided limits for sulfur (S) and nitrogen (N) deposition 
– called CLs of acidity (CLaci). Limits for the eutrophying 
effect of N deposition were derived later – termed CLs for 
eutrophication (CLeutN or CL of nutrient N). Note that a CL 
depends on an ecosystem’s properties, the local climate, and 
so on, and can thus take ‘any’ value. Accordingly, CLs are also 
influenced by climate change. In general, climate warming 
leads to a small increase in CL, except in mountainous and 
arid regions; for details see Posch (2002).

CLs for the acidifying and eutrophying effects of sulfur 
and nitrogen deposition that individual countries have 
determined have been collected under the Convention on 
Long-range Transboundary Air Pollution (LRTAP), hosted 
by the United Nations Economic Commission for Europe, 
and used to support European assessments and negotiations 
on emissions reductions (De Vries et al., 2015; EEA, 2014; 
Maas and Grennfelt, 2016; Reis et al., 2012). CL assessments 
were included in earlier AMAP reports, first appearing in 
Chapter 9 of AMAP (1998), in which terrestrial CLs of acidity 
for the Eurasian part of the (sub-)Arctic zone, and CLs for 
surface waters for the European section of the zone, as well 
as their exceedances, were computed and mapped (Kämäri 
and Joki-Heiskala, 1998). In Chapter 5 of AMAP (2006) – on 
terrestrial ecosystems – Derome et al. (2006) reported CLs and 
exceedances for northern Europe and Canada. Meanwhile, 
in Chapter 6 – on freshwater ecosystems – Skjelkvåle et al. 
(2006) reported CLs and their exceedances for surface waters 
in northern Fennoscandia. The first comprehensive study on 
CLs of acidity and their exceedances for the whole (sub-)Arctic 
region was carried out by Forsius et al. (2010). More recently, 
CLs for acidity and eutrophication and their exceedances for 
terrestrial ecosystems in the Northern Hemisphere (>30°N) 
were presented by Reinds et al. (2015). And, CLs of acidity 
and their exceedances for more than 1100 lakes and ponds 
in the Canadian Arctic were recently computed by Liang and 
Aherne (2019). Overall, exceedances of CLs occur mostly in 
Fennoscandia and some hotspots in Russia, and they have gone 
down in most places in recent decades.

The amount of S and N deposited in the Arctic is small compared 
to polluted regions, based on both observational data (AMAP, 
2006; Hole et al., 2009; Vet et al., 2014) and model simulations 
(Tan et al., 2018; Vet et al., 2014). Deposition is largely caused 
by long-range transport, but is also due to anthropogenic 
emissions within the Arctic region. Notably, the contribution 
of international shipping has been increasing as melting sea 
ice has opened the Arctic up to navigation. According to an 
article in National Geographic magazine (Champine et al., 
2019), in 2018, the number of vessels crossing waters governed 
by the International Polar Code – a set of strict safety and 
environmental rules – was nearly 60% higher than in 2012. 
All in all, the Arctic region is characterized by relatively large 
deposition-to-emission ratios for both S and N, making it a net 
receiver of acidifying and eutrophying pollution.

Despite the relatively dry Arctic climate, most of the total 
deposition of S and N in the Arctic region is due to wet deposition 
– by rain, snow, sleet or fog – (Tan et al., 2018; Vet et al., 2014). 
This is because a large portion of gaseous pollutant species 
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is efficiently dry-deposited much closer to the source areas, 
while sulfate, nitrate and ammonium aerosols are deposited 
more slowly and can be transported over longer distances. The 
exception could be areas close to international shipping lines and 
local land-based emissions sources. This is consistent with earlier 
findings (AMAP, 2006) indicating that, although air pollution in 
the Arctic is generally higher in winter, deposition may be highly 
episodic. For example, a study by Kühnel et al. (2011) based on 
20-year measurements from Ny-Ålesund, Svalbard, Norway, 
revealed that a few precipitation events strongly influence 
the annual load of NO3 and ammonium ions (NH4). A future 
increase in precipitation due to climate change (Bintanja et al., 
2020) would result in increasing wet deposition in the Arctic in 
both summer and winter.

Meanwhile, Björkman et al. (2013) found that, for the winter 
season (September 2009 to May 2010) in Ny-Ålesund, nitrate dry 
deposition accounted for, on average, 14% of the total oxidized 
nitrate deposition, with a range of 2–44%. Dry deposition events 
were associated with elevated atmospheric concentrations, 
corroborating previous studies that identified episodes of rapid 
pollution transport to and deposition in the Arctic.

The share of nitrogen that is reduced (NHX = ammonia [NH3] 
+ ammonium [NH4] ) is growing in many regions of the world 
(Kurzyca and Frankowski, 2017). This is as a consequence 
of larger reductions in NOX emissions compared to NH3 
emissions. However, deposition in the Arctic of total nitrogen 
– in other words, the sum of reduced [NHX] nitrogen and 
oxidized [NOy] nitrogen (excluding N2O) – is dominated by 
oxidized nitrogen. A multi-model global study by Tan et al. 
(2018) showed moderate contributions of reduced nitrogen 
to total nitrogen deposition in most of the Arctic region in 
2010. However, the study showed that the fraction of NHX 
deposition increased from 30–40% to 50% in Alaska and by 5% 
in Northern Europe from 2000 to 2010. According to EMEP 
MSC-W model simulations for this report, the fraction of NHX 
within total nitrogen deposition varies between 25–40% across 
the Arctic region, reaching 50–55% in small regions of Alaska, 
northern Canada and northeastern Russia. Biodiversity loss 
linked to rising nitrogen deposition has been broadly discussed 
in the literature, with reduced nitrogen inputs appearing more 
likely to decrease biodiversity than oxidized nitrogen deposition 
(Erisman et al., 2007 and references therein). And, van den 
Berg et al. (2008) pointed out that elevated NH4/NO3 ratios 
might be a strong determining factor in vegetation composition.

Dry deposition uptake of surface-level O3 by vegetation has 
been shown to be an important O3 sink over Siberia, with 
suppressed O3 concentrations observed in Arctic air masses 
that have undergone transport across areas of extensive 
vegetation (Engvall Stjernberg et al., 2012; Hirdman et al., 
2010). Recent results from regional model simulations over 
Western Siberia suggest that forest and tundra vegetation 
represent approximately equal surface O3 sinks north of 60°N 
in spring and summer, and dominate the O3 dry-deposition 
loss (Thorp et al., 2021).

9.3.2 Impacts on crops

There is evidence of widespread adverse effects of ground-level 
O3 on crops and (semi-)natural vegetation (Hayes et al., 2007; 

Mills et al., 2011). Experimental exposure studies have shown 
that crops and (semi-)natural vegetation could be damaged by: 
reduced growth and seed production (e.g. Booker et al., 2009; 
Hayes et al., 2007; Mills et al., 2007); premature senescence 
(e.g. Tonneijck et al., 2004); and reduced ability to over-
winter (e.g. Hayes et al., 2006) and withstand stresses, such as 
drought (e.g. Wilkinson and Davies, 2009). In many cases, an 
increased protein concentration was observed, while protein 
yield was reduced (Feng et al., 2008; Feng and Kobayashi, 2009; 
Grünhage et al., 2012).

Ozone is deposited from the atmosphere onto plant canopies 
by diffusion, and enters leaves through their stomata. 
Environmental, biological, and agricultural (e.g., irrigation) 
factors that promote stomatal opening increase the risk of injury 
to plants from O3. State-of-the-art modeling of ozone damage 
to vegetation is moving towards a flux-based approach that can 
take into account environmental factors on stomatal uptake of 
O3 (Emberson et al., 2018). However, because of the complexity 
of this approach, most risk assessments of ozone damage use 
methods that combine modeled O3 concentration (rather than 
stomatal flux) with crop distribution and production data, 
using empirically derived statistical relationships between crop 
yield and O3 concentration or exposure. Ozone exposure is 
often estimated using ‘accumulated ozone exposure over a 
threshold of 40 ppb’ (AOT40) or the seasonal mean daytime 
ozone concentration (M7 or M12, for a 7-hour or 12-hour 
daytime period, respectively).

Global yield losses due to present-day O3 are estimated at 
2%–16% for wheat, rice, maize and soybean (Avnery et al., 
2011; Van Dingenen et al., 2009). These yield losses lead to 
global economic damages in the order of USD10–40 billion 
per year (Avnery et al., 2011; Sampedro et al., 2020).

As with O3, PM2.5 could have direct and indirect effects on 
crop growth; however the effects of particulate matter on crops 
are more uncertain than for ozone. The direct effect of PM2.5 
is to impede respiration and affect leaf temperature, as the 
particulate matter accumulates on the leaf surface (Hirano et al., 
1995). This influences crop yields. Indirectly, PM2.5 can affect 
the natural climatic conditions around crops, for example by 
absorbing and scattering solar radiation. In this way, PM2.5 may 
reduce the solar radiation available to plants (Liu et al., 2016b), 
thereby reducing photosynthesis and limiting plant growth 
(Chameides et al., 1999).

BC aerosols can also reduce agricultural productivity through 
their impacts on temperature and precipitation (Burney and 
Ramanathan, 2014). Shindell (2016) modeled the impact on 
crops of temperature changes due to various pollutants, and 
found that at the global level, while BC caused substantial 
damage, this was largely offset by cooling from co-emitted 
OC. Schiferl and Heald (2018) examined the positive effects 
on agricultural yield of increased diffusion of light due to 
particulate matter. They found that these effects offset the 
negative impact of reduced direct light caused by the particles, 
and that – under some assumptions and in some regions – these 
positive influences also offset much of the damage from O3.

The staple crops considered here are not of major importance 
to overall agricultural production in the Arctic. However, there 
may be specific Arctic conditions – for example, permanent 
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daylight, intrusion of stratospheric O3 into the troposphere, 
long-range transport of pollutants from Asia, and off-shore oil 
production – that could cause O3-related damage to ecosystems 
such as boreal forest and grasslands, as well as Arctic agro-crops 
and fuel woods. These types of impacts are not considered in 
the present study and, to our best knowledge, no or limited 
research has been undertaken on these issues. In future, rapid 
climate change in the Arctic region is likely to push the thermal 
boundaries that currently limit crop production to higher 
latitudes, opening up the Arctic region for new agricultural 
practices. This possible shift in crop production areas in future 
scenarios is not included in this assessment.

9.4  Modeled impacts of SLCF emissions 
changes on health, ecosystems and 
crops in Arctic Council Member 
states and Observer countries

This section describes new quantitative analysis of the impacts 
on health, ecosystems, and agriculture of air-pollution changes 
from modeled SLCF emissions scenarios. Air-pollution impacts 
were estimated by combining PM2.5 and O3 concentration 
changes simulated from the multiple chemical transport and 
general circulation models described in earlier chapters, with 
concentration-response functions for health and ecosystems, as 
well as agricultural outcomes, from the peer-reviewed literature. 
For consistency, impacts were only assessed for the emissions 
scenarios that were simulated by the largest ensemble of models 
– the Current Legislation (CLE) and the Maximum Feasible 
Reduction (MFR) scenarios.

9.4.1 Impacts on health

This section describes premature mortality attributable to PM2.5 
and O3 from current exposure levels, and reductions that may 
be achieved through the CLE and MFR emissions scenarios. 
PM2.5 and O3 concentrations were derived from the suite of 
models described in Chapters 7 and 8. The spatial resolution 
of these models ranges from about 0.14°(GEM-MACH) to 
about 2.8° (CanAM5-PAM). For PM2.5, annual averages were 
used to estimate health impacts. For ozone, the ‘sum of ozone 
means over 35 ppb’ (SOMO35) was used, which is a measure of 
accumulated annual O3 concentrations used as an indicator of 
health hazards (e.g. WHO, 2008). For each day, the maximum 
of the running eight-hours average for O3 was selected and the 
values >35ppb summed over the whole year. While these models 
capture to a large extent the overall exposures in Arctic Council 
Member states and Observer countries, the relatively coarse 
resolution does not allow for local-level estimations of impacts.

As the spatial resolution of the models differed, we re-gridded 
the model outputs to a common grid at 0.5° x 0.5° (latitude/
longitude) resolution (approximately 50 km x 50 km at the 
equator and 25 km x 50 km at 60° north). This resolution is not 
sufficient to fully resolve high concentrations in urban regions, 
likely leading to underestimates of mortality attributable to PM2.5. 
The underestimation is likely attenuated for air pollution-related 
health impacts in the Arctic from emissions released in other 
parts of the world, as long-range transported pollution is more 

spatially homogeneous. For PM2.5, modeled concentrations were 
spatially reallocated to a grid with a 0.5° x 0.5° (latitude/longitude) 
resolution, using a satellite-derived PM2.5 concentration dataset 
(van Donkelaar et al., 2015a, 2015b), as described and evaluated in 
Chapter 7.3.5.2. For O3, modeled concentrations were bilinearly 
remapped to 0.5° x 0.5° (latitude/longitude) resolution to provide 
model data on a uniform grid; however such remapping does 
not provide information in addition to that obtained from the 
original source grid. Urban centers have been shown to have 
lower O3 concentrations than coarse-resolution models can 
capture. Combined with the surface O3 overestimate shown in 
Chapter 7.3.1, it is possible that O3-attributable deaths based 
on modeled SOMO35 could be overestimated. However, this 
potential overestimation is likely counterbalanced by potential 
underestimation introduced by only including COPD mortality, 
and excluding other health outcomes associated with O3 exposure.

To estimate long-term PM2.5 and O3-attributable health impacts, 
we used a set of existing health impact assessment tools that 
have been previously applied in multiple contexts:

 • The Economic Valuation of Air Pollution (EVA) system 
(Brandt et al., 2013a, 2013b; Geels et al., 2015; Im et al., 
2018, 2019) is based on the impact-pathway chain method 
(Friedrich and Bickel, 2001). With recent developments, 
EVAv6 can calculate all-cause acute and chronic mortality 
and morbidity based on linear risk ratios, along with cause-
specific mortality based on non-linear functions following 
Burnett et al. (2018).

 • The ISTE tool (Lehtomäki et al. 2018, 2020), developed at 
the Finnish Institute for Health and Welfare (THL), has an 
extensive collection of available concentration-response 
functions and is linked to baseline burden-of-disease data 
from WHO. The tool allows for probabilistic modeling of 
exposure variability, and calculates uncertainties using 
the 95% confidence interval (CI) for concentration-
response functions and standard error for exposure when 
these are available.

 • The TM5-Fast Scenario Screening Tool (TM5-FASST) 
(Van Dingenen et al., 2018) is a global reduced-form air 
quality source-receptor model that has been designed to 
compute: ambient pollutant concentrations; a broad range of 
pollutant-related impacts on human health and agricultural 
crop production; and short-lived pollutant climate metrics – 
based on input annual pollutant emissions data aggregated 
at the national or regional level.

A range of concentration-response functions are used across 
the different health impact assessment models to calculate 
mortality and morbidity end-points. For mortality, non-
linear concentration-mortality relationships – based on many 
epidemiology studies from countries around the world – 
are used to estimate cause-specific mortality due to O3 and 
PM2.5. These include functions derived from the Integrated 
Exposure Response (IER) model (Burnett et al., 2014), which 
integrates studies globally for a wide range of exposures that 
include household air pollution and smoking, and more 
recent updates from the Global Exposure Mortality Model 
(GEMM) (Burnett et al., 2018). These functions consider 
cause-specific mortality due to exposure to ambient PM2.5 for 
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LC, COPD, cerebrovascular disease (CEV), IHD and LRI. Th e 
functions have further been sampled in Lelieveld et al. (2019) 
for European cohorts, and these updated versions are used 
in the EVA model. Th e EVA model also calculates diff erent 
morbidity end-points (bronchitis, asthmatic children and LC) 
using linear concentration-response relationships derived 
from Héroux et al. (2015) and WHO (2013a). We used these 
functions in all countries in our analysis to be globally consistent 
and because they incorporate studies from all Arctic Council 
countries where available. Further information on the health-
impact models and input data are provided in Appendix 9.

When considering future scenarios, population growth, 
ageing, and mortality rates contribute to the overall change in 
attributable mortality, in addition to pollutant concentration 
changes. Baseline mortality and morbidity data across the 
models were drawn from a number of sources including WHO 
(Data ref. 9.1), with projections of future mortality rates from 
the IHME Forecasting Model (Foreman et al., 2018). Population 
projections were derived using Shared Socioeconomic Pathways 
(SSPs) (Samir and Lutz, 2017); specifi cally the SSP2 scenario 
denoting a ‘middle of the road’ pathway in which social, 
economic and technological trends do not shift  markedly from 
historical patterns. Th e EVA modeling further used global 
population density data, at a 2.5-minute spatial resolution 
(about 4.5 km at the equator), from the Socioeconomic Data 
and Applications Center (SEDAC) (Data ref. 9.2).

For 2015, the modeling results indicate that there were around 
2.5 million–3.8 million deaths globally due to exposure to PM2.5

and 425,000–530,000 due to exposure to O3 (the range refl ects 
diff erent model estimates of concentrations and diff erences in 
health-impact modeling methods). Th ese estimates correspond 
well to a central GBD estimate of 2.9 million PM2.5 deaths 
for the same year and 472,000 O3 deaths. More than 75% of 
these deaths are estimated to have occurred in Arctic Council 
Observer countries. Note, the regional defi nitions for Arctic 
Council Member states and Observer countries used here are 
the same as in Chapter 2, and we do not assume any changes 
in these categorizations over time.

Th e simulated PM2.5 and O3 concentration ranges across the 
air-quality models are an important factor in explaining the 
large range in the mortality estimates (see Chapter 7 for inter-
model comparisons of concentrations). The concentration-
response functions also contribute signifi cantly. For example, 
the attributable number of deaths due to PM2.5 exposure using 
the GEMM functions was about twice that predicted by the 
IER. Th is is in part because the GEMM model is based on all 
natural-cause mortality, while the IER approach is limited to 
six causes of death, and in part because the IER incorporates 
additional types of exposure, such as active smoking, that have 
lower relative risks per unit PM2.5 than ambient air pollution 
(more details on diff erent concentration-response functions are 
given in Appendix 9). As discussed earlier, the spatial resolution 
of models is also an important factor when estimating population 
exposures and impacts, particularly for PM2.5. Although some of 
the models used to provide concentration estimates employ grids 
with spatial resolutions that are coarser than the areas of smaller 

Figure 9.1. Mortality from EVA, ISTE and TM5-FASST models due to PM2.5 (left ) and O3 (right) in Arctic Council Member states and Observer 
countries in 2015, and in 2030 and 2050 under the CLE and MFR scenarios, respectively. Confi dence intervals account for variability across modeled 
concentrations and health impact assessment methods. Intervals depicted by gray horizonal lines represent the interquartile range (IQR), while the 
gray vertical lines represent the maximum range up to ±1.5 IQR. Th e green dotted lines display mortality estimates from GBD 2017 Risk factor 
Collaborators (2018), for comparison.
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Nordic countries, the downscaling method described in Chapter 7 
provided additional spatial detail that could not be resolved by 
the models directly.

Th e results of the scenario modeling show CLE leading to 24% 
fewer PM2.5 deaths globally in 2030 and 4.5% fewer in 2050 
compared with 2015. CLE also leads to substantial declines in 
PM2.5-attributable mortality in Arctic Council Member states 
in 2030 (-59%; 66,000 fewer deaths) and 2050 (-57%; 64,000 
fewer deaths) compared to 2015 (Figure 9.1). Th e MFR scenario 
results in a greater decline in PM2.5 mortality in comparison 
to the CLE one (approximately -87% or 97,000 fewer deaths 
in 2030 and 2050).

For Arctic Council Observer countries, while declines in PM2.5

mortality occur in 2030 compared to 2015, for both policy 
scenarios, PM2.5 mortality increases in 2050 compared to 
2030 (from -28% or 540,000 fewer deaths in 2030 to -12% or 
235,000 fewer deaths in 2050 for the CLE scenario, and from 
-45% or 880,000 fewer deaths to -40% or 790,000 fewer deaths 
for MFR, compared to 2015 estimates). While emissions and 
exposures continue to decline in 2050 under these scenarios, the 
increases in PM2.5 mortality can be attributed to large increases 
in populations at risk. For example, the population over 70 years 
of age increases by 140% in Arctic Council Member countries 
and by more than 260% in Observer countries, compared 
to 2010 (Data ref. 9.3). PM2.5 mortality changes under CLE 
and MFR diff er between Arctic Council Member states and 
Observer countries (Figure 9.2).

In  terms of impacts on O3 mortality, the modeling scenarios 
indicate that global O3 mortality could increase by 17% in 
2030 and by almost 60% in 2050 compared with 2015, due to 
steady O3 concentrations but growing exposed populations. 
In the CLE scenario, O3-related mortality increases slightly 
compared to 2015 in the Arctic Council Member states in 
both 2030 and 2050 (16% increment; around 4,000 more 
deaths), as shown in Figure 9.1. In Observer countries, there is 
a sustained increase in O3-based mortality between 2015 and 
2030 (23%; 95,000 more deaths) and also from 2030 to 2050 
compared to 2015 (54%; 220,000 more deaths), according 
to the CLE scenario. In addition to the above-mentioned 
increases in populations at risk, these results can be explained 
by a rise in exposure, as exemplifi ed by population-weighted 
O3 concentrations in the 2030–2050 period. Th is is consistent 
with the estimated increase in population-weighted SOMO35 
concentrations within Asian Observer countries under the 
CLE scenario (Chapter 8). Th e large population in Asia, 
combined with the projected O3 increase there, could outweigh 
the health benefi ts gained from reductions in O3 everywhere 
else. Similarly, under the MFR scenario, a small decrease in 
O3 mortality is predicted for the Observer countries (-10%; 
40,000 fewer deaths) in 2030 but this is totally outweighed by 
the subsequent rise from 2030 to 2050. In the Arctic Council 
Member states, mortality from O3 decreases in both 2030 and 
2050 under the MFR scenario, with a larger drop during the 
fi rst period (-20% or 5700 fewer deaths in 2030 and -24% or 
6900 fewer deaths in 2050 compared to 2015). Th e increase 
observed in O3-attributable mortality under CLE for 2030 is 
not seen for PM2.5-attributable mortality, because the large 
reductions in PM2.5 concentrations counteract the rise in the 
population at risk.

Figure 9.2. Changes in PM2.5 mortality (average across chemical transport 
and health impact assessment models) in Arctic Council Member states and 
Observer countries by 2030 and 2050, under the CLE and MFR scenarios, 
compared to 2015.
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As previously stated, some studies have indicated that traffic-
related air pollution, such as BC and other pollutants from vehicle 
tailpipe emissions, leads to elevated risk beyond that associated 
with total PM2.5 mass. For example, a recent meta-analysis found 
that the pooled estimates of relative risk (RR) per 1 µg/m3 for all-
cause mortality related to long-term exposure to PM2.5 and BC are 
1.007 and 1.06, respectively, suggesting that the concentration-
response coefficient for BC could be up to 10 times larger 
than that for PM2.5 (Janssen et al., 2011). However, comparing 
health impacts associated with BC to those associated with 
PM2.5 mass requires careful consideration of the type of source 
(most notably, traffic versus other sources of fuel combustion). 
A more recent review of the epidemiological literature found 
that BC is consistently associated with cardiovascular morbidity 
and mortality, but that the current literature is not sufficient to 
conclude that BC is independently associated with these effects 
rather than being just an indicator for PM mass (Luben et al., 
2017). Therefore, current evidence does not indicate that BC 
is a better predictor of mortality than PM2.5 mass. The results 
presented above are of estimated PM2.5-attributable mortality, 
driven by the emissions changes in BC and other co-emitted 
primary PM2.5 and precursors to secondary aerosols. For this 
reason, the contribution of BC to the health impacts reported 
above should be considered as a subset of, rather than additional 
to, the estimated PM2.5-attributable deaths.

If BC is more harmful to human health in comparison to other 
PM2.5 components, as some studies have shown (e.g. Janssen et al., 
2011; WHO, 2012), applying concentration-response functions 
that represent risk from exposure to the general PM2.5 mixture may 
underestimate the health benefits of reducing SLCF emissions. 
We therefore conducted a sensitivity analysis to estimate impacts 
of the changes in concentrations of BC from the emissions 
scenarios on premature mortality (Figure 9.3) using PM2.5- and 
BC-specific concentration-response functions, and simulated BC 
concentrations under the emissions scenarios. BC concentrations 
are from the emulator simulations with regionally perturbed 
emissions for 2015 in climate chemistry models (CCMs, described 
in Chapter 8). The simulated concentration response to emissions 
perturbations is scaled linearly by time-evolving emissions to 
estimate concentrations for future years. The emulator is based 
on results from three CCMs (CanAM5-PAM, UKESM1, 
and MRI-ESM2). To ascertain the influence of the choice in 
concentration-response factor on estimated BC-attributable 
mortality, we compared the mortality estimates calculated based 
on different RR functions. These approaches provide bounds for 
our understanding of the impacts on mortality of changes in 
BC concentrations, with the PM2.5 RR estimates from the GBD 
2017 Risk Factor Collaborators (2018) study as a lower estimate 
and the BC-specific RR estimate from Janssen et al. (2011) as an 
upper estimate. The results showed a different pattern to that of 
Figure 9.1 because of the variation in assumed health outcomes 
and mortality rates (only selected causes of mortality in Figure 9.1 
and all-cause mortality in Figure 9.3, for example). Therefore, 
these results should only be used to compare the application of 
different RR estimates within Figure 9.3.

We see that despite stringent air-pollution control policies under 
the MFR scenario, the BC fraction remains significant. The high 
share of BC combined with high RRs and increasing population 
could imply there would be continued health impacts related to 

exposure to SLCFs, and air pollution more broadly, in both Arctic 
Council Member states and Observer countries. This indicates 
that there is a need to evaluate current policies on air pollution 
in these regions, and to include more targeted interventions 
to reduce the burden of disease associated with BC emissions.

9.4.2  Sulfur and nitrogen deposition 
and critical loads

This section describes how S and N deposition, critical-load 
exceedances, and crop yields vary for the years 2015, 2030 and 
2050 under the SLCF emissions scenarios.

We used the results from the EMEP MSC-W model simulations 
(Section 7.2) to assess past trends in, and future scenarios of, 
ecosystem damage by acidifying and eutrophying depositions on 
terrestrial ecosystems. The CL for a site (either for acidification 
[CLaci] or eutrophication [CLeutN]) is derived from (simple) 
steady-state charge and mass balance equations, linking the 
chosen chemical criterion – such as an acceptable pH or N 
concentration in soil solution that should not be exceeded – with 
the corresponding deposition value(s). The chemical criterion, in 
turn, is linked (by observations and experiments) to the ‘harmful 
effect’ to be avoided. The CLaci for a site is not unique, since 
different combinations of N and S depositions (Ndep and Sdep) 
can lead to the same soil chemical values (e.g. pH). Thus, CLs 
of acidity are characterized by a so-called critical load function 
(CLF), which consists of all pairs of Ndep and Sdep that fulfil the 
chemical criterion, and which, in general, has a trapezoidal shape 

Figure 9.3. Estimated BC-related mortality for 2015, 2030 and 2050 (based 
on BC concentrations from the emulator simulations of three models). 
The blue bar (Integrated Exposure Response, IER) applies the share of BC 
in PM2.5 concentrations to the mortality estimates shown in Figure 9.1. 
The orange and green bars indicate mortality estimated using the BC 
concentrations from the emulator, all-cause mortality rates from WHO 
(Data ref. 9.4), and linear relative risk (RR) functions for PM2.5 and BC 
from Janssen et al. (2011). The confidence intervals (95% – represented 
by the gray vertical lines) account for the range in the parameters of the 
RRs. Note that different RRs, health outcomes and disease rates are used 
compared to those yielding the results shown in Figure 9.1, precluding 
comparisons to be made between the two figures.
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in the (Ndep, Sdep)-plane. In contrast, the CLeutN for a site is a single 
number. Methods to compute CLs are summarized in Posch et al. 
(2015). In contrast to depositions, a CL for a site is an ecosystem 
property and is treated as constant over time.

If the figure for deposition at a site is higher than for the CL, 
the CL is said to be exceeded. For acidity, the exceedance is 
a well-defined distance measure from the CLF. For CLeutN, 
the exceedance is defined as the difference between Ndep and 
CLeutN (set to zero if negative). To obtain a single exceedance 
number for a grid cell (or any other region) the so-called 
average accumulated exceedance (AAE) is used, defined as 
the weighted mean of the exceedances of all ecosystems within 
the grid cell, with the weights being the respective ecosystem 
areas (Posch et al., 2015).

Critical loads for acidity and eutrophication and their 
exceedances for terrestrial ecosystems in the Northern 
Hemisphere (>30°N) have been presented in Reinds et al. 
(2015); the CL database derived there was also used in this 
study. In both Reinds et al. (2015) and our assessment, global 
databases on soils, land cover and forest growth were overlain, 
with the intersection of those yielding about 1.43 million 

unique forest and (semi-)natural ecosystem sites, covering 
about 5.6 million km2 in the (sub-)Arctic area, here defined 
as all land areas north of 60°N. Areas of shallow permafrost, 
defined as areas in which the mean monthly temperature is 
below zero for eight or more months, were excluded. Further 
databases on base cation deposition and climatic characteristics 
(temperature, precipitation and sunshine) were used to obtain 
the variables – such as soil-water percolation, via a simple 
hydrological model – needed to compute the CLs for all the sites. 
The CLs were generated using the simple mass balance (SMB) 
model, linking the chemical criterion to N and S depositions. 
For eutrophication CLs, ecosystem-dependent critical limits 
of N concentrations in the soil solution were used, whereas 
for acidity CLs, the widely used molar-aluminium-to-base-
cation ratio (Al/Bc ratio) in the soil solution was applied. All 
the databases and methods used in this study are documented 
in Reinds et al. (2015) and the literature cited therein, and are 
presented there with maps showing the obtained CLs.

Figure 9.4 illustrates the development, over time, of the CL-
exceeded area in the Arctic region. Acidity CLs were exceeded in 
4.8% of the area in 1990, 0.7% in 2000 and 0.1% in 2020. In 1990, 

Figure 9.4. Exceedances (AAE, on a 0.5° × 0.5° [latitude/
longitude] grid) of eutrophication CLs (CLeut – left 
column) and acidity CLs (CLaci – right column) for 
nitrogen (N) and sulfur (S) deposits in 1990 (top row), 
2015 (middle row), and 2030 – CLE (lower row). White 
land areas indicate areas of permafrost and permanent 
ice sheets. The graph shows the temporal trend of the 
exceeded area (as a percentage of the total ecosystem 
area). Solid lines indicate the CLE scenario, while dashed 
lines indicate the MFR scenario.
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CLeutN was exceeded in 11.7% of the area; this dropped quickly 
to 3.9% in 2000, and fi nally dropped below 1% aft er 2020. Th e 
exceeded area under the MFR scenario is close to zero in all cases.

Th e results indicate that CLs for the American Arctic were hardly 
exceeded, even in 1990, whereas those for the Eurasian part 
were exceeded, with maxima in Fennoscandia and westernmost 
Russia. By 2010, most of the exceedances had disappeared and 
the magnitude (the AAE) had fallen below 50 equivalents per 
hectare per year (eq/ha/y). It can be concluded that the area 
in which acidity and eutrophication CLs are exceeded will 
drop below 1% in the (sub-)Arctic region, and the remaining 
exceedance amounts within the region will drop to quite low 
values. Emissions-reduction policies of the last three decades 
are likely to have contributed to this trend.

9.4.3 Crop losses

Crop exposure and impacts were evaluated using the TM5-
FASST tool, employing the methodology described in detail by 
Van Dingenen et al. (2009, 2018). Th is analysis focused on the 
key global staple crops of rice, maize, wheat and soybean. While 
other types of vegetation – including berries, lichens, fungi and 
fuelwood – are oft en consumed or used by people in the Arctic, 
these have not been included in the quantitative analysis due to 
lack of available exposure-response relationships.

Briefl y, crop-production losses (CPL) were calculated using 
the equation:

CPL = RYL/(1- RYL) * CP

where CP is the ‘actual’ crop production and the relative yield 
losses (RYL) are calculated from exposure-response functions 

provided in the literature, as a function of the crop exposure 
metric. Of the four crops considered, soybean has the highest 
sensitivity to damage from O3.

Available crop-O3 exposure metrics, for which exposure-
response functions were available from the literature (Mills et al., 
2007; Wang and Mauzerall, 2004), were three-monthly AOT40 
and seasonal mean daytime O3 concentration (Mi – with M7 
representing the 7-hour [09:00–15:59 LT] mean and M12 the 
12-hour [08:00–19:59 LT] mean). AOT40 and Mi were evaluated 
over the three months, centred on the midpoint of the location-
dependent crop growing season provided by the Global Agro-
Ecological Zones (GAEZ) 2012 dataset (Data ref. 9.5). Note 
that in the GAEZ methodology, the theoretical growing season 
is determined based on prevailing temperatures and water-
balance calculations for a reference crop, and can range between 
0 and 365 days; however, for this analysis, three months was 
adopted as the standard metric accumulation or averaging 
period. Th e use of a standard three-month growing season 
may overestimate the exposure time of crops in high-latitude 
regions where the growing season is shorter but concurring 
low O3 concentrations outside of the growing season mean 
this is not expected to overestimate the crops’ exposure to O3.

Crop distributions for evaluating the O3 exposure (Figure 9.5)
were taken from the GAEZ year 2000 dataset (Data ref. 9.6). 
Actual crop production losses for 2015, 2030 and 2050 were 
adjusted from the Food and Agriculture Organization (FAO) 
of the United Nations’ FAOSTAT dataset of countries’ crop 
production for the year 2000 (Data ref. 9.7)

For 2015, estimated relative yield losses are highest in Canada 
(14%), India (14%), Europe (13%), and the USA (12%). In terms 

kt per grid cell0 0.01 0.10.03 1.000.3 103 10030 1000300

Production for rainfed and irrigated wheat

Production for rainfed and irrigated soybean

Production for rainfed and irrigated maize

Production for rainfed and irrigated rice

Figure 9.5. Global distribution of crop production (kt) per grid cell for the year 2000. Source: Data ref. 9.6.
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of metric tonnes per year, the highest losses worldwide in 2015 
are observed for wheat, at 39 mega tonnes (Mt), followed by 
rice (20 Mt), maize (18 Mt) and soybean (14 Mt). Th e regions 
experiencing the highest aggregated losses from all four crops 
are the USA (27 Mt) and China (26 Mt), as shown in Figure 9.6.

Crop losses are forecast to decline under CLE in China and the 
USA, to increase in India, and to remain stable in other regions 
through 2030 and 2050. Under the MFR scenario, signifi cant 
reductions in crop losses are expected over all regions. While 
globally aggregated losses are estimated at around 84 Mt under 
CLE in 2050, applying MFR could reduce the crop losses by 
74% to 22 Mt.

9.5 Conclusions

9.5.1 Key findings

Air pollution is a leading global health risk factor in all 
countries within the Arctic region and globally. A large body 
of evidence from epidemiology, toxicology, human and other 
studies indicates that air pollution is associated with premature 
mortality, cardiovascular and respiratory disease, lung cancer, 
diabetes, adverse birth outcomes, and neurological eff ects. 
Air pollution also contributes to ecosystem damage through 
acidifi cation and eutrophication, and can harm crops, resulting 
in reduced yields.

A new quantitative analysis of the emissions scenarios presented 
in Chapter 2 indicates that current air-pollution levels are 
associated with a large number of air pollution-related deaths 
and morbidity cases, as well as damage to ecosystems and crops. 

Th e emissions cuts under CLE will lead to reductions in Arctic 
Council Member states in future years in: PM2.5 mortality; O3-
related crop-yield losses; and exceedances of eutrophication 
and acidity critical loads . Th e fi ndings indicate that O3-related 
mortality will have increased by 2030 and 2050 under current 
legislation, particularly in Arctic Council Observer countries. 
Th is trend is driven mainly by population growth and changes 
in disease rates. Under the MFR scenario, mortality related 
to PM2.5 and O3 are anticipated to decline dramatically, with 
additional reductions in critical load exceedances and crop 
yield losses.

In terms of quantifying the present-day impacts of pollutant 
emissions on human health, ecosystems, and crop yields, and 
identifying benefi ts that can be achieved by reducing emissions 
in the future, it is possible to draw several conclusions.

BC aff ects health as a component of PM2.5, while CH4 aff ects 
health by contributing to concentrations of O3 in the troposphere. 
Together, PM2.5 and O3 are among the leading risk factors for all 
Arctic Council Member states and Observer nations, according 
to GBD 2017 Risk Factor Collaborators (2018). Th e contribution 
of ambient air pollution to premature mortality ranges from 
2%–3% in Nordic countries, to 13% in India. While climate 
change is expected to result in negative consequences for 
human health, it has not yet been included in the prominent 
IHME GBD study or other global comparative disease-burden 
assessments. Th erefore, little information is currently available 
about the burden of disease from climate change, either globally, 
in individual countries, or in the Arctic specifi cally.

Policies and control measures that reduce SLCFs would also 
reduce other co-emitted air pollutants, aff ecting overall PM2.5

and O3 levels. Th e health impacts from future emissions changes 

Figure 9.6. Crop losses in 2015 and estimated for 2030 and 2050 under CLE and MFR scenarios. For 2030 and 2050, production losses are summed 
across the four crops to show total losses under each scenario. MFR estimates are shown superimposed over CLE. Arctic Council Members are Nordic 
countries, Canada, Russian Federation and USA; Observers are: European observers, China and India; and also included are Other Asian Observer 
countries and Other European countries (non-member and non-observer).
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under business-as-usual or policy scenarios therefore extend 
beyond just the health benefits from reduced SLCFs. New 
modeling undertaken for this integrated assessment indicates 
that PM2.5 mortality globally could drop by 24% in 2030 
and 4.5% in 2050 compared with 2015 levels, under current 
legislation. This is due mainly to declining PM2.5 concentrations 
from policies that reduce SO2 emissions. For the Arctic Council 
Member states in particular, our findings indicate that current 
air-pollution legislation could lead to even more substantial 
declines in annual PM2.5-attributable mortality by 2030 (-59%; 
66,000 fewer deaths) and 2050 (-57%; 64,000 fewer deaths) 
compared to 2015. Contrastingly, global O3 mortality could 
increase by 17% in 2030 and by almost 60% in 2050 compared 
with 2015, due to steady O3 concentrations but growing exposed 
populations. The influence of population changes is especially 
important in Arctic Council Observer countries, particularly 
in Asia, where significant population growth is expected in the 
future. O3-related mortality is anticipated to have increased 
slightly compared to 2015 in Arctic Council Member states by 
both 2030 and 2050 under current legislation (16% increment; 
approximately 4,000 more deaths annually).

Our study indicates that if MFR approaches were implemented, 
global PM2.5 mortality could be 22% lower in 2030 and 26% lower 
in 2050 compared with the CLE scenario. For Arctic Council 
Member states in particular, maximum feasible reductions 
would result in a greater decline in PM2.5-related mortality than 
that delivered by current legislation (approximately -87% or 
97,000 fewer deaths in 2030 and 2050). However, for Observer 
countries, while declines in PM2.5-related mortality are indicated 
for 2030 compared to 2015, PM2.5 mortality is forecast to rise by 
2050 compared to 2030, due to increases in populations at risk 
(from -28% or 540,000 fewer deaths in 2030 to -12% or 235,000 
fewer deaths in 2050 under CLE, and from -45% or 880,000 
fewer deaths to -40% or 790,000 fewer deaths under the MFR 
scenario, compared to 2015 estimates). In addition, global O3-
related mortality would change from a future increase under 
the CLE scenario to a future decrease under the MFR scenario, 
compared with 2015. Maximum feasible control technologies 
are forecast to reduce global O3 mortality by 42% by 2030 and 
53% by 2050 compared with current legislation. In the Arctic 
Council Member states, mortality due to O3 decreases for both 
2030 and 2050 under the MFR scenario, with a larger drop in 
the first period (-20% or 5,700 fewer deaths in 2030 and -24% 
or 6,900 fewer deaths in 2050 compared to 2015).

We also estimate that past policies and current legislation will 
result in the area in which terrestrial acidity and eutrophication 
critical loads are exceeded to drop below 1% in the (sub-)Arctic 
region, and the remaining exceedance amounts to drop to quite 
low values. O3-related damage to maize, soybean, wetland rice, and 
wheat is also anticipated to decline under current legislation – and 
far more so under the MFR scenario – through 2030 and 2050.

Human health and crop yields are affected by air pollution, 
climate, and socio-economic factors simultaneously. While the 
air-quality improvements simulated under the future emissions 
scenarios could potentially be very beneficial for health, they 
would occur simultaneously with changes in other risk factors 
that also affect population health, including climate change and 
other non-environmental influences. In addition to actions that 
protect environmental quality, actions that improve overall 

public health would result in healthier and more resilient 
populations, who may be better prepared to overcome the 
negative consequences of anthropogenic climate change and 
other environmental risk factors.

9.5.2 Uncertainties and limitations

Health impact assessments are subject to uncertainty in 
each of the parameters used as inputs to the health-impact 
function, including pollutant concentrations, disease rates and 
concentration-response relationships. The simulated PM2.5 and 
O3 concentrations from the chemical transport and Earth system 
models described in earlier chapters have spatial resolutions 
that are too coarse to capture co-location of pollution levels 
and populations at smaller spatial scales (see Chapter 7 for 
model evaluations). In addition, the emissions inputs to those 
models themselves are coarsely resolved, at around 50 km grid 
resolution. While the modeled concentration outputs were 
re-gridded to a finer resolution using the spatial structure 
from a satellite-derived PM2.5 concentration dataset (van 
Donkelaar et al., 2015a, 2015b), studies indicate that coarse-
resolution health impact assessments may underestimate 
PM2.5-related mortality (e.g. Li et al., 2016b; Punger and West, 
2013). This effect of model spatial resolution on PM2.5 health 
impact analysis is likely amplified for spatially heterogeneous 
pollution levels from local emissions sources, and may not be 
as important for more spatially homogeneous pollution levels 
from long-distance atmospheric transport. Baseline disease 
rates from the IHME GBD study are also subject to uncertainty 
due to lack of available administrative health data from each 
country, and smaller-scale regions, cities, and communities 
(GBD 2017 Risk Factor Collaborators, 2018).

Health-impact functions are highly uncertain. PM2.5-related 
mortality was calculated using different concentration-response 
relationships from meta-analyses of epidemiological studies 
conducted around the world. These concentration-response 
relationships lead to very large differences in estimated PM2.5-
related mortality, due to assumptions about non-linearity. 
Recent evidence suggests that PM2.5 concentration-response 
relationships may be very steep at low concentrations 
(Vohra et al., 2021), which would lead to larger estimated 
PM2.5-attributable disease burdens in both Arctic Council 
Member states and Observer countries, and elsewhere around 
the world. In addition, concentration-response relationships 
were based on total PM2.5 mass, as opposed to relationships 
specific to individual PM2.5 components, such as BC. As 
previously discussed, the evidence for differential effects 
of PM2.5 components is mixed, with some studies showing 
that BC may be more strongly associated with deleterious 
health effects than total PM2.5 mass. If BC is more harmful to 
human health compared with other PM2.5 components, the 
estimated health benefits from reductions in BC emissions 
achieved by the mitigation measures explored in this chapter 
may be underestimated. In addition, concentration-response 
relationships used in this analysis are from meta-analyses of 
epidemiological studies largely conducted outside of the Arctic 
region. They may not necessarily apply to Arctic communities, 
which may have differing health statuses, access to healthcare, 
lifestyles, and sources of emissions. Further, evidence suggests 
that air pollution and heat may act synergistically on health 
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systems. Therefore, populations that are simultaneously 
exposed to warmer temperatures due to climate change and 
continued air pollution may be at higher risk of deleterious 
health outcomes. Finally, health effects from exposure to 
indoor air pollution were excluded here but are important in 
Arctic communities, particularly where residential solid fuel 
combustion is used for home heating and other purposes.

Estimates of crop losses are subject to uncertainties resulting 
from the modeled ozone exposure metric, as well as from the 
exposure-response functions, and uncertainties in crop spatial 
distribution and growing seasons. The TM5-FASST linearized 
reduced-form model with native 1° x 1° (latitude/longitude) 
resolution, as used for this assessment, tends to overestimate 
the crop exposure metrics compared to the full-process TM5 
(Van Dingenen et al., 2018). On the other hand, the full TM5 
model tends to underestimate measured springtime monthly 
AOT40 values, while summertime values are variable for 
different world regions (Van Dingenen et al., 2009). Further, 
the possible presence of a vertical gradient near the surface 
that is not resolved within the model’s bottom layer may lead to 
overestimated O3 exposure at crop canopy height, in locations 
and at times of day when vertical mixing in the boundary layer 
is weak. And, the applied exposure-response functions have to 
be considered as a highly simplified representation of real-world 
processes, where meteorological variables and variability in O3 
sensitivity play an important role in the actual uptake of O3 
via plant stomata. Particularly important climatic parameters 
include soil moisture and leaf-to-air vapor pressure deficits 
that moderate the flux of O3 into the leaf stomata. Where crops 
are grown in arid climates without irrigation, yield losses may 
be lower than predicted here, due to water stress resulting in 
stomata closing, thereby reducing the plant’s exposure to O3 
(Emberson et al., 2000).

Future reports may include impacts of air pollution on freshwater 
and freshwater ecosystems, given that fish populations are 
an important food source for Arctic communities, and that 
both nutrition and drinking-water quality are important for 
human health.

9.5.3 Recommendations

Several actions are recommended for improving the knowledge 
and information available on the impacts of air pollution on 
health, ecosystems, and crops among Arctic Council Member 
states and Observer countries. As the scientific evidence 
advances, future AMAP assessments can improve upon the 
estimates in this chapter of exposure to air pollution, associated 
damages to public health and vegetation, and outcomes of 
emissions mitigation scenarios. Our recommendations are:

1. Expand observations of current air-pollution levels and 
their impacts on human health and vegetation in the 
Arctic. Large-scale efforts to estimate levels of exposure 
to PM2.5, O3, and other air pollutants focus more on 
highly populated areas, particularly at the mid-latitudes, 
and where there are more ground monitors. While 
some ground monitors exist in the Arctic region, most 
are located in remote areas to measure background air 
pollution. Satellite remote sensing has been extremely 
valuable in providing estimates of PM2.5 levels in places 

where there are no ground monitors, but such space-
based monitoring is not possible over highly reflective 
surfaces, such as snow- and ice-covered terrain. Global 
chemical transport and climate models are typically 
limited in spatial resolution, and need to be developed 
with finer spatial resolutions to more adequately simulate 
exposure in cities and towns that have sharp spatial 
gradients. With limited ground monitors and satellite 
remote-sensing retrievals, populated areas of the Arctic 
are lacking estimates of current air-pollution levels 
that can be used for environmental and public health 
surveillance, for input into epidemiological studies, and 
as a baseline for making comparisons with simulations 
of concentrations and impacts on public health and 
vegetation under different emissions-reduction 
scenarios. Arctic-specific epidemiological studies can 
also shed light on whether the available health response 
functions are appropriate for these communities.

2. Increase case studies for locally specific emissions 
inventories and emissions-reduction scenarios. Most of 
the information currently available about the impacts 
of air pollution on human health and vegetation is 
from outside the Arctic region. Given the unique 
circumstances of Arctic communities and the differences 
in local emissions sources that affect them, studying the 
consequences of current emissions and more locally 
specific emissions-reduction scenarios can provide more 
relevant information — on which decisions for shaping 
emissions policy among Arctic nations can be based. 
For example, investigations into the feasibility and 
benefits of instigating emissions-reduction measures for 
wood combustion in homes, oil and gas development, 
shipping, and other emissions sources local to the Arctic 
region are needed.

3. Conduct more research into the health and environmental 
benefits of limiting climate change. Approaches for 
estimating the public health consequences of climate 
change, and the benefits that could occur under various 
policy scenarios, are limited. This assessment has 
focused only on the impacts on health, ecosystems, and 
crop yields occurring from exposure to PM2.5 and O3 
air pollution, and has excluded the potential effects on 
health and vegetation of changes in exposure to heat, 
extreme weather, and other shifts that could occur as 
anthropogenic climate change continues. Understanding 
a wider range of climate-driven harms could provide a 
more accurate estimate of the societal impacts of climate 
change, and the effects that could occur under different 
emissions-reduction scenarios. This would provide more 
policy-relevant information to decision-makers. Future 
assessments should seek to include these effects as the 
scientific evidence and methodologies advance.
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Table A9.1. The health endpoints and RRs used in EVA – based on WHO recommendations. COPD = chronic obstructive pulmonary disease; 
RAD = restricted activity days; WLD = work loss days; MRAD = minor restricted activity days.

Health endpoint Pollutant Range Ages RR per 10 μg/m3

Acute mortality O3 >35 ppb All 1.0029
NO2 (daily max) No threshold All 1.0027
PM2.5 No threshold All 1.0123
SO2 No threshold All 0.072%

Acute mortality infants PM2.5 (from PM10) No threshold Infants 1.0400
Chronic mortality PM2.5 No threshold >30 1.062

NO2 >20 μg/m3 >30 1.0550
Hospital admissions (HA):

Cardiovascular HA (including stroke) PM2.5 No threshold All 1.0091
Cardiovascular HA (excluding stroke) O3 >35 ppb >65 1.0089
Respiratory HA PM2.5 No threshold All 1.0190
Respiratory HA O3 >35 ppb >65 1.0044
Respiratory HA NO2 No threshold All 1.0180
Bronchitis (COPD) in children PM2.5 from PM10 No threshold 6–18 1.0480
Bronchitis (COPD) in adults PM2.5 from PM10 No threshold >18 1.1170
Asthma symptoms in children PM2.5 from PM10 No threshold 5–19 1.0280
RAD PM2.5 No threshold All 1.0470
WLD PM2.5 No threshold 20–65 1.0460
MRAD O3 >35 ppb all 1.0154
Lung cancer morbidity PM2.5 No threshold Above 30 1.14

Chapter 9 Appendix

A9.1.  Economic Valuation of 
Air Pollution Model

The Economic Valuation of Air Pollution (EVA) system 
(Brandt et al., 2013a, 2013b; Geels et al., 2015; Im et al., 2018, 
2019) is based on the impact-pathway chain method (Friedrich 
and Bickel, 2001). The latest version, EVAv6, can calculate all-
cause acute and chronic mortality and morbidity based on linear 
exposure-response functions, along with cause-specific mortality 
based on non-linear functions following Lelieveld et al. (2019).

A9.1.1. Linear approach

The EVA system estimates premature mortality, related to acute 
exposure to O3, PM2.5, SO2 and NO2, and chronic exposure to 
PM2.5 and NO2. EVA requires gridded surface concentrations 
of the above pollutants, along with gridded population density 
data over fixed age intervals, corresponding to babies (under 
one year), children (under 16), adults (above 16 and above 30), 
and elderly people (above 65). The linear concentration-
response functions used in EVA are those recommended by 
the World Health Organization (WHO) (Héroux et al., 2015; 
WHO, 2013b). Adjustments are included that help to minimize 
the risk of double counting premature deaths due to short-term 
and long-term exposures.

The health impacts are calculated using a concentration-
response function of the following form:

R = α × δc × P

where R is the response of the mortality rate or the years 
of life lost (in cases or days), δc denotes the pollutant 

concentration, P denotes the affected share of the population, 
and α is an empirically determined constant for the particular 
health outcome.

The applied concentration-response functions recommended 
by WHO in, for example, Héroux et al. (2015), are based on 
a comprehensive review, and only pollutant/health outcome 
pairs supported by sufficient evidence for a causal association 
are included in the recommendations. The underlying 
research derives from larger meta-studies, such as Hoek et al. 
(2013), and includes analyses from Europe, USA and Asia, 
where data are most extensive and up-to-date. Some studies 
to develop region-specific concentration-response functions 
are ongoing – in Europe, and in particular in the Nordic 
region (the NordicWelfAir project, for example). The EVA 
model system was compared to other similar systems in 
Anenberg et al. (2016).

EVA calculates the number of lost life years for a Danish 
population cohort with normal age distribution, applying the 
RR as follows: RR=1.062 (1.040–1.083) for all-cause chronic 
mortality due to PM2.5. The latency period sums to 1138 years 
of life lost (YOLL) per 100,000 individuals for an annual PM2.5 
increase of 10 μg/m3 following Andersen et al. (2008). The 
YOLL is then converted to number of cases by dividing by 10.6 
following EC (2005). The counterfactual PM2.5 concentration is 
assumed to be 0 μg/m3 following the European Environment 
Agency (EEA) methodology, meaning that the impacts have 
been estimated for the simulated total (anthropogenic and 
natural) PM2.5 mass (EEA, 2017). Chronic mortality is also 
included for NO2, but only for annual averaged levels above 
20 μg/m3 and with RR of 1.0550 per 10 μg/m3 (Table A9.1).
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Regarding short-term exposure and acute mortality, the 
number of cases related to exposure to O3, NO2, PM2.5 and SO2 
are estimated in the EVA system using RR ranging from 1.0027 
to 1.0123 per 10 μg/m3. For O3, SOMO35 is applied, based 
on the daily maximum of 8-hour mean O3 concentrations. 
The effect related to NO2 is included as an annual mean of 
the daily maximum NO2 concentration, while annual mean 
concentrations are used for PM2.5 and SO2.

The morbidity outcomes include bronchitis, asthmatic children 
and LC. As a main application of the EVA system is the assessment 
of costs, the system also includes concentration-response functions 
related to hospital admissions (cardiovascular and respiratory) 
as well as restricted-activity and lost work days. This facilitates 
differentiation between costs associated with days of reduced 
well-being and actual sick days, useful for accounting purposes. 
Details on the concentration-response functions for the different 
morbidity and mortality outcomes are presented in Table A9.1.

A9.1.2. Non-linear approach

EVA uses concentration-response functions that are modeled 
as a linear function, which is a reasonable approximation for 
the region of interest in the present study, as showed in several 
studies (e.g. EC, 2005; Pope III et al., 2002; UN and WHO, 2003). 
However, some studies showed non-linear relationships, being 
steeper at lower than at higher concentrations (e.g. Samoli et al., 
2005). Therefore, linear relationships may lead to overestimated 
health impacts across highly polluted areas and underestimation 
of health impacts within relatively unpolluted areas.

EVA has been recently further developed to include non-linear 
functions, in order to estimate cause-specific mortality due to 
O3 and PM2.5, following Lelieveld et al. (2019). This method 
uses the GEMM model (Burnett et al., 2018), where RR is 
calculated through hazard ratio functions. These functions are 
based on 41 cohort studies from 16 countries, and model the 
association between PM2.5 and non-accidental mortality. Hence, 
the methodology of Burnett et al. (2018) as implemented in 
Lelieveld et al. (2019) was followed for estimating RR as:

RR = exp{θlog[(z/α)+1]/(1+exp{-(z-µ)/ν})}

where z = max (0, 2.4 μg/m3 PM2.5 concentration); and θ, 
α, µ and ν are variables obtained from Burnett et al. (2018). 
Log is the natural logarithmic function. Due to the lack of 
long-term knowledge about the shape of the concentration-
mortality association below 2.4 μg/m3, concentrations below 
this threshold value were taken from cohort studies where 
subjects were exposed to relatively low concentrations.

This method can calculate cause-specific mortality due to 
exposure to ambient PM2.5, including LC, COPD, CEV, IHD and 
LRI. The category of non-accidental diseases, which was defined 
as ‘non-communicable disease (NCD) + LRI’; and the so-called 
‘other NCD’, defined as the subtraction of the above categories 
to NCD+LRI, were added when using GEMM. RR, and hence 
premature mortality has been estimated for each pathology and 
different ages: 25–29, 30–34, 35–39, 40–44, 45–49, 50–54, 55–59, 
60–64, 65–69, 70–74, 75–79, 80+ and all ages.

For this AMAP assessment, global population density data at 
2.5-minute spatial resolution from SEDAC (Data ref. 9.2) were 
input to EVAv6. In these data, the age breakdown is available 

for the year 2010. Therefore, the age distribution of other years 
in the assessment were scaled by a dataset of country-specific 
age distributions for the years 1950–2020, originally given in 
five-year intervals Data ref. 9.11), and subsequently interpolated 
to the actual year in EVAv6. By way of example, based on these 
data, the world population was 7.34 billion people in the year 
2015 and 7.79 billion people in 2020.

The main text of this chapter included results for PM2.5 and 
O3-related mortality. Results for morbidity outcomes from 
changes to PM2.5 and O3 in each year and for each emissions 
scenario are shown in Table A9.2.

A9.2 TM5-FASST tool

TM5-FASST health and crop impacts were evaluated as 
described in Van Dingenen et al. (2018) but using updated 
values for RR for both PM2.5 and O3, and adding type 2 diabetes 
mellitus as an additional cause of death for PM2.5, following 
GBD 2017 Risk Factor Collaborators (2018).

Base mortality rates at country level for each cause of 
death were downloaded from the GBD 2017 results tool 
(Data ref. 9.8) for model years until 2015 and applied to each 
grid cell belonging to a country. Projected base mortality 
rates were downloaded from the GBD 2016 foresight 
visualization tool (Data ref. 9.9). To avoid discontinuities 
between GBD2016 foresight and GBD 2017 data after 2015, 
the foresight mortality rates were scaled with their respective 
GBD 2017 value in 2015 and this correction factor was 
applied on all years beyond 2015 from GBD 2016 foresight, 
to smoothly transition to the foresight data until 2040. 
Therefore, the final foresight data in the current set differ 
slightly from the GBD 2016 foresight data because they were 
tuned to match 2015 from GBD 2017. We assume year 2050 
base mortality rates to be equal to the 2040 values, the last 
available year in the GBD 2016 foresight set.

For IHD and stroke, age class-specific RRs and mortality rates 
were used, following GBD 2017 Risk Factor Collaborators 
(2018). While still based on SSP2 gridded total population, 
the age class population fractions were computed from UN 
World Population Prospects 2017 (Data ref. 9.10).

O3 mortalities were computed following GBD 2017 Risk Factor 
Collaborators (2018), using as exposure metric the maximal 
6-month daily maximal 8-hourly O3 mean (SDMa8); O3 
mortalities were associated to COPD with RR = 1.06 (1.02, 
1.10) per 10 ppb. We applied a lower threshold of 29.1 ppb 
(while GBD 2017 applied a uniformly distributed value between 
29.1 and 35.7 ppb). All models, except TM5-FASST, provided 
only SOMO35 as O3 exposure metric. As TM5-FASST provides 
both SOMO35 and SDMa8, we converted SOMO35 to SDMa8 
using a conversion factor SDMa8/(SOMO35 + 35) computed 
with TM5-FASST at grid cell level.

Crop exposure and impacts were evaluated using the 
methodology as described in detail by Van Dingenen et al. 
(2009, 2018). Available crop O3 exposure metrics for which 
exposure-response functions were available from the literature 
(Mills et al., 2007; Wang and Mauzerall, 2004) were AOT40, 
plus M7, M12. Mi were calculated as the three-monthly mean 
daytime O3 concentration. AOT40 and Mi were evaluated 
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Table A9.2. Morbidity results from the EVA model. RHA = respiratory hospital admissions; CHA = cardiovascular hospital admissions; COU_C = Asthma 
symptoms/cough; CB = chronic bronchitis; CB_C = chronic bronchitis in children; WLD = work loss days; RAD = restricted activity days; MRAD = 
minor restricted activity days; LC = lung cancer; IM = infant mortality. Scenarios: CLE = current legislation; MFR = maximum feasible reduction. Region: 
OBS = Arctic Council Observer countries; AC = Arctic Council Member states.

Region Outcome Year Scenario Mean Lower confidence interval Upper confidence interval

Global RHA 2015 4,436,336 1,653,092 5,644,235

Global CHA 2015 3,119,165 1,160,153 3,961,334

Global COU_C 2015 1,840,224 789,525 2,291,735

Global CB 2015 7,659,961 2,663,876 9,826,609

Global CB_C 2015 57,349,130 24,567,582 71,311,896

Global WLD 2015 2,706,661 902,447 3,488,107

Global RAD 2015 11,159,170,080 4,147,796,480 14,162,068,480

Global LC 2015 120,719 40,053 154,812

Global IM 2015 20,101 9033 24,631

Global RHA 2030 CLE 3,293,671 2,770,074 3,724,458

Global CHA 2030 CLE 2,312,077 1,944,110 2,613,867

Global COU_C 2030 CLE 1,399,214 1,174,575 1,605,540

Global CB 2030 CLE 5,632,349 4,732,587 6,315,468

Global CB_C 2030 CLE 43,495,383 36,549,392 49,959,576

Global WLD 2030 CLE 1,982,694 1,676,390 2,207,484

Global RAD 2030 CLE 8,270,092,177 6,950,429,184 9,344,876,544

Global LC 2030 CLE 88,122 74,404 97,977

Global IM 2030 CLE 15,275 12,936 17,579

Global RHA 2030 MFR 2,442,644 2,128,986 2,627,159

Global CHA 2030 MFR 1,714,337 1,494,172 1,843,800

Global COU_C 2030 MFR 1,068,598 944,845 1,164,949

Global CB 2030 MFR 4,113,227 3,561,141 4,398,312

Global CB_C 2030 MFR 33,285,326 29,400,790 36,249,832

Global WLD 2030 MFR 1,441,539 1,244,021 1,533,698

Global RAD 2030 MFR 6,132,433,543 5,341,854,720 6,591,784,960

Global LC 2030 MFR 63,962 55,215 68,071

Global IM 2030 MFR 11,841 10,505 12,900

Global RHA 2050 CLE 4,058,851 3,342,418 4,607,694

Global CHA 2050 CLE 2,846,782 2,345,748 3,233,796

Global COU_C 2050 CLE 1,800,079 1,493,409 2,060,711

Global CB 2050 CLE 6,789,623 5,572,421 7,682,275

Global CB_C 2050 CLE 56,017,240 46,470,224 64,122,868

Global WLD 2050 CLE 2,337,502 1,922,372 2,629,811

Global RAD 2050 CLE 10,191,994,619 8,386,418,688 11,561,263,104

Global LC 2050 CLE 103,790 85,321 116,721

Global IM 2050 CLE 19,756 16,525 22,627

Global RHA 2050 MFR 2,807,823 2,460,638 3,005,681

Global CHA 2050 MFR 1,972,272 1,726,944 2,109,432

Global COU_C 2050 MFR 1,298,334 1,158,131 1,400,633

Global CB 2050 MFR 4,603,611 3,995,911 4,906,555

Global CB_C 2050 MFR 40,371,030 36,037,348 43,583,432

Global WLD 2050 MFR 1,572,203 1,354,839 1,668,547

Global RAD 2050 MFR 7,041,467,057 6,174,006,272 7,541,590,528

Global LC 2050 MFR 69,684 60,134 74,056

Global IM 2050 MFR 14,466 12,961 15,618

OBS RHA 2015 2,424,151 527,658 3,358,393

OBS CHA 2015 1,710,500 370,321 2,356,984

OBS COU_C 2015 823,357 180,429 1,162,954

OBS CB 2015 4,538,955 979,887 6,210,291
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Region Outcome Year Scenario Mean Lower confidence interval Upper confidence interval

OBS CB_C 2015 25,560,038 5,614,402 36,187,678

OBS WLD 2015 1,697,109 367,276 2,302,924

OBS RAD 2015 6,100,828,819 1,323,943,056 8,426,516,792

OBS LC 2015 75,115 16,301 102,212

OBS IM 2015 8368 1814 11,737

OBS RHA 2030 CLE 1,355,239 1,119,799 1,463,854

OBS CHA 2030 CLE 948,909 785,894 1,027,360

OBS COU_C 2030 CLE 408,232 325,760 448,456

OBS CB 2030 CLE 2,615,942 2,183,020 2,812,808

OBS CB_C 2030 CLE 12,711,662 10,136,680 13,954,600

OBS WLD 2030 CLE 998,953 844,545 1,070,150

OBS RAD 2030 CLE 3,396,964,482 2,809,676,296 3,672,945,080

OBS LC 2030 CLE 44,320 37,484 47,497

OBS IM 2030 CLE 4121 3310 4507

OBS RHA 2030 MFR 876,719 732,384 963,558

OBS CHA 2030 MFR 615,050 514,000 676,243

OBS COU_C 2030 MFR 257,092 213,694 280,037

OBS CB 2030 MFR 1,705,367 1,426,154 1,878,929

OBS CB_C 2030 MFR 7,986,152 6,649,520 8,713,909

OBS WLD 2030 MFR 657,659 552,108 726,194

OBS RAD 2030 MFR 2,201,290,185 1,837,616,556 2,417,657,752

OBS LC 2030 MFR 29,200 24,505 32,231

OBS IM 2030 MFR 2598 2172 2834

OBS RHA 2050 CLE 1,502,841 1,166,977 1,640,061

OBS CHA 2050 CLE 1,053,700 819,006 1,151,024

OBS COU_C 2050 CLE 476,765 354,877 523,708

OBS CB 2050 CLE 2,858,236 2,241,568 3,114,704

OBS CB_C 2050 CLE 14,831,805 11,042,707 16,296,243

OBS WLD 2050 CLE 1,074,568 850,962 1,165,466

OBS RAD 2050 CLE 3,775,640,040 2,928,052,900 4,115,062,296

OBS LC 2050 CLE 47,637 37,769 51,728

OBS IM 2050 CLE 4788 3589 5255

OBS RHA 2050 MFR 842,995 683,989 929,037

OBS CHA 2050 MFR 592,099 480,036 652,016

OBS COU_C 2050 MFR 257,878 211,225 281,490

OBS CB 2050 MFR 1,621,739 1,311,240 1,791,295

OBS CB_C 2050 MFR 8,021,502 6,572,703 8,759,116

OBS WLD 2050 MFR 616,216 498,290 682,615

OBS RAD 2050 MFR 2,116,636,807 1,716,189,252 2,331,037,532

OBS LC 2050 MFR 27,384 22,116 30,297

OBS IM 2050 MFR 2602 2136 2838

AC RHA 2015 88,454 48,317 115,717

AC CHA 2015 62,157 33,910 81,213

AC COU_C 2015 23,722 12,639 30,703

AC CB 2015 176,179 96,759 230,948

AC CB_C 2015 737,860 393,288 955,403

AC WLD 2015 72,099 39,573 94,499

AC RAD 2015 221,497,106 121,231,651 290,345,428

AC LC 2015 3203 1756 4194

AC IM 2015 247 129 321

AC RHA 2030 CLE 51,407 47,052 56,138

AC CHA 2030 CLE 36,103 33,022 39,399
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over three months, centred on the midpoint of the location-
dependent crop growing season provided by the Global Agro-
Ecological Zones (GAEZ) 2012 dataset (Data ref. 9.5). Note 
that in the GAEZ methodology, the theoretical growing season 
is determined based on prevailing temperatures and water-
balance calculations for a reference crop, and can range between 
0 and 365 days; however, this study always took three months 
as the standard metric accumulation or averaging period.

A9.3.  Health impacts of air pollution 
(ISTE) tool

For this report, the ISTE tool was used to estimate deaths 
attributable to PM2.5 exposure in Nordic countries in 2015. 
The attributable deaths were estimated at country level. Two 
alternative concentration-response functions were applied: 
log-linear function for all-cause natural mortality, and GEMM 
for non-communicable and lower respiratory infections 

(Table A9.3). The deaths were estimated using probabilistic 
exposure distributions taking into account the population-
weighted concentrations and standard deviations for PM2.5 
for 2015. Baseline mortality data for each Nordic country 
were obtained from WHO Global Health Estimates data for 
2015 (Data ref. 9.1).

Region Outcome Year Scenario Mean Lower confidence interval Upper confidence interval

AC COU_C 2030 CLE 13,555 12,438 14,867

AC CB 2030 CLE 102,898 93,992 112,092

AC CB_C 2030 CLE 421,744 387,019 462,609

AC WLD 2030 CLE 43,433 39,621 47,207

AC RAD 2030 CLE 129,033,632 118,058,365 140,855,116

AC LC 2030 CLE 1928 1759 2095

AC IM 2030 CLE 139 127 152

AC RHA 2030 MFR 39,562 32,029 44,917

AC CHA 2030 MFR 27,782 22,479 31,524

AC COU_C 2030 MFR 10,468 8,539 11,918

AC CB 2030 MFR 78,979 63,850 89,646

AC CB_C 2030 MFR 325,850 265,715 370,845

AC WLD 2030 MFR 33,408 26,923 37,692

AC RAD 2030 MFR 99,319,770 80,363,739 112,700,977

AC LC 2030 MFR 1482 1195 1673

AC IM 2030 MFR 107 88 122

AC RHA 2050 CLE 55,034 47,975 59,802

AC CHA 2050 CLE 38,626 33,669 41,970

AC COU_C 2050 CLE 14,482 12,667 15,787

AC CB 2050 CLE 110,029 95,861 119,499

AC CB_C 2050 CLE 450,716 394,162 491,230

AC WLD 2050 CLE 46,366 40,344 50,266

AC RAD 2050 CLE 138,124,999 120,372,865 150,048,858

AC LC 2050 CLE 2059 1791 2231

AC IM 2050 CLE 148 129 161

AC RHA 2050 MFR 40,838 31,510 46,863

AC CHA 2050 MFR 28,677 22,114 32,889

AC COU_C 2050 MFR 10,816 8,424 12,337

AC CB 2050 MFR 81,688 62,771 93,725

AC CB_C 2050 MFR 336,123 262,143 383,889

AC WLD 2050 MFR 34,400 26,387 39,451

AC RAD 2050 MFR 102,549,311 79,060,544 117,582,825

AC LC 2050 MFR 1524 1171 1751
AC IM 2050 MFR 110 86 126

Table A9.3. Mortality-related assumptions in ISTE

Pollutant Health 
endpoint

Threshold Ages Relative 
risk

Reference

PM2.5 All-cause 
(natural) 
mortality

No 
threshold

>30 1.062 per 
10 μg/m3 

Hoek et al., 
2013

PM2.5 NCD+LRI 2.4 μg/m3 >25 GEMM Burnett et al., 
2018 

(NCD + LRI = non-communicable diseases + lower respiratory infections).
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10. Conclusions and recommendations

1 Note: These do not include the anticipated impacts of the COVID-19 pandemic on emissions
2 Note: 1 Gigagram = 0.001 Teragrams; 1 Megagram = 0.001 Gigagrams

In planning the scope of this assessment, the AMAP SLCF 
Expert Group drafted relevant policy questions that the findings 
of the study could potentially help to answer. Those questions 
were also used to communicate the scope of the assessment with 
stakeholders. This chapter presents the questions – and answers 
to them – at the same time serving as a summary of the main 
findings and conclusions drawn from the whole assessment.

The results related to anthropogenic and natural emissions 
sources are discussed first, then observations and trends in 
atmospheric constituents present in the Arctic are considered, 
and the modelling capabilities examined. Finally, the chapter 
presents the assessment’s conclusions relating to potential 
impacts of SLCFs on the climate, health and ecosystems.

10.1  Anthropogenic emissions of short-
lived climate forcers in an Arctic 
context (Chapter 2)

10.1.1  What are the current global emissions 
of anthropogenic black carbon and 
methane (the key warming SLCFs) and 
how might they change in future under 
current legislation?1 What are the major 
sectors contributing emissions globally?

Global emissions of black carbon (BC) from anthropogenic 
sources were estimated with the IIASA-GAINS model to 
be 6.6 Teragrams per year (Tg/y) in 2010 and 5.9 Tg/y in 
2020. Assuming effective enforcement of current legislation 
and policies (the CLE scenario, as described in Chapter 2, 
Section 2.2), the emissions are projected to decline to 5.4 Tg/y 
by 2030, and further to 5.3 Tg/y by 2050. Globally, the most 
important source sectors (throughout the whole period) are 
residential combustion, constituting about half of the total, and 
land-based transportation, responsible for a quarter.

Global emissions of methane (CH4) from anthropogenic 
sources were estimated to be 340 Tg/y in 2015 and 350 Tg/y 
in 2020. Under the CLE scenario, the CH4 emissions are 
projected to increase to 380 Tg/y in 2030 and further to 
440 Tg/y in 2050. The largest anthropogenic CH4 sources 
in 2015 were agriculture (42% of total emissions), oil and 
gas (18%), waste (18%) and energy production and industry 
(16%). These sources are anticipated to remain key in 2050. 
The rising global trend is primarily driven by increasing solid 
waste generation, as populations grow and countries become 
wealthier, and by greater extraction of unconventional natural 
gas (such as shale gas through fracking) to substitute coal use 
in energy production.

According to the model estimates, enforcing current legislation 
will lead to declines in emissions of sulfur dioxide (SO2), carbon 
monoxide (CO) and nitrogen oxides (NOX) in the future, while 
those of fine particulate matter (PM2.5) and volatile organic 
compounds (VOCs) stay close to their 2015 levels. SO2 
reductions, in particular, occur before 2030. Organic carbon 
(OC) and ammonia (NH3) emissions, meanwhile, are projected 
to increase during the study period.

10.1.2  What are the current anthropogenic black 
carbon and methane emissions of Arctic 
Council Member states and Observer 
countries, and how might they change 
in future under current legislation?

10.1.2.1 Arctic Council Member states

Based on the IIASA-GAINS model, emissions of BC from 
anthropogenic sources in the eight Arctic Council Member 
states were estimated to be 507 Gigagrams2 (Gg/y) in 2013 
and 450 Gg/y in 2020, representing about 8% of the global 
total. Under the CLE scenario, when compared with 2013 and 
2020 figures, the emissions are projected to decline by 21% 
and 11%, respectively, by 2025. Emissions continue to decline 
to 313 Gg/y by 2050.

The USA, Russia, Canada and the Nordic countries accounted 
for 51%, 36%, 10% and 4%, respectively, of the Arctic Council 
Member state emissions in 2013. By 2050, the corresponding 
shares are projected to be 43%, 41%, 14% and 2%, reflecting 
the different national emissions trends arising under current 
air-pollution legislation.

The main anthropogenic sources of BC emissions in Arctic 
Council Member states are land-based transportation, 
accounting for 46% in 2013 and 34% in 2025, followed by 
residential combustion with 22% and 26% percent shares, 
respectively. The transport sector contributes most (93%) to the 
projected emissions reduction of 107 Tg anticipated between 
2013 and 2025 under the CLE scenario.

The Arctic Council has a collective voluntary goal to reduce 
emissions of BC by at least 25%–33% below 2013 levels by 2025. 
Analysis of the estimated emissions development, under the 
CLE scenario, indicates that a reduction of between 19 Gg and 
60 Gg (4%–12%) must be achieved by 2025 to reach that goal.

Anthropogenic CH4 emissions in the eight Arctic Council 
member states in 2020 were estimated to be 69 Tg/y, 
representing approximately 20% of the global total. Under the 
CLE scenario, emissions are projected to increase to 71 Tg/y by 
2030, and to reach 74 Tg/y by 2050. This estimated trend does 
not comply with the Arctic Council vision “...to significantly 
reduce our overall methane emissions”.



10.1.2.2 Arctic Council Observer countries

According to estimates from the IIASA-GAINS model, 
emissions of BC from anthropogenic sources in the 13 Arctic 
Council Observer countries were 2625 Gg/y in 2013 and 
2105 Gg/y in 2020, representing about 42% and 37% of 
the global total, respectively. With existing legislation, a 
continuous decline in emissions is anticipated, to 1816 Gg/y 
in 2025 and 1209 Gg/y in 2050 – less than half of the 2013 
levels. Main emissions sources include residential combustion 
(1477 Gg/y and 950 Gg/y for 2013 and 2025, respectively) 
and land-based transportation (527 Gg/y, 303 Gg/y). The 
majority of the reductions are expected to be made within the 
residential combustion, transport, and industry sectors, with 
reductions of 527 Gg/y, 224 Gg/y and 93 Gg/y, respectively, 
from 2013 to 2025. Between 2025–2050 the emissions are 
projected to decrease further by 490 Gg/y, 156 Gg/y and 
25 Gg/y, respectively. However, assuming no change in waste-
management practices, emissions from the waste sector are 
projected to increase by 41 Gg/y between 2013 and 2025, and 
by a further 77 Gg/y during 2025–2050. Most of the emissions 
in the Arctic Council Observer countries originate from China 
and India; as a consequence, changes in these countries have 
the largest impact on emissions trajectories. Over 90% of 
the total decrease of BC emissions is due to policies in these 
countries, primarily addressing emissions from coal and 
fuelwood use for cooking and heating, and diesel vehicles. 

CH4 emissions from anthropogenic sources in the Arctic 
Council Observer countries for 2020 are estimated at 102 Tg/y, 
representing about 30% of global emissions. By 2025, under 
the CLE scenario, the emissions are projected to increase by 
5% compared to 2020, reaching 106 Tg/y. The emissions are 
projected to increase further to 124 Tg/y by 2050. 

10.1.3  How will the magnitude of black 
carbon, methane and sulfur dioxide 
emissions change in the future, and 
what options are there for additional 
emissions reduction measures beyond 
current legislation?

The CLE scenario for anthropogenic emissions assumes that 
current air-pollution legislation is effectively implemented, as 
are climate commitments set out in Nationally Determined 
Contributions towards the Paris Agreement. The Maximum 
Feasible Reduction (MFR) scenario considers further emissions 
reductions that could be achieved by adopting existing best 
available mitigation technologies for all air pollutants.

Compared to 2015, emissions of BC are projected to decline by 
nearly 40% by 2050 in the Arctic Council Member states, and 
by 60% in the Observer countries. In contrast, BC emissions 
for the Rest of the world (total of all remaining countries) are 
estimated to increase. However, there is significant potential 
to further reduce BC emissions with existing technologies. In 
the Arctic Council Member states, an ambitious strategy of 
adopting best available mitigation technologies for road and 
non-road transport, residential heating, and in the oil-and-
gas sectors, could approximately halve BC emissions by 2030, 
compared with the CLE baseline. A further 10% reduction could 

be achieved through measures implemented in industry and 
the effective enforcement of existing bans on open burning of 
agricultural residues. In the Arctic Council Observer countries, 
reductions in BC emissions of 60%–70% could be achieved by 
2030 by implementing measures targeting practically the same 
sectors as in the Arctic Council Member states. Additional 
reductions of up to 20% could be achieved between 2030–2050 
by further improving access to clean energy for cooking and 
by improving municipal solid waste management to the point 
where virtually no open burning of waste remains.

CH4 emissions are expected to grow by 10% and 30% by 2050 in 
the Arctic Council Member states and the Observer countries, 
respectively, relative to 2015. The maximum feasible reduction 
of global anthropogenic CH4 in 2050 is estimated to be 54% 
below the emissions under the CLE scenario for that year. 
The mitigation potential in the Arctic Council Member states 
is somewhat higher, at 65% below that anticipated under the 
CLE scenario for 2050; this could be achieved by introducing 
measures to reduce emissions from oil- and-gas production, 
storage and distribution, as well as from improved municipal 
and industrial solid waste and wastewater management.

The CLE scenario for SO2 emissions projects a strong decline of 
about 30% and 40%, respectively, for Arctic Council Member 
states and Observer countries. Potential exists for further 
declines, typically through scenarios aimed at improving 
air quality. The maximum mitigation potential by 2030 is 
estimated to be 60% for Arctic Council Member states and 
40% for Observer countries. SO2 emissions would also fall 
further under strategies focusing on BC mitigation, since some 
options (such as introducing diesel particle filters or reducing 
coal use) would necessitate or result in its removal. However, 
such additional reductions are small in comparison to those 
resulting from targeted SO2 mitigation.

10.1.4  What percentage of global 
anthropogenic methane, black carbon 
and sulfur dioxide emissions are 
controlled by Arctic Council Member 
states and Observer countries?

In 2015, the Arctic Council Member states accounted for 8%, 
13% and 20% of the global anthropogenic emissions of BC, 
SO2 and CH4, respectively. The corresponding values projected 
for 2050 are 6%, 12%, and 17%. The global shares of emissions 
originating from the Arctic Council Observer countries in 2015 
were 40%, 40%, and 30%, respectively, for BC, SO2, and CH4, 
with figures of 23%, 30% and 29% projected for 2050. 

Together, Arctic Council Member states and Observer countries 
contributed about half of global emissions of these pollutants 
in 2015. Under the CLE scenario, by 2050 the collective share 
decreases by 29% for BC, and 42% for SO2. It is projected to 
remain at around 50% for CH4. 

10.1.5  What are the current and potential 
future emissions from Arctic shipping?

Although Arctic shipping is currently a relatively minor 
source of BC, these emissions occur close to and within the 
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Arctic, thus posing a higher relative risk to Arctic climate and 
local communities compared with sources located farther 
south. Regulatory changes affecting emissions from shipping 
have recently come into effect. The International Maritime 
Organization (IMO) introduced a 0.5% cap on sulfur (S) content 
for marine fuels from 2020. The IMO also has established 
a process for discussing BC emissions, but no regulation is 
currently in place.

Estimates of BC emissions for shipping above 60°N latitude in 
2015 range between 0.3–1.5 Mg/y, while SO2 emission estimates 
range between 40–80 Mg/y. These represent less than 1% of 
global emissions from international shipping. Future emissions 
will be influenced by changes in shipping activities in the Arctic 
area, as well as by the application of emissions regulations and 
consequent mitigation. Comparing the projected situation in 
2050 with that of 2015, SO2 emissions are estimated to decrease 
by 60%–75% under the CLE scenario, whereas BC emissions 
are projected to remain on a similar level, despite projected 
increases in Arctic shipping activities.

10.1.6  How do national emissions inventories 
relate to other available emissions 
datasets?

Comparing emissions inventories included in this study with 
official national submissions and other independent inventories 
highlights variation in the inclusion and handling of data from 
important emission sectors, as well as in activity and emissions 
parameters between the inventories. 

10.1.7  What are the uncertainties in estimates 
of current and future anthropogenic 
emissions?

The calculated emissions within inventories are subject to 
uncertainties due to missing or incomplete information and 
to limitations in understanding calculation parameters.

The uncertainties apply to all key elements underlying the 
estimates: activity data and the temporal distribution of 
activities; the aggregation of individual sources or more 
detailed information; emissions calculation parameters, such 
as emission factors, as well as locations of sources in both 
vertical and horizontal domains. The emissions datasets used 
for estimating impacts in this assessment have not undergone a 
quantitative statistical uncertainty analysis. A comparison with 
emissions data estimates from other sources indicates that there 
is variation that depends on the pollutant, sector and region.

10.1.8  How well do we understand where 
emissions occur, especially in the 
Arctic area?

This issue was addressed in AMAP’s 2015 assessment, which 
highlighted that “more attention is also needed on identifying 
the location of high-latitude sources and on improving the 
accuracy of the spatial distribution of emissions in the vicinity 
of and within the Arctic”. Since that assessment, more attention 

has been paid to this issue, with further improvements made 
to the spatial dimension of emission sources. 

The datasets used in this study have more detailed coverage 
of: the distribution of Arctic populations; shipping lanes 
and ship movements; road networks; and industrial and 
energy installations, including oil-and-gas-exploration sites. 
Understanding of the locations of emissions has similarly 
improved since previous assessments, but work in this area 
should continue with the aim of further characterizing resulting 
impacts. Local information from Arctic communities on energy, 
waste handling and transportation sectors is welcome.

10.2 Open biomass burning (Chapter 4)

10.2.1  What are the impacts of climate 
change on fire risk and fire emissions?

Near-term warming will result in more ignitions from lightning, 
with degraded permafrost increasing dry-ground fuels, as well as 
fire severity and duration in the boreal forest and Arctic tundra 
ecosystems. By the end of the century (using the ‘business-as-
usual’ high emissions Representative Concentration Pathway 
[RCP] 8.5), wildland fire risk is expected to increase, with 
the length of fire seasons – measured in terms of daily severe 
fire weather occurrence – predicted to expand by many as 
20 days globally and by greater than 50 days for Russia, with the 
potential for annual forest fire burned area to double. Further, 
under both RCP 8.5 and RCP 4.5 (stabilizing emissions), 
natural wildfire emissions of BC, PM2.5 and SO2 could exceed 
anthropogenic emissions in northeastern Europe, including 
Sweden and Finland, by 2090. Robust predictions of future 
burned area in wildland and human-dominated landscapes 
for the Arctic require an understanding and quantitative 
simulation of the major drivers of fire – specifically climate and 
fire weather, fuels, and lightning- and human-caused ignitions.

Climate-induced vegetation shifts present a complex fire risk 
matrix for the Arctic Council Member states. The predicted 
transition of boreal forest to deciduous forest stands would 
decrease fire risk in eastern Canada and interior Alaska. 
However, grass and shrub expansion in the Arctic tundra, as well 
as in the transition zone between boreal forest and the tundra, 
would increase fire risk. And in boreal Alaska and northwestern 
Canada, increased wildfires would reduce current evergreen 
forests and expand deciduous forests. Mature deciduous forests 
in interior Alaska show that current canopy gaps are related 
to ecological shifts to evergreen shrubs, lichens, and mosses. 
The trend is increasing fire risk as gaps within low flammability 
deciduous stands transition from high flammability coniferous 
species. Further, grasslands are predicted to replace much of 
the upland conifer, mixed, and deciduous forests for a large 
area of the boreal forest zone of northern Alberta, Canada, 
by 2100. Shorter fire-return intervals combined with climate 
change-induced drought will reduce the resiliency of evergreen 
and broadleaf species to reseed and reestablish after wildfires, 
leading to an expansion of grassland ecosystems in what 
are currently Northern Canadian forests. The expansion of 
grass-dominated landscapes would create a new fire regime 
of frequent but low-severity fires, with short-lived climate 
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pollutants (SLCPs) and SLCFs likely being transported to the 
Arctic in the spring months as a result.

In general, lightning frequency is expected to increase over areas 
north of 50°N. Increased convective cloud formation has been 
documented in the Russian Arctic and the North American 
boreal forest, with a 5% projected increase in convective storms 
in Northern Europe by the end of the century. Moreover, since 
summers are expected to become drier in the future, the role 
of lightning as an ignition source for wildfires may increase 
for Northern Europe.

10.2.2  What are current and potential 
future fire-management strategies 
in the Arctic?

Active fire management via prescribed burning, cultural fires 
by Indigenous peoples, fuels management, ignitions reduction, 
and even allowing moderate- to low-intensity wildland fires 
are current strategies in Arctic Council Member states. Grassy 
tussock tundra and dwarf shrub tundra vegetation types (often 
grown on private land) are more likely to burn than low shrub 
tundra in Alaska, with rapid vegetation regreening occurring 
within a decade of burning. Prescribed burning could therefore 
be effective for fuel management in tussock and dwarf shrub 
landscapes of the tundra. However, in the Zabaikal region of 
southern Siberia, Russia, high fire frequency combined with 
positive surface temperature anomalies was found to be more 
likely to negatively impact the post-fire reforestation process than 
severe burns, the latter having higher vegetation recovery rates.

The effectiveness of prescribed burning for peatlands is less 
clear. The risk of peat fires happening and their potential burn 
depth are influenced less by canopy and ground vegetation 
and more by soil bulk density (which affects air availability in 
soils), water-table depth, and precipitation. After fires in 2010 
that devastated the Moscow region of Russia, the regional 
government undertook an ambitious 70,000-hectare (ha) 
peatland rewetting project to reduce fire risk. To date, the 
effectiveness of this campaign is unclear – given the long 
timescales required for peat restoration – but in practical 
terms it should reduce fire risk. Emissions of CH4 from 
peatland rewetting are less significant in the short-term 
than emissions of CO2 from degraded or drained peatlands 
increasing long-term warming when rewetting is postponed. 
In dried and degraded peatlands of the Arctic region, fuels 
management will be more complicated outside of the boreal 
forest and forest-tundra gradient, where mulching treatments 
that convert canopy and surface fuels to a masticated fuel bed 
have been found to limit peat burn depth in Black Spruce 
(Picea mariana) stands.

Adaptive management strategies enacted by the timber 
industry in Fennoscandia could also reduce fire risk. Intensive 
management involving the maintenance of ditch networks and 
fertilization of drained peatlands will increase timber values 
while also rewetting the peat. Prescribed burning for silvicultural 
retention, and maintaining and regenerating stands, can also 
reduce fuel loadings while increasing biodiversity.

Current wildland firefighting strategies may not be suitable for 
future ‘typical’ fire seasons in the boreal forest. This is because 

approximately 24 more days are anticipated where the intensity 
of wildfires (crown fires) in the Canadian boreal zone will be 
practically unmanageable by ground crews, even if supported 
by aerial support such as water bombers. Canadian wildland 
firefighters operationally use several key thresholds based on 
fire intensity to guide fire operations: at 2 Megawatts per meter 
(MW/m) fire-line intensity, ground resources request aerial fire 
support to hold the fire line; at 4 MW/m, aerial fire suppression 
by air tankers becomes ineffective at directly controlling a 
fire line; and at 10 MW/m, heavy air tankers cannot hold or 
suppress a fire line. Current wildland firefighting techniques 
in the boreal forest will not be appropriate for the more fragile 
permafrost- and peat-dominated Arctic tundra. Collaboration, 
cooperation, and innovation are needed for effective future 
firefighting in Arctic wildlands.

People can be considered the variable with the highest 
uncertainty – both as ignition sources and when seeking to 
determine how demographic shifts, migration, and changes 
to traditional uses of land and development patterns within 
these evolving landscapes will affect fire activity and related 
emissions. Expanding climate-driven agricultural frontiers 
in the high northern latitudes could add 8.5 million km2 of 
new croplands in Canada and Russia alone, expanding wheat 
and maize production into areas with carbon-rich or peat 
soils. Crop-growing conditions favorable for wheat and maize 
production could be established in the permafrost zone of 
Siberia by 2080. These crops are commonly managed via 
open burning practices in Canada, the USA, eastern Europe, 
and Russia. Burns and management of croplands, grasslands, 
and deciduous forests may occur in these locations at times 
when the transport of emissions to the Arctic is likely, such 
as late winter or early spring. Understanding, managing, and 
preventing human-caused ignitions in the Arctic Council 
Member states and Observer countries will be beneficial for 
mitigating future fire risk.

10.2.3  What are the long-term emissions 
from open biomass burning?

Comparison of five satellite-based biomass-burning model 
runs, conducted for 2005–2018, found that most fire activity 
and emissions take place between 50°N–60°N, with very few 
emissions from open biomass burning occurring between 
70°N–80°N, and no satellite observations of fire above 80°N. 
The latitude band 50°N–60°N corresponds with the southern 
boundary of the boreal region. This area is experiencing 
increasing fires due to climate change, and has been the site of 
some of the largest wildfires in Canada’s history. A clear shift 
has occurred since the mid-2000s, with more fires occurring 
above 60°N than in the temperate zone of 45°N–50°N – where 
traditionally human-caused burning and wildfires have 
occurred extensively throughout North America, Europe, 
and Eurasia. This trend is more pronounced in the outputs 
from fire models such as the Global Fire Emissions Database 
(GFED) and the Global Fire Assimilation System (GFAS) than 
in the Fire Inventory from NCAR (FINN), though all models 
show a positive trend. The 2005–2018 multi-model annual 
average BC emissions from all open biomass burning sources 
in the Arctic (60°N–80°N) and adjacent regions known to 
impact smoke transport into the Arctic (between 45°N–60°N) 
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is 340 Gg. The years with the highest multi-model average are 
2012, 2008, and 2015, with BC emissions of 450 Gg, 440 Gg, 
and 410 Gg, respectively. The years having the lowest annual 
average BC emissions according to the models are 2008 and 
2013, both with 270 Gg. 

Ground-based official statistics vary greatly and can be 
classified by both country and sub-region (for example, 
Greenland; Alaska). With regards to specific fire activity 
within Arctic Council Member states, the Russian Federation 
has the highest annual burned area, with over 100,000 km2 
burned (circa 2019 figures), resulting in approximately 
0.025 Gg of BC and 0.305 Gg of CH4. In 2019, approximately 
98% of burned area in Russia occurred in the Urals, Siberia, 
and Far East Federal Districts. In general, Fennoscandia 
and European Russia had the lowest burned area and open 
biomass-burning emissions, with all Arctic Council Member 
states experiencing the most burning between 50°N–60°N, 
followed by 60°N–70°N. Alaska and Canada accounted 
for approximately 29,000 km2 of total pan-Arctic biomass 
burning and 22% of the BC emissions. Greenland is a novel 
fire regime in the Arctic, with two relatively significant 
wildfires in 2017 and 2019; in 2019, it accounted for more 
burned area and emissions than Norway or Finland.

10.2.4  What are the emissions from 
‘natural’ fires?

For this assessment, only fires started by lightning were 
considered to be ‘natural’ fires. Lightning strikes, fire weather, 
and fuels conditions are the controlling processes for ‘natural’ 
fires. Current satellite inventories do not distinguish between 
natural fires and human-caused ignitions, only differentiating 
land use and fuel type, and thus no emissions estimates for 
natural fires could be presented. Ground-based statistics from 
Arctic Council Member states break down emissions from 
known lightning sources and human-caused fires, with human-
caused fires accounting for most fire activity but with lightning 
being the source of the largest fires in terms of burned area 
and therefore emissions releases. However, natural fires are 
not necessarily always the source of the largest total annual 
fire emissions.

10.2.5  What are the emissions from human-
caused open biomass burning?

Open biomass burning from anthropogenic activities, 
including timber, agriculture, and energy extraction, will 
increase in the Arctic as climate change expands human-
dominated landscapes northward, increasing potential 
ignition sources. Timber extraction and site preparation 
currently cause large wildfires in the Arctic Council region, 
with the 2014 Västmanland fire (the largest single wildfire 
event in Sweden’s history) being an example. Northward 
agricultural expansion will likely increase human-caused 
open burning, as wheat and maize become established in areas 
of Siberia that are currently permafrost. The major wildfire 
in Greenland in 2019 was caused when an outdoor campfire 
ignited dry ground fuels at a public camping site on the world-
renowned Arctic Circle Trail. This indicates that tourism will 
also need to adapt to increased fire risk in Arctic landscapes.

10.2.6  What are the uncertainties around 
future natural and human-caused 
open biomass-burning emissions?

Little is documented in the scientific literature or official 
statistics on Indigenous cultural burning across the pan-Arctic. 
This has resulted in a gap in this assessment but it presents 
an opportunity for future fire monitoring and management. 
Further uncertainties in understanding of future natural and 
human-caused open biomass-burning emissions include:

1. Satellite-based observations of fire in the Arctic and 
boreal zones underestimate open burning in agricultural 
landscapes, surface fires in boreal forests, and 
smouldering peat fires, plus they need to be improved or 
augmented to distinguish between natural and human-
caused ignitions.

2. There is a lack of agreement between satellite-derived 
and official estimates of burned area.

3. Ignitions of natural fires in future will be influenced 
by vegetation shifts, increased lightning and extreme 
weather events, and fuel conditions (including increased 
bug kills from climate change-induced pest outbreaks).

4. More frequent fires are anticipated in Arctic and boreal 
peatlands – but substantial uncertainties remain around 
locations, intensity, duration, ignition types, and fire 
return intervals. 

5. Better understanding is needed on permafrost thermal 
state, dynamics and distribution, as well as post-fire 
resiliency.

6. Human influence on fire risk is dependent on local- to 
national-scale actions that may increase fire and emissions 
via deforestation, transportation networks, energy 
extraction, tourism, cultural burning, and agricultural 
open burning, but may also decrease fire risk and fire 
emissions via active fuel management and suppression.

10.3  Natural sources of methane within 
the Arctic (Chapter 3)

10.3.1  What are the current emissions of 
methane from terrestrial, freshwater 
and marine sources?

Averages of the various natural CH4 sources within the Arctic, 
based on scientific literature published within the past ten 
years, indicate that terrestrial sources emit 23 [0–47] Tg/y, 
freshwater sources emit 18 [7–33] Tg/y and the Arctic Ocean, 
including shelf seas, emits 7 [2–29] Tg/y. The total budget for 
natural CH4 sources with a high northern signature according 
to these estimates is 49 [9–109] Tg/y. This estimate is double 
the amount that global atmospheric inversions indicate is being 
emitted from the area north of 60°N.

Global bottom-up estimates of natural CH4 sources suggest a 
total budget of 371 [245–488] Tg/y (Saunois et al., 2020), which 
means that the Arctic constitutes 13% [10%–20%] of all global 
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natural sources – about 2.5 times lower than global emissions of 
CH4 from fossil fuels. The Arctic is most likely a modest source 
of CH4 at present, but budget estimates carry a high uncertainty. 
Whether the Arctic will play a larger role in the global CH4 
budget with future climate change remains uncertain; this will 
strongly depend on whether the region continues to harbor 
environments that are favorable to methanogenesis, such as 
wetlands and lakes. If the Arctic becomes wetter as a result 
of climate change, CH4 emissions are anticipated to rise with 
further temperature increases (Watts et al., 2014). If the Arctic 
becomes drier, CH4 emissions may not increase at the same 
pace, although soil carbon may be respired and released as 
CO2 instead (Schuur et al., 2015).

10.3.2  To what extent might potential 
increases in natural emissions 
of methane offset mitigation 
of anthropogenic emissions? 
(Chapter 3, Chapter 2)

This question was addressed in AMAP’s 2015 assessment 
(AMAP 2015b), which stated that until 2050, the MFR emissions 
reduction scenario for the eight Arctic Council Member states 
would be comparable to the magnitude of the potential increase 
in natural emissions under the ‘high’ scenario due to climate 
warming, while the achievements of other natural emissions 
scenarios were lower in magnitude. A reanalysis of the 2015 
results by Christensen et al. (2019) shows that none of the 
naturally induced increases in Arctic CH4 sources are as large in 
magnitude as the reduction in global anthropogenic emissions, 
represented by the difference between emissions according to 
the MFR and CLE scenarios.

10.3.3  Does the location of methane 
emissions matter for the Arctic 
climate impacts?

The 2015 assessment (AMAP 2015b), concluded that the spatial 
distribution of CH4 emissions would not significantly affect the 
global mean concentration of CH4 – due to the atmospheric 
lifetime of CH4 exceeding a decade – and that, as a result, it 
need not be a major consideration in mitigation strategies. 
Although this has not been analysed in the 2021 assessment, 
this conclusion remains still valid.

10.4  Observations, origins and trends 
of SLCFs and clouds in the Arctic 
(Chapter 6)

10.4.1  What are the current abundances of 
SLCFs in the Arctic atmosphere? What 
is our current understanding of the 
abundance of these components?

Our understanding of the surface concentrations of aerosols 
in the Arctic, their seasonal variation and trends has improved 
considerably, and can now be considered as good. Permanent 

observatories measure concentrations of aerosol species, 
including particulate sulfate (SO4) and BC. Longer-term 
trends now clearly show that BC concentrations have stagnated 
during the past decade or so, after decreasing between the 
1990s and 2010. The aerosol component in the atmosphere has 
also become less acidic, owing to the decrease of particulate 
SO4. Ammonium is also decreasing, while levels of nitrate are 
rising. These trends can be due to changes in emissions but they 
may also arise from changing atmospheric chemistry causing 
variations in the mix of chemical species.

Clear trends for the haze and summer seasons are emerging. 
Between fall and early spring, (the haze period), fewer particles 
in the accumulation mode (100–500 nanometers [nm]; typical 
of Arctic haze) are seen, and the overall scattering of the 
aerosol population decreases. Arctic aerosol in this season 
remains dominated by anthropogenic sources. In summer, 
according to data from Zeppelin station, at Ny-Ålesund on 
Svalbard, Norway, the number of accumulation- and coarse-
mode particles (>1 micrometer [µm]) rises, simultaneously 
increasing the overall scattering by the aerosol population. The 
summer is becoming dominated by natural aerosol sources. 
Methane sulfonic acid (MSA), which is formed from gases 
emitted by phytoplankton, seemed to have increased in summer 
during 2000–2010 at some stations. However, these trends did 
not persist through the following decade. Nonetheless, this 
effect could help to explain the marked increase in fine-nm 
(MSA) and accumulation-mode particles at the surface. Long-
term observations of particle-size distributions and optical 
properties are needed to fully understand the ongoing changes 
and their implications for climate change. A greater number 
of scattering, as opposed to absorbing, particles in summer 
would reflect more sunlight, and the presence of more particles 
in the size range of cloud condensation nuclei (accumulation 
mode) has the potential to change cloud properties and their 
radiative effects. 

There is a lack of observations of organic aerosols (OA); (needed 
for apportionment of particles to natural and anthropogenic 
sources) and for mineral dust (which is strongly implicated in 
radiative forcing). This means that quantifying particles in the 
atmosphere is only partially possible. There is a clear need to 
complement ongoing surface-based observations. 

In addition, information from the atmosphere aloft, meaning at 
all altitudes above the surface, is only captured sporadically in 
short-term and spatially limited aircraft campaigns. Systematic 
and vertically resolved understanding of the evolution of any 
aerosol component in the free troposphere is not available. This 
is a particular constraint for quantifying the impact of biomass-
burning emissions in, or transported into, the Arctic. The same 
is true for dust transport to the Arctic and ash from volcanic 
plumes. Measurements of aerosol optical depth (AOD), which 
are retrieved from satellite observations and represent the 
integrated aerosol load throughout the atmospheric column, 
indicate that the particle load is increasing. However, the 
information is not detailed enough to distinguish between 
aerosol types and their vertical distribution. There is a clear 
need to develop satellite-retrieval methods further, as well as 
to enlarge the ground-based aerosol remote-sensing network 
to better quantify impacts from forest fires, mineral dust and 
volcanic ash. 
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Tropospheric ozone (O3) is a secondary air pollutant, which 
is not directly emitted but is produced photochemically in 
the atmosphere from precursor emissions produced from 
anthropogenic and natural sources. Small, statistically significant 
trends in O3 have been determined based on analyses of surface 
and vertical ozonesonde data. Regional differences in ozone 
trends are evident based on analysis of data from different sites, 
and of different record lengths, in the free troposphere and at 
the surface. Ozone in the free troposphere has decreased since 
the mid-2000s at sites in the European Arctic (also at Summit, 
central Greenland) and increased since the late 2000s at Eureka 
in the Canadian Arctic. At the surface, certain sites, including 
Utqiaġvik, Alert, and Zeppelin, show increasing trends over the 
last 30–40 years, especially in the winter, and some sites, such as 
Pallas and Summit, exhibit negative trends since the mid-1990s. 
Other sites, including Villum and Esrange, show no significant 
trends (over the periods of reported ozone concentrations). The 
seasonal cycle of ozone at the surface varies across the region, 
with coastal sites (Utqiaġvik, Villum, Alert) showing a winter or 
early spring maxima and very low values later in the spring. Other 
sites, located at altitude or inland, show maxima occurring later 
in the spring (Zeppelin, Esrange) or early summer (Summit). 

Long-term monitoring of atmospheric composition at existing 
stations is essential to accurately determine trends, with a need 
to continue and expand current efforts to build an integrated 
Pan-Arctic observation network. New techniques, approaches 
and opportunities for monitoring exist that could be applied 
more widely.

The concentration of Arctic atmospheric methane (CH4) has 
been observed since the early 1980s and an increase recorded 
but with zero growth from 2000 to about 2005. Since 2007, 
the growth rate has risen again, with an increasing rate from 
2015 to 2020. Arctic CH4 concentration measurements reveal 
an annual variation, with a higher concentration in late winter 
and a minimum in summer. The annual amplitude varied from 
70–80 ppb in the 1980s but the amplitude has decreased over 
the last three decades and is now about 40–50 ppb. New data 
from high-resolution measurements show high variability in 
CH4 concentration within the same season; this is especially 
evident in the winter season but variations over the summer 
also occur. The high variation during winter is likely due to 
varying meteorological conditions transporting polluted air from 
lower-latitude sources. The measurements expose a distinct peak 
of atmospheric CH4 during summer at several sites, as well as 
a ‘shoulder’ occurring slightly later in early fall. The variability 
found in the high-resolution data is large, being about the same 
magnitude as the annual amplitude. Anthropogenic as well as 
natural processes can drive CH4 variability. It is still not clear 
what the primary drivers of the observed variability are but recent 
studies (Pirk et al., 2017; Ishizawa et al., 2019) suggest natural 
emissions can cause the late summer/early fall peaks.

10.4.2  In what ways do natural sources 
contribute to emissions and 
atmospheric concentrations?

Deducing trends in natural aerosol components is currently a 
challenge for two main reasons: a) the longer-term observations 
have been targeted at capturing changes in anthropogenic 

contributions, and b) natural emissions are changing at a 
magnitude that is comparable to natural variability. More dedicated 
efforts are needed to monitor natural aerosol components.

So far, longer-term observations of MSA show that 
concentrations are highly variable, and trends could only be 
found at specific stations in particular decades. However, a 
general increase in concentration is arising from the greater 
contribution of MSA to the ultra-fine particle population. Sea-
salt aerosol has been found to be increasing around Svalbard, 
which could be due to retreating sea ice in summer. Dust 
has recently been identified as an important contributor to 
radiative forcing in the Arctic, but no long-term and systematic 
observations exist yet. Forest fires release a mixture of natural 
and anthropogenic emissions because they can be triggered 
naturally or by human activity. Fire emissions within the Arctic 
have strongly increased in very recent years (see Chapter 4).

Observations of O3 and key species that can indicate O3 sources 
and sinks are needed to understand the Arctic O3 budget 
and changes in O3 trends. This includes a need to maintain 
and improve long-term monitoring in regions where local 
emissions are increasing and where natural sources and sinks 
are changing in response to climate change, as well as airborne 
missions to quantify changes (including perturbations due to 
changing anthropogenic emissions) throughout the depth of 
the troposphere.

10.4.3  Are the current monitoring and 
analysis of atmospheric aerosol 
concentrations sufficient to capture 
anticipated source changes?

Regarding aerosol properties, the locations of surface 
observatories are mostly adequate but large measurement gaps 
exist in the Eastern Arctic. In terms of chemical composition, 
which enables the attribution of concentrations and climate 
impacts to specific sources, there is a lack of data-collection 
stations targeted at measuring natural aerosol components, 
such as sea spray, MSA and mineral dust. Also, OA is not 
well characterized around the Arctic, yet the complex mix 
of organics present can reveal detailed information on 
local-versus-long-range and natural-versus-anthropogenic 
contributions. Enhanced isotopic analysis of nitrogen (N) and 
sulfur (S) could better constrain natural-versus-anthropogenic 
sources as well as climate-change-induced changes. 

Valuable information on sources, atmospheric processes 
and climate effects is also contained in data on aerosol size 
distributions. Only a few of the current permanent observatories 
take continuous measurements of aerosol size distribution. 
Systematically equipping observatories to gather this data 
is recommended. 

Vertical information remains sparse, and enhancing the 
ground-based remote-sensing network is also recommended, 
as is putting more effort into developing algorithms capable 
of retrieving detailed aerosol information from ground-based 
and space-borne remote sensing. 

In terms of analysis work, very little has been done to explore 
whether observed cloud changes cause changes to the aerosol 
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population. Clouds are a key player for the Arctic radiative 
balance but as yet models do not represent the interaction 
between aerosols and clouds very well.

Current O3 observations are insufficient to capture anticipated 
changes in O3 from anthropogenic and natural sources and 
only a very limited number of Arctic stations provide long-
term monitoring of ozone at the surface as well as vertical 
profiles. Standardization of measurement techniques is also 
required. Satellite data can provide useful spatial, and limited 
vertical, information about O3 and some precursors/oxidants 
but retrievals have limitations that need to be improved at 
high latitudes.

10.5  Model description and evaluation 
(Chapter 7)

10.5.1  How well do models capture the 
current abundance and distribution 
of SLCFs in the Arctic atmosphere? 

Model simulations of the atmosphere output global or regional 
three-dimensional distributions of SLCFs. While individual 
models vary in how well they represent SLCFs compared to 
measured concentrations, the multi-model average provides 
results that are close to, or within the uncertainty range, 
of the observed BC, O3, and CH4 at sites representative of 
the background atmosphere. This conclusion is based on a 
comprehensive evaluation of 18 models (including global 
climate models and chemistry transport models) in simulating 
global and Arctic concentrations of SLCFs for years 2008–2009 
and 2014–2015, and for some, 1990–2015. Model performance 
for SO4, aerosol optical properties, cloud properties, and 
O3-precursors was also evaluated using a multitude of global 
and Arctic observations.

Generally, individual models simulate a range of SLCF 
concentrations, but the multi-model mean captures the 
abundance and distribution of SLCFs in Arctic surface ambient 
air, with multi-model mean biases of -17%, -21%, 10%, and 1.7% 
for BC, SO4, O3, and CH4, respectively. For free-tropospheric 
O3 and surface-level CH4, these results are very close to the 
measurement uncertainty range. For aerosol species, model 
biases are 4–7 times greater in the Arctic than they are globally, as 
they have historically been tuned to the multitude of observations 
at mid-latitudes. Models have similar spatial patterns in their 
biases. However, most models show improvements in simulating 
seasonal cycles of aerosols in the Arctic, compared to model 
performance in the 2015 AMAP assessment (AMAP, 2015a).

10.5.2  What are the trends and interannual 
variability in simulated Arctic SLCF 
concentrations in the atmosphere, 
and what are the primary drivers 
of this variability?

Due to limitations in the availability of emissions datasets, the 
longest time period simulated by some models in this study 
was 1990–2015. Unfortunately, this means that post-2015 

actions taken to reduce BC emissions following the task force’s 
recommendations to the Arctic Council cannot be verified in 
the models.

CH4 mixing ratios were prescribed in all of the models based 
on box model results, by inputting CH4 emissions derived from 
IIASA-GAINS ECLIPSE v6b scenarios. Thus, the simulated 
CH4 is much simpler and not as variable as observations made 
at the surface. However, the modeled CH4 higher up in the 
troposphere agrees well with the long-lived and well-mixed 
observed CH4. Two models simulated CH4 during 1990–2015, 
and these show a steadily increasing trend that is consistent with 
measurements and expected, given increasing anthropogenic 
CH4 emissions. 

Seven models simulated BC and SO4 during 1990–2015 using 
prescribed historical emissions. Those models captured the 
current abundance, including seasonal cycle, and trends in SO4 
and BC in the Arctic atmosphere, as compared to 18 Arctic 
measurement locations. Both models and observations suggest 
a decreasing SO4 trend in the early 1990s and relatively little 
change during the 2000s. Wintertime (January–April) Arctic 
SO4 shows a decrease of 17%–57% (depending on location) when 
comparing the 2011–2015 average to the 1990–1994 average. 
The summertime (May–August) change in Arctic SO4 is much 
smaller. BC also appears to decrease for the 1990–2015 time 
period, particularly in the winter Arctic haze season, where 
models estimate a 22%–53% decrease, depending on the 
location. These trends are as expected, given the reductions 
in SO4 and BC emissions, and the remoteness of the Arctic 
from source regions. SO4 and BC show a decrease in North 
America and Europe for 1990–2015, with an increase in Asia. 
However, in the last ten years, both have started decreasing in 
parts of Asia as well. 

Six models simulated O3 from 1990–2015 using prescribed 
historical emissions. Surface O3 has a small (<0.45%/year) 
increasing annual trend at some Arctic locations, dominated 
by the wintertime rise of ~1%/year. The other seasons show 
no trend, a pattern that is consistent between models and 
measurements. Emissions of O3-precursors NOX and VOCs 
vary regionally, decreasing in North America and Europe, 
but increasing in Asia. Meanwhile, CH4 has been increasing 
globally. Thus, the lack of O3 trend is expected, given these 
compensating changes in precursors. Models do not quite 
capture the seasonal cycle of surface O3 in the Arctic; the 
observations have a springtime peak, while the models either 
have a summertime peak, or a secondary peak in late summer. 

There is interannual variability in the modeled and measured 
SLCFs, with the primary drivers of this being the differences 
in meteorology (and thus transport patterns), and wildfires 
from year to year. 

10.5.3  How useful is satellite data for 
validating model simulations of 
Arctic concentrations of SLCFs? 
What are the limitations?

Satellite data are very useful for monitoring Arctic 
concentrations of CH4, O3, and other gaseous SLCFs. These data 
provide better spatial coverage than the ground sites, and often 
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have a longer timeseries. They also provide information on the 
vertical distribution of SLCFs – often in a way that facilitates 
comparison with models better than very-high spatial-
resolution measurements made using aircraft or sondes. Data 
from ACE-FTS, TES, and MOPITT are utilized in Chapter  5 
(with Infrared Atmospheric Sounding Interferometer [IASI] 
data also used) in comparisons with the modeled mixing ratios 
of O3, CO, and CH4.

While satellite sensors cannot measure individual aerosol 
species, their data are very useful for estimating the optical 
properties of aerosols such as AOD, aerosol absorption optical 
depth (AAOD), and Ångström exponent (ÅE). Again, these 
measurements provide a wide spatial coverage compared to 
ground-based observations, though they can be limited in 
the High Arctic. Data from the Moderate Resolution Imaging 
Spectroradiometer (MODIS; MODIS/Aqua and MODIS/
Terra), Multi-angle Imaging Spectroradiometer (MISR), 
Advanced Along-Track Scanning Radiometer (AATSR,) 
Sea-viewing Wide-field-of-view Sensor (SeaWIFS), Cloud-
aerosol Lidar with Orthogonal Polarization (CALIOP) and 
Advanced Very-high-Resolution Radiometer (AVHRR) 
sensors were used in Chapter 7 for model evaluations. The 
aerosol optical properties measured by satellite can also be 
integrated or assimilated into derived PM2.5 data products 
(such as the Modern-Era Retrospective analysis for Research 
and Applications [MERRA]; Dalhousie University; and Global 
Burden of Disease [GBD] datasets), which were also used in 
Chapter 7 chapter to validate modeled PM2.5 concentrations.

Satellite-based data products are limited in the Arctic region for 
various reasons that include difficulties in taking measurements 
during polar nights, assumptions in the retrieval algorithms, 
viewing geometries, cloud contamination, and reflections 
from bright snow- and ice-covered surfaces (see Chapter 7, 
Section 7.3.6 for further discussion on this). Thus, satellite-based 
data products are no substitution for ground-based and aircraft 
measurements, but provide important complementary data.

10.5.4  How do modeled concentrations 
of SLCFs in snow and ice relate 
to observations?

Modeled deposition fluxes of BC and SO4 in the Arctic were 
evaluated against ice-core data in this assessment. Ice-core data 
were available from 1750 until the years between 1993–2011, 
whereas atmospheric concentrations are continuously being 
measured. Sharma et al. (2019) showed decreasing trends of 
atmospheric BC and SO4 in the Canadian Arctic in recent 
decades. Chapter 6 also reports similar decreasing trends of 
atmospheric concentrations in all circum-Arctic stations after 
1990. Therefore, it is assumed that the deposited concentrations 
of the two SLCFs in the ice cores follow atmospheric 
concentration trends, indicating that current levels would be 
more or less stable compared to the 1990s. To maximize the 
period available for comparing modeled deposition against 
observations, we selected all ice-core measurements after 
1990 (4–21 samples per ice core). Most models over-predicted 
deposition of both SLCFs. The uncertainty of measured BC in 
snow is comparable to that of BC concentrations in the air – 
around a factor of two (Lim et al., 2014; Sharma et al., 2017).

10.5.6  To what extent do models agree 
with the satellite-based cloud 
climate data records?

Four state-of-the-art satellite-based cloud climate data records 
(CDRs), spanning more than 30 years, were inter-compared and 
used to evaluate the cloud properties output by the models. All 
four CDRs showed similar large-scale variability in cloudiness 
and cloud-top properties. The agreements among CDRs were 
better over the ice-free ocean compared to the multi-year ice 
covered parts of the Central Arctic for all cloud properties. 
Disagreements among them were largest for the polar winter 
months, due to the lack of sufficient information available 
from passive satellite sensors. The CDRs also disagreed to a 
large extent in the retrievals of cloud microphysical properties. 

The models simulated the large-scale climatological features in 
cloud fraction and cloud liquid water (CLW) well when compared 
to the four CDRs during polar summers. However, the differences 
were larger for the polar winter months when uncertainties in 
the CDRs were also higher. In general, the models agreed with 
the observations better over the ice-free ocean areas. The annual 
cycles of cloud properties were also simulated well by the majority 
of the models. The differences among the models in simulating 
cloud ice water (CIW) were high.

Model simulations of cloud droplet number concentrations 
(CDNC) in the Arctic were evaluated against satellite-
based estimations for the summer season. Most models 
underestimated CDNC in the Arctic region compared to 
MODIS-based estimations. However, the satellite-based 
observations of CDNC were also uncertain, especially in 
the Arctic region where bright reflecting surfaces add noise 
to estimations of cloud properties. Improved observations 
of CDNC (including vertical profiles) are needed to better 
constrain model simulations of CDNC. 

In general, more and better observations are needed during 
the polar winter months to reduce the uncertainties in both 
the CDRs and the models. 

10.5.7  What do the model uncertainties mean 
for this assessment’s predictions of the 
impacts of SLCFs on near-term climate 
and health?

In Chapter 7, model simulations of SLCFs (CH4, O3 and 
ozone precursors, BC, SO4, OA, and PM2.5), aerosol optical 
properties, and cloud properties were thoroughly evaluated 
against measurements for the years 2008–2009 and 2014–2015, 
in addition to some historical simulations covering 1990–2015. 
The spatial distribution in model biases was examined, as well as 
seasonal cycle, trends, and interannual variability. Generally, the 
multi-model mean provided the best results compared to any 
one particular model for most of the SLCF species. Therefore, 
the results in Chapter 8 (climate impacts) and Chapter 9 (health 
impacts) are based on the multi-model mean – representing 
the optimal use of these model datasets.

Below are listed the annual mean, multi-model-mean biases for 
each SLCF species included in the historical model simulations 
of Chapter 8, along with explanations of what each means for 
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interpreting the impacts on climate and health described in 
Chapters 8 and 9, respectively.

 • Annual mean, simulated surface-level Arctic and global 
CH4 was biased slightly high (+1.7% in the Arctic, and 
+2.1% globally) compared to measurements, which have 
only a 1% uncertainty), and biased slightly low in the free 
troposphere (e.g., -0.7% at 600 hectopascals [hPa]), which 
means that confidence in the warming from CH4 shown in 
Chapter 8 is high.

 • Annual mean, surface-level Arctic (>60°N) BC was biased 
low compared to measurements (-17%, which is greater 
than the ~10% uncertainty in measured BC concentrations) 
in the historical simulations. However, the warming from 
BC is due to its concentrations not just at the surface but 
throughout the atmospheric column. Underestimates 
in simulated concentrations at higher altitudes in the 
troposphere (e.g., -80% at z = 6 km in altitude for the Arctic 
region) generally increase with altitude and proximity 
to the Arctic, according to comparisons with aircraft 
measurements. This means that the warming due to BC 
shown in Chapter 8 may be underestimated. 

 • Annual mean Arctic SO4 was biased low in the historical 
simulations compared to measurements (-21%, well 
below the 3% measured uncertainty), which means that 
cooling from SO4 in the Arctic (shown in Chapter 8) may 
be underestimated. However, vertical profiles of SO4 and 
radiative forcings were not evaluated, so temperature 
impacts are uncertain.

 • Globally, and in the Arctic, modeled surface-level O3 
was biased high (10% in the Arctic, which is greater than 
the 3% measurement uncertainty). This means that the 
detrimental health impacts of O3 shown in Chapter 9 may 
be overestimated.

 • Higher in the atmosphere (in the free troposphere) O3 is 
an effective greenhouse gas, and at this level it was slightly 
underestimated by models (-10% to -20% compared to 
satellite measurements, which have ~15% uncertainty 
range). This means that the warming impact from O3 shown 
in Chapter 8 may be slightly underestimated.

 • Annual mean PM2.5 – both globally and in the Arctic – 
was biased low in the historical simulations (-40% globally; 
-10% in the Arctic), which means that the health impacts 
due to PM2.5 exposure (presented in Chapter 9) may be 
underestimated.

 • Annual mean AOD – giving an indication of the aerosol load 
in the atmosphere – was biased low (-25% globally; -23.2% 
in the Arctic) suggesting that the overall impacts of aerosols 
on climate and human health may be underestimated.

 • The differences and uncertainties in both the satellite-based 
observations and model simulations of cloud properties 
were high over the Arctic, especially over regions covered 
by multi-year sea ice and during the polar winter months. 
This implies that the poor representation of the processes 
relevant to the interactions among aerosol-precursor gases, 
aerosols and clouds could be a major source of uncertainties 
in the climate impacts in this assessment.

There were seasonal differences in the model biases, which 
complicates the uncertainties around the potential impacts 
on climate and health. For example, the seasonal cycle of 
O3 has health implications, since O3 mainly exceeds health 
thresholds in the summertime (photochemical smog), while 
PM2.5 mainly exceeds health thresholds in the wintertime 
(haze or local Arctic pollution). At mid-latitudes, where 
human populations are much higher, the models simulated 
the seasonal cycles well – thus the health impacts determined 
in Chapter 9 for background pollution should be fairly accurate. 
That said, coarse-resolution global models are not ideal tools 
for simulating local pollution sources; high-resolution regional 
models would be better used for that purpose. The differences in 
simulated seasonal cycles of O3, BC, and SO4 were particularly 
large in the Arctic. There were other regional differences in 
model biases as well. For example, surface-level O3 had a much 
smaller positive bias in North America and Europe than in Asia, 
and modeled PM2.5 was biased high in North America, but low 
in Asia. These, too, further complicate the interpretation of the 
climate and health impacts.

10.6  Modeling of climate and air quality 
(Chapter 8)

10.6.1  How have changes in global 
atmospheric concentrations of SLCFs 
between 1990–2015 contributed to 
Arctic climate warming?

In response to changing global anthropogenic emissions, 
SLCFs contribute to both warming and cooling of the Arctic, 
through changing interactions with radiation, clouds, and 
surface albedo. The simulated net Arctic warming during 
1990–2015 – from changing interactions of warming and 
cooling SLCFs from global anthropogenic sources with 
radiation – is 0.077°C/decade. In detail, CH4 contributed 
0.039°C/decade while the contribution of BC was less than 
0.001°C/decade. Global anthropogenic sulfur emissions and 
SO4 aerosol concentrations declined during 1990–2015, thereby 
contributing 0.048°C/decade to net Arctic warming due to 
diminishing interactions of SO4 aerosols with radiation. The 
changes in tropospheric O3 precursors between 1990–2015 
resulted in a small net Arctic warming of 0.0013°C/decade. For 
comparison, interactions of CO2 with radiation during this time 
are associated with an Arctic warming rate of 0.285°C/decade.

In addition to the interactions with radiation, interactions of 
SO4 with clouds likely had a net warming impact on the Arctic 
over this period. The simulated magnitude of this warming is 
large but very uncertain. Reductions in global sulfur emissions 
produced an Arctic warming impact of 0.290°C/decade from 
diminishing interactions of SO4 aerosols with radiation, clouds, 
and surface albedo. 

The net impact on Arctic warming of changing global emissions 
of all SLCFs from interactions with radiation, clouds, and 
surface albedo is 0.269°C/decade, for 1990–2015. Therefore, 
changes in sulfur emissions dominated the impact of all SLCFs 
on Arctic climate during this time period.
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10.6.2  What impact will future atmospheric 
emissions of SLCFs have on the 
Arctic climate?

Regardless of the emissions scenario, model simulations 
indicate that the Arctic will continue to warm at a rapid rate, 
as interactions of both long-lived and short-lived climate forcers 
with radiation, clouds, and surface albedo will continue to 
cause global mean temperature to increase, with an amplified 
response in the Arctic. Most of this response is caused by 
changes to emissions outside the Arctic, which affects heat 
transport into the Arctic and subsequent climate feedbacks 
within the region. Under the CLE scenario, the net rate of Arctic 
warming between 2015–2050 caused by warming and cooling 
climate forcers could be as high as 0.59°C/decade, based on 
Earth System Model (ESM) projections.

Health concerns motivate policy actions to reduce concentrations 
of SLCF air pollutants, including sulfur. Under the CLE 
scenario, continuing reductions in anthropogenic emissions 
of sulfur globally would lead to diminishing interactions of SO4 
aerosols with radiation, clouds, and surface albedo – producing 
an impact on Arctic warming of 0.132°C/decade between 
2015–2050 (the contribution of interactions with radiation 
only is 0.054°C/decade). With maximum feasible reductions 
in sulfur emissions (MFR scenario), the simulated impact 
on Arctic warming is considerably higher (0.228°C/decade). 
Furthermore, the rate of impact on Arctic warming depends on 
the time period, with greater impacts projected for 2015–2030 
than for 2015–2050. This indicates that reductions in sulfur 
emissions alone, could substantially accelerate the rate of Arctic 
warming in the near term, with particularly large impacts if 
air pollutant concentrations are rapidly reduced, as simulated 
under the MFR scenario.

The model results also show that making the maximum feasible 
reductions in emissions of BC and CH4 can nearly offset the 
impact of the reduced sulfur emissions on the Arctic warming 
rate, compared to the CLE scenario. Facilitating such reductions 
in CH4 emissions from the oil-and-gas sector in Arctic Council 
Member states would be particularly efficient at reducing the 
projected warming. Maximum feasible reductions in global 
emissions of CH4 from all anthropogenic combustion sources 
would cause cooling in the Arctic through reduced interactions 
of CH4 with radiation; this could lead to a reduction in the 
Arctic warming rate of 0.047°C/decade during 2015–2050, 
relative to the CLE scenario. 

To counteract accelerated warming from diminishing sulfur 
emissions, it will be particularly important to achieve maximum 
feasible reductions of global BC from gas flaring, transport, and 
residential combustion. Reduced deposition of BC on snow 
would increase the reflectivity of the snow, thereby cooling 
the Arctic, this is especially the case for BC emissions from 
Arctic Council Member states. Maximum feasible reductions 
in global emissions of BC from all anthropogenic sources and 
diminishing interactions of BC with radiation would produce 
a cooling impact on Arctic temperature that could reduce the 
rate of Arctic warming by 0.074°C/decade (the contribution 
of interactions with radiation only is 0.030°C/decade) from 
2015–2050, relative to the CLE scenario. 

Maximum feasible reductions in tropospheric O3 precursors 
(mainly from fossil-fuel sources) would have a small impact on 
the rate of Arctic warming over the period 2015–2050, reducing 
it from a small increasing rate of 0.0012°C/decade under the 
CLE scenario to a decreasing rate of 0.0056°C/decade under 
the MFR one.

In summary, the simulated impacts of making maximum 
feasible reductions to combined global CH4 and BC emissions 
(-0.121°C/decade) and sulfur emissions (+0.097°C/decade) 
on the net rate of Arctic warming between 2015–2050 are 
approximately in balance, relative to the CLE scenario. 
Consequently, the difference between the Arctic warming rates 
for the CLE scenario and the more ambitious MFR scenario 
is small, and within the uncertainty of the model projections. 
This indicates that it would be feasible to counteract near-term 
impacts on Arctic warming from decreasing sulfur emissions 
by reducing emissions of CH4 and BC, at least until 2050.

Future simulated global and Arctic mean precipitation rates 
are slightly higher under the MFR than the CLE scenario 
(differences are less than 0.1 mm/day), due to changes in surface 
energy budgets from reduced concentrations of SO4, BC and 
OC with maximum feasible emission reductions.

The confidence in the simulated climate impacts for 2015–2050 
is high regarding the direction of change, and medium regarding 
the magnitude of change. The future emissions trajectory is 
a major source of uncertainty. Another important source of 
uncertainty are climate feedbacks on natural aerosol, aerosol-
precursor and CH4 emissions, such as from wildfires, oceans, 
wetlands, forests and deserts. These feedbacks are currently 
either represented in a relatively rudimentary manner in 
ESMs or are not included at all. To reduce the considerable 
uncertainties in impacts of SLCFs on climate that are related 
to clouds and surface albedo, further improvements in 
observations and models are needed. In addition, uncertainties 
also result from natural variability in radiative forcings and 
climate on annual to multi-decadal time scales, and in the 
initial conditions employed in models.

10.6.3  What are the climate penalties of 
reduced emissions of cooling species 
(sulfur, NOX) versus the benefits of 
lower emissions of warming species 
(black carbon, and methane)?

The net maximum feasible reductions to anthropogenic emissions 
of both warming and cooling SLCFs is not likely to produce a 
notable impact on the Arctic climate between 2015–2050, relative 
to the net warming rate of 0.59°C/decade from all SLCFs and 
greenhouse gases simulated under the CLE scenario. This lack of 
notable net Arctic climate benefits can be explained by the near 
cancellation of cooling and warming impacts, resulting from 
concurrent reductions in emissions of warming and cooling 
SLCFs (mainly CH4, BC, and SO4). In particular, projected future 
reductions in sulfur emissions lead to reduced interactions of 
SO4 with radiation and clouds in the MFR scenario relative to 
the CLE one, causing the rate of Arctic warming to increase. 
The sulfur-induced Arctic warming is greater in magnitude 
than the cooling from concurrent reductions in interactions of 
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BC with radiation and surface albedo. Given that global sulfur 
emissions are highly likely to continue to decline in the near 
term, it would be efficient to also reduce global SLCF emissions 
that lead to warming (CH4 and BC) to reduce the rate of Arctic 
warming between 2015–2050, which could achieve particularly 
large climate benefits during the time period from 2015–2030.

Reductions of global S and BC emissions are necessary to 
mitigate future health hazards due to poor air quality. Given 
the near-cancellation of the climate impacts of different SLCFs, 
it would be possible to further improve air quality with only 
minor impacts on Arctic warming. 

In summary, projected future reductions in global sulfur 
emissions emphasize the need to reduce global emissions of 
CO, CH4, and BC in order to slow the rate of Arctic warming. 

These conclusions are based on the analysis of the available 
emissions scenarios and are therefore specific to the assumptions 
described in Chapter 2. Different mitigation actions could lead 
to a different balance between temperature changes and SLCF 
emissions than simulated here, which points to the need to also 
assess the additional IIASA-GAINS model emissions scenarios 
(Chapter 2) in future studies. 

10.6.4  How large are the climate responses 
to SLCFs in the context of climate 
changes from carbon dioxide and 
other greenhouse gas emissions?

The model simulations conducted for this report provide 
evidence that rising global anthropogenic emissions of CO2 
and diminishing global anthropogenic emissions of sulfur 
contributed strongly and equally to the rate of Arctic warming 
during 1990–2015. However, considerable uncertainties exist in 
the magnitude of the warming attributable to sulfur emission 
changes, largely owing to uncertainty in how sulfate aerosols 
interact with clouds and surface albedo. By comparison, the 
simulated changes that anthropogenic emissions of BC and 
CH4 contributed to net Arctic warming were much smaller 
over this time period (-10% and 7%, respectively). 

The Arctic warming rate associated with CO2 emissions is 
projected to accelerate from 0.285 °C/decade during 1990–2015 
to 0.354°C/decade for 2015–2030 according to the shared 
socioeconomic pathway (SSP) 2–4.5 scenario. Based on the 
assumption that the world follows a path in which social, 
economic, and technological trends that affect CO2 emissions 
do not shift markedly from historical patterns, this scenario is 
compatible with the assumptions that were used for emissions 
scenarios for sulfur and other SLCFs from the IIASA-GAINS 
model (Chapter 2). Over the same time periods outlined 
above, the projected Arctic warming attributable to reductions 
in global sulfur emissions increases from 0.290°C/decade to 
0.363°C/decade under the MFR scenario. Between 2015–2030, 
continuing reductions in global anthropogenic sulfur emissions 
will produce a mean warming impact on Arctic temperature that 
could lie between 69% (CLE scenario) and 103% (MFR scenario) 
of the warming impact of CO2 (SSP 2–4.5 scenario). Therefore, 
global emissions reductions of sulfur could increasingly 
contribute to Arctic warming in the near term, adding to the 
accelerating warming impacts of CO2. This emphasizes the need 

to address the impacts of near-term sulfur emissions reductions 
on Arctic climate.

In turn, the cooling impacts of making maximum feasible 
reductions in global anthropogenic emissions of BC and 
CH4 could act to reduce the Arctic warming rate by up to 
0.140°C/decade and 0.015°C/decade between 2015–2030. 
With maximum feasible reductions in global anthropogenic 
emissions of CH4 and BC, the key warming SLCFs, the net 
rate of Arctic warming due to CO2 and SLCF emissions during 
2015–2030 could be reduced by 20%, relative to emissions 
changes resulting from current legislation. If the maximum 
feasible emissions reductions are further sustained until 2050, 
the net Arctic warming due to CO2 and SLCF emissions between 
2015–2050 could be reduced by 25%. However, concurrent 
maximum feasible reductions of global sulfur emissions could 
cause the net rate of Arctic warming to increase by 20% (for 
2015–2030 and 2015–2050), which would largely offset the 
cooling impact of reduced global BC and CH4 emissions.

In summary, based on available scenarios and model 
simulations, the Arctic will very likely continue to warm rapidly 
during 2015–2030, mainly due to a combination of strong 
warming impacts of CO2 and declining global sulfur emissions 
on Arctic climate. The confidence in the simulated 1990–2030 
impacts on temperature of emissions of CO2, S, BC, and CH4 
is high regarding the direction of change but medium for the 
magnitude of change. 

Additional emissions scenarios need to be considered to 
determine the impacts of different future social, economic, and 
technological trends on CO2 emissions and Arctic temperature 
changes after 2030, outside of the SSP 2–4.5 scenario that was 
used for this assessment.

10.6.5  What is the Arctic climate response 
to SLCF emissions and emissions 
reductions, from Arctic Council states, 
Arctic Observers, and the Rest of the 
World? What sources and sectors 
should be prioritized to maximize the 
climate benefits?

The capacity of SLCF emissions to affect Arctic warming 
strongly depends on the type of emissions source and where 
located. Therefore, the response of Arctic warming rates to 
emissions mitigation actions should be evaluated by considering 
the different chemical species, the regions in which they are 
emitted, and the sectors targeted by the mitigation actions.

Under the MFR scenario, emissions of CH4, BC, OC, CO, NOX, 
and VOCs are projected to decline strongly in many regions 
of the world, including eastern and western Arctic Council 
Member states, the Rest of Europe, and Asian Observer countries 
(Japan, People’s Republic of China, Republic of India, Republic 
of Korea, Republic of Singapore). The largest reductions in 
anthropogenic SLCF emissions are associated with fossil-fuel 
and biofuel combustion sources in the Asian Observer states 
and the Rest of the World. Although these emissions produce 
considerable impacts on Arctic temperatures, emissions 
from Arctic Council Member states generally affect Arctic 
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temperatures more (relative to their magnitude). This is because 
emissions sources located in the Arctic, or are close to the 
Arctic, affect temperatures locally through SLCFs interacting 
with radiation, clouds, and surface (snow and ice) albedo.

To slow Arctic warming, it would be efficient to achieve 
maximum feasible reductions in global BC emissions from 
fossil-fuel and biofuel sources (land-based emissions from 
residential and commercial sources; agriculture and waste 
burning on fields; power plants, energy conversion and 
extraction; industrial combustion and processing; surface 
transportation; and waste processing) and from flaring and 
venting during oil and gas production. The reduction in global 
anthropogenic emissions of BC (including shipping emissions) 
under the MFR scenario could slow the rate of Arctic warming 
between 2015–2050 by 0.074°C/decade more than changes 
achieved under the CLE scenario. Reducing emissions from oil 
and gas production in Arctic Council Member states, which is 
included in the global estimate, would be a particularly efficient 
way to slow the rate of Arctic warming in comparison to other 
SLCF emissions sources. Specifically, reducing emissions of 
BC from oil and gas production is projected to slow Arctic 
warming by 0.010°C/decade (eastern Arctic Council Member 
states) and 0.005°C/decade (western Arctic Council Member 
states), largely due to changes in surface albedo from the 
deposition of BC on snow. By comparison, reducing emissions 
of BC from fossil-fuel and biofuel sources is projected to slow 
Arctic warming by 0.008°C/decade (eastern Arctic Council 
Member states) and 0.006°C/decade (western Arctic Council 
Member states).

Reducing global anthropogenic emissions of CH4 emissions 
by implementing maximum feasible emissions reduction 
technologies could slow the rate of Arctic warming during 
2015–2050 by 0.048°C/decade, relative to changes under current 
legislation. This incorporates a contribution of 0.003°C/decade 
(eastern Arctic Council Member states) and 0.002°C/decade 
(western Arctic Council Member states) from making maximum 
feasible reductions to CH4 emissions from venting during oil 
and gas production. By comparison, reducing emissions of CH4 
from fossil-fuel and biofuel sources is projected to slow Arctic 
warming by 0.005°C/decade (eastern Arctic Council Member 
states) and 0.001°C/decade (western Arctic Council Member 
states). Overall, making maximum feasible reductions in CH4 
emissions from Arctic Council Member states would yield only 
moderate benefits for the Arctic climate, compared to CH4 
emission cuts in the Rest of the World.

Depending on the specific emissions source and mitigation 
strategy, the introduction of best available technologies for 
tackling air pollutants can, but will not necessarily, lead to 
equivalent reductions in emissions of sulfur, in addition 
to the reducing BC emissions. Projected Arctic warming 
between 2015–2050 is considerably enhanced by declining 
sulfur emissions from fossil-fuel and biofuel sources in 
eastern and western Arctic Council Member states, the 
Rest of Europe, and Asian Observers under the MFR 
scenario. Contributions of sulfur emissions from oil and 
gas production to total anthropogenic sulfur emissions are 
relatively minor, and are not expected to produce any notable 
impacts on the Arctic climate. Their impacts have not been 
assessed for this report. 

10.6.6  Will Arctic nations have the ability 
to influence climate and air-quality 
impacts by mitigating anthropogenic 
emissions?

With current legislation, the projected total contribution of 
anthropogenic SLCF emissions from eastern and western 
Arctic Council Member states to Arctic warming between 
2015–2050 is 0.057°C/decade, based on interactions of CH4 
and aerosols (SO4, BC, OC) with radiation, clouds, and surface 
albedo. By comparison, the projected total contribution of 
global anthropogenic SLCF emissions to Arctic warming 
is 0.131°C/decade. Therefore, 44% of the net warming 
contribution of global anthropogenic SLCF emissions could 
be associated with emissions from Arctic Council Member 
states, which corresponds to 12% of the projected net warming 
impact of combined global SLCF and CO2 emissions.

Future BC reductions in Arctic Council states would be 
particularly beneficial for the Arctic climate, compared to cuts 
made in other countries. Following the MFR scenario, the 
reduction in anthropogenic BC emissions from Arctic Council 
states would contribute approximately 6% of the global BC 
emissions reduction, relative to the CLE scenario. This would 
cause 39% of the Arctic cooling impact from declining global BC 
emissions, relative to the current legislation – considerably more 
than the change in corresponding BC emissions. With regard to 
the role of different emissions sectors, reducing BC emissions 
from gas flaring in Arctic Council countries would account for 
approximately 1% of the global BC emissions reduction, yet this 
would cause 20% of the Arctic cooling impact from declining 
global BC emissions, relative to current legislation.

Regardless of the high efficacy of reductions in BC emissions 
from Arctic Council Member states, the net impact of making 
maximum feasible reductions in SLCF emissions from Arctic 
Council Member states on future Arctic warming could be small, 
due to near compensation of cooling impacts from reduced 
BC and CH4 emissions (0.029°C/decade and 0.010°C/decade, 
respectively) and warming impacts from reduced sulfur 
emissions (0.029°C/decade) between 2015–2050, relative to 
currently legislated emissions reductions.

10.7  Impacts of air pollution on health, 
ecosystems, and crops (Chapter 9)

10.7.1  What are the potential present-
day impacts of pollutant emissions 
on human health, ecosystems 
and crop yields, and what benefits 
can be achieved in the future by 
mitigating emissions?

BC affects health as a component of PM2.5, and CH4 affects health 
by contributing to tropospheric O3 concentrations. Together, 
PM2.5 and O3 are among the ten leading health-risk factors 
in all Arctic Council Member states and Observer countries, 
according to the Institute for Health Metrics and Evaluation 
(IHME) Global Burden of Disease (GBD) 2017 Study. The 
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contribution of ambient air pollution to premature mortality 
ranges from 2%–3% in Nordic countries to 13% in India. While 
climate change is expected to result in negative consequences for 
human health, it has not yet been included in the prominent GBD 
study. Therefore, little information is currently available about 
the burden of disease from climate change, either globally, in 
individual countries, or in the Arctic specifically.

Maximum feasible reductions in global SLCF emissions 
could produce large improvements in air quality in all Arctic 
Council Member states and Asian Observer countries, relative 
to current legislation. For Asian Observer countries, maximum 
feasible reductions in emissions could lead to particularly large 
reductions in annual mean anthropogenic PM2.5 concentrations 
(up to 60% by 2030, relative to 2015). In addition, large 
reductions in annual mean surface O3 concentrations (up to 
20%) for Arctic Council Member states and Asian Observers 
are also achieved by making maximum feasible reductions in 
all O3-precursor emissions (mainly from fossil-fuel and biofuel 
sources), both local to the Arctic and remote.

Policies and control measures that reduce SLCFs would also 
reduce other co-emitted air pollutants, influencing overall 
PM2.5 and O3 levels. The health impacts from future emissions 
changes under business-as-usual or other policy scenarios 
therefore extend beyond the health benefits achieved from 
reduced SLCFs. New modeling undertaken for this assessment 
indicates that mortality associated with PM2.5 globally could 
be 24% lower by 2030 and 4.5% lower by 2050 compared with 
2015 under current legislation, due mainly to declining PM2.5 
concentrations from policies that reduce SO2 emissions. For 
the Arctic Council Member states in particular, current air-
pollution legislation leads to even more substantial declines 
in annual mortality attributed to PM2.5 by 2030 (-59%; 
-66,000 deaths) and 2050 (-57%; -64,000 deaths) compared to 
2015. In contrast, global O3 mortality could increase by 17% 
in 2030 and by almost 60% in 2050, compared with 2015, due 
to steady O3 concentrations but growing exposed populations. 
The influence of population changes is particularly important in 
Arctic Council Observer countries – especially in Asia – where 
significant population growth is anticipated in the future. O3 
mortality increases slightly compared to 2015 in the Arctic 
Council Member states in both 2030 and 2050 under current 
legislation (16% increment; ~4,000 deaths annually).

Given the use of maximum feasible technologies, global PM2.5 
mortality is estimated to drop by 22% and 26% in 2030 and 2050, 
respectively, compared with the current legislation scenario. For 
Arctic Council Member states in particular, such reductions 
result in a further decline in PM2.5 mortality compared to 
current legislation (approximately -87% or -97,000 deaths in 
2030 and 2050, respectively). For Observer countries, while 
declines in PM2.5 mortality occur in 2030 compared to 2015, 
PM2.5 mortality increases in 2050 compared to 2030 (from 
-28% or 540,000 fewer deaths in 2030 to -12% or 235,000 fewer 
deaths in 2050 under current legislation, and from -45% or 
880,000 fewer deaths in 2030 to -40% or 790,000 fewer deaths in 
2050 given maximum feasible emissions reductions, compared 
to 2015 estimates). In addition, global mortality from O3 
changes from a future increase under the CLE scenario to 
a future decrease under the MFR scenario, compared with 
the present day. Maximum feasible control technologies are 

projected to reduce global O3 mortality by 42% in 2030 and 
53% in 2050 compared with current legislation. In the Arctic 
Council Member states, O3 mortality decreases in both 2030 
and 2050 under maximum feasible controls, with a larger drop 
during the first period (-20% or 5,700 fewer deaths by 2030 
and -24% or 6,900 fewer deaths by 2050 compared to 2015).

The findings also indicate that past policies and current 
legislation will result in the area in which critical loads for 
acidity and eutrophication are exceeded shrinking to below 
1% in the (sub-) Arctic region, with the remaining exceedance 
areas dropping to quite low values. O3-related damage to maize, 
soybean, wetland rice, and wheat is also estimated to decline 
through current legislation, and to fall further under maximum 
feasible emissions reductions, towards 2030 and 2050. 

Health and crop yields are affected by air pollution, climate, 
and socio-economic factors simultaneously. While the air-
quality improvements simulated under the future emissions 
scenarios appear very beneficial for health, they would occur 
simultaneously with changes in other risk factors that also 
affect population health, including climate change and other 
non-environmental risk factors. Actions that improve public 
health overall would result in healthier and more resilient 
populations who may be better prepared to overcome the 
negative consequences of anthropogenic climate change and 
other environmental risk factors.
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Acronyms and Abbreviations

Acronyms and Abbreviations

α-pinene terpene emissions

(O(1D)) excited-state oxygen

µabs mean absolute model bias

µrel % bias

AAE  average accumulated exceedance

AAOD  absorption aerosol optical depth

AATSR  Advanced Along-Track Scanning Radiometer

AC Arctic Council Member states

ACCES  De-icing of Arctic Coasts: Critical or new opportunities for marine biodiversity and Ecosystem 
Services (program)

ACCESS  Arctic Climate Change, Economy and Society (EU Project)

ACE-FTIR Atmospheric Chemistry Experiment FTIR instrument

ACE-FTS  Atmospheric Chemistry Experiment-Fourier Transform Spectrometer

ACLOUD Arctic Cloud Observations Using Airborne Measurements during Polar Day (study)

ACSM Aerodyne Aerosol Chemical Speciation Monitor

ACSM Aerosol Chemical Speciation Monitor

ACTRIS Aerosol, Clouds and Trace Gases Research Infrastructure

ADHD  attention deficit hyperactivity disorder

ADOM  Acid Deposition and Oxidant Model

AE Ångström exponent

AERONET Aerosol Robotic Network / AErosol RObotic NETwork (NASA)

A-FORCE  the Aerosol Radiative Forcing in East Asia

AIRS Atmospheric Infrared Sounder

AIS  Automatic Identification Systems

Al/Bc molar-aluminium-to-base-cation ratio

ALPACA  Alaskan Layered Pollution And Chemical Analysis (study)

AMAP Arctic Monitoring and Assessment Programme (Arctic Council working group)

AMIP  Atmospheric Model Intercomparison Project

AMS Aerosol Mass Spectrometer (instrument)

ANN  annual mean AOD

AOD aerosol optical depth

AOT  aerosol optical thickness

AOT40 accumulated ozone exposure over a threshold of 40 ppb

APG  associated petroleum gas

APM aerosol particle mass analyzer

APRP approximate partial radiative perturbation

APS Aerodynamic Particle Sizer (instrument)

ARCPAC  Aerosol, Radiation and Cloud Processes affecting Arctic Climate (project)

ARCTAS  The Arctic Research of the Composition of the Troposphere from Aircraft and Satellites (mission)
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ARM  Atmospheric Radiation Measurement

ASTD  Arctic Ship Traffic Data (database)

ATM atmospheric transport model

ATom Atmospheric Tomography mission (NASA)

AVHRR Advanced Very-High Resolution Radiometer

BC  black carbon

Br  bromine

BVOCs  biogenic volatile organic compounds

C10H16 monoterpenes

C14 carbon-14

CABM  Canadian Aerosol Baseline Measurement

CALIOP  Cloud-Aerosol Lidar with Orthogonal Polarization

CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation

CAM  Community Atmosphere Model (version 6)

C-AMS Aerodyne C-Aerosol Mass Spectrometer (instrument)

CanAM5 Canadian Atmospheric Model version 5

CanAM5-PAM Version of CanAM5 atmospheric global climate model

CanESM2 Canadian Earth System Model, second generation

CAVM Circumpolar Arctic Vegetation Map

CB chronic bronchitis

CCI Climate Change Initiative (ESA)

CCM climate chemistry model

CCN cloud condensation nuclei

CDNC  cloud droplet number concentration(s)

CDR  climate data record

CEDS  Community Emissions Data System (global inventory)

CESM (CESM1, CESM2) Community Earth System Model (and versions)

CEV  cerebrovascular disease

CFA continuous flow analysis

CFFEPS  Canadian Forest Fire Emission Prediction System

CFM  climate forcing mitigation

CH4 methane

CI confidence interval

CI chemical ionization

CIAT  International Center for Tropical Agriculture

CIESEN  Center for International Earth Science Information Network

CIESM  Community Integrated Earth System Model

CIS  Community Intercomparison Suite

CIW cloud ice water

CIWP  cloud ice water path
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Acronyms and Abbreviations

CL  critical load

CLaci  critical load of acidity

CLAP continuous light absorption photometer

CLARA-A2 Cloud, Albedo and surface Radiation (AVHRR dataset)

CLE current legislation (emissions scenario)

CLeutN critical load of nutrient N

CLIMSLIP  Climate Impacts of Short-lived Pollutants and Methane in the Arctic project

CLM Community Land Model

CLRTAP  Convention on Long-Range Transboundary Air Pollution

CLW cloud liquid water

CLWP cloud liquid water path

Cl chlorine

CM  crustal material

CM SAF Climate Monitoring Satellite Application Facility (EUMETSAT)

CMAM  Canadian Middle Atmosphere Model

CMB chemical mass balance

CMBC mass concentrations of BC

CMDL  Climate Monitoring and Diagnostics Laboratory

CMIP (CMIP5, CMIP6) Coupled Model Intercomparison Project (CMIP Phase 5, CMIP Phase 6) 

CM-SAF Climate Monitoring-Satellite Application Facility

CNS central nervous system

CO carbon monoxide

CO2 carbon dioxide

CONUS contiguous United States

COPD  chronic obstructive pulmonary disease

COSMOS Continuous Soot Monitoring System

COST European Cooperation in Science and Technology

COVID-19 Coronavirus disease 2019

CP crop production

CPC condensation particle counters

CPL  crop-production losses

CPMA centrifugal particle mass analyzer

CPS  current policy scenario

CRDS cavity ring-down spectroscopy

CRE cloud radiative effect

CSA  Canadian Space Agency

CSN  Chemical Speciation Network

CTM chemical transport model

CTO-375 chemothermal oxidation method (CTO-375)

CTP cloud top pressure(s)
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CVD  cardiovascular disease

DALYs  disability-adjusted life years

DAO  NASA Data Assimilation Office

DCE  Danish Centre for Environment and Energy

DEHM  Danish Eulerian Hemispheric Model

DIAL differential absorption lidar

DJF  months December, January, February

DMA differential mobility analyzer

DMPS differential mobility particle sizer

DMS  dimethyl sulfide

DOAS differential optical absorption spectroscopy

DOC  dissolved organic carbon

DRI Desert Research Institute

DU mineral dust

EBAS EBAS database of atmospheric measurements (data repository)

eBC equivalent black carbon

EC  elemental carbon

ECA emission control area

ECC Electrochemical Concentration Cell

ECCC  Environment and Climate Change Canada

ECLIPSE IIASA GAINS emissions inventories (several versions)

ECT9 EnCan-total-900 (thermal method)

EDGAR  Emissions Database for Global Atmospheric Research

EDS (SEM-) energy dispersive spectroscopy

EFFIS European Forest Fire Information System

EG expert groups

EGBCM  Expert Group on Black Carbon and Methane

EMEP  European Monitoring and Evaluation Programme

EMEP MSC-W EMEP Meterological Synthesising Centre-West (chemistry transport model)

ENVS  Aarhus University Department of Environmental Science

EPPR Emergency Prevention, Preparedness and Response

ESA European Space Agency

ESAS  East Siberian Arctic Shelf

ESI electrospray ionization

ESM earth system model

ESRL Earth System Research Laboratory

ETP  Energy Technology Perspectives (project)

EUCAARI  European Integrated Project on Aerosol Cloud Climate and Air Quality Interactions (campaign)

EUMETSAT European Organisation for the Exploitation of Meteorological Satellites

EUSAAR-2 standard protocol for measuring atmospheric organic and elemental carbon in European networks 
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EVA  Economic Valuation of Air Pollution (model system)

FAIR Findable, Accessible, Interoperable, and Reusable (data principles)

FAO Food and Agriculture Organization of the UN

FEER Fire Energetics and Emissions Research (NASA)

FINN  Fire INventory (NCAR)

FireMIP Fire Model Intercomparison Project

FM14C Fraction modern, the deviation of a sample’s 14C atoms from that of the modern standard

FSU Former Soviet Union

FTIR Fourier-transform infrared spectroscopy

GAEZ  Global Agro-Ecological Zones dataset

GAINS Greenhouse gas–Air-pollution Interactions and Synergies Model

GAW Global Atmosphere Watch (WMO)

GBD  Global Burden of Disease

GC/MS gas chromatography / mass spectrometry

GEMM  Global Exposure Mortality Model

GEO Group on Earth Observations

GEOS  Goddard Earth Observing System

GEOTRACES international study of the marine biogeochemical cycles of trace elements and their isotopes

GFAS Global Fire Assimilation System

GFED  Global Fire Emission Database

GGFR Global Gas Flaring Reduction

GGGRN Global Greenhouse Gas Reference Network (NOAA)

GISS  NASA Goddard Institute of Space Studies

GISS-E2.1 GISS Earth system model (version 2.1)

GLOMAP Global Model of Aerosol Processes

GMAO  Global Modeling and Assimilation Office (NASA)

GOES Geostationary Operational Environmental Satellite (network)

GOME Global Ozone Monitoring Experiment (ESA)

Gt gigatonne

GWIS Global Wildfire Information System

H2O2 hydrogen peroxide

H2S hydrogen sulfide

H2SO4 sulfuric acid gas

HEMCO  Harvard–NASA Harmonised Emission Component

HFCs hydrofluorocarbons

HFO  heavy fuel oil

HIAPER  High-Performance Instrumented Airborne Platform for Environmental Research

HIPPO  HIAPER Pole-to-Pole Observations (campaign)

HLD high-latitude dust

HNO3 nitric acid
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HO2 hydroperoxy radical

HOONO2 aqueous peroxynitric acid

HOX  hydrogen oxide radicals

HPLC high performance liquid chromatography

HR hazard ratio

HRMS high-resolution mass spectrometry

HTAP Hemispheric Transport of Air Pollutants (UNECE EMEP)

HTDMA hygroscopicity tandem differential mobility analyzer

IAM  integrated assessment modelling

IASI Infrared Atmospheric Sounding Interferometer

IASOA International Arctic Systems for Observing the Atmosphere

IC ion chromatography

ICCT  International Council on Clean Transportation

ICOS Integrated Carbon Observation System

ICP-MS inductively coupled plasma mass spectrometry

iCUPE Integrative and Comprehensive Understanding on Polar Environments (program)

IEA  International Energy Agency

IER  Integrated Exposure Response (model)

IFS  Integrated Forecast System

IGBP International Geosphere-Biosphere Program

IHD  ischemic heart disease

IHME  Institute for Health Metrics and Evaluation

IIASA  International Institute for Applied Systems Analysis

IMO  International Maritime Organization of the UN

IMPROVE  Interagency Monitoring of Protected Visual Environments

INAA instrumental neutron activation analysis

INP ice-nucleating particle

INTAROS  Integrated Arctic Observing System (project)

IPCC  Intergovernmental Panel on Climate Change

IPCC AR6 IPCC Sixth Assessment Report

IQR interquartile range

IR infrared

IRF instantaneous radiative forcing

IRR incidence rate ratio

ISCCP-HGM International Satellite Cloud Climatology Project (H Gridded Monthly)

ISSW integrating sphere/integrating sandwich spectrometer

ISTE Health impacts of air pollution tool (Finnish Institute for Health and Welfare)

JJA  June, July, August (summer)

KARL Koldewey-Aerosol-Raman-Lidar

KF-CuP  Kain-Fritsch-Cumulus Potential
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kt  kilotonne (1000 t)

LAM  limited area model

LDAR  leakage detection and repair

LFO  light fuel oil

LII laser-induced incandescent

LNG  liquified natural gas

LRI  lower respiratory infection

LRTAP  Convention on Long-range Transboundary Air Pollution (the ‘Air Convention’)

LSPs light-scattering particles

LULUCF  land use, land-use change and forest emissions

M12 seasonal mean daytime ozone concentration for a 12-hour daytime period

M7 seasonal mean daytime ozone concentration for a 7-hour daytime period

MAAP multi-angle absorption photometer

MAC mass absorption cross-section

MACC  Monitoring Atmospheric Composition and Climate

MADs  median absolute deviations

MAE mean absolute error

MAM Modal Aerosol Model

MAM  March, April, May

MAN Maritime Aerosol Network

MASL  meters above sea level

MATCH  Multiscale Atmospheric Transport and Chemistry (model)

MBC BC mass concentration

MCL  methyl chloride

MEMENTO  MarinE MethanE and NiTrous Oxide (database)

MERRA Modern-Era Retrospective analysis for Research and Applications

MFR maximum technically feasible reduction case

Mg  Megagrams (106 kt)

MIPAS Michelson Interferometer for Passive Atmospheric Sounding

MISR  Multi-angle Imaging Spectroradiometer

MLS Microwave Limb Sounder

Mm Megameter

MMM  multi-model mean

MODIS  Moderate Resolution Imaging Spectroradiometer

MOPITT  Measurements Of Pollution In The Troposphere

MOSAiC, MOSAIC Multidisciplinary drifting Observatory for the Study of Arctic Climate (campaign)

MP  Open-Multi-Processing

MPLNET Micro-Pulse Lidar Network (NOAA) 

MRAD minor restricted activity days

MrBC total mass concentration of refractory BC
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MRI  Meteorological Research Institute

MRI-ESM2 Earth system model (from the MRI of the Japanese Meterological Agency)

MRR mortality rate ratio

MS mass spectrometry

MSA methanesulfonic acid

Mt Megatonne

N nitrogen

N number of data points compared

N2O nitrous oxide

N2O5 dinitrogen pentoxide

NAPS  National Air Pollution Data Surveillance Program

NAtChem Canadian National Atmospheric Chemistry (data repository)

NCAR  National Centre for Atmospheric Research

NCD  non-communicable disease

NCEP  National Center for Environmental Prediction

NDACC Network for the Detection of Atmospheric Composition Change

NDCs  nationally determined contributions of the Paris Climate Agreement

Ndep  N depositions

NESAL northeast Siberian Arctic lowlands

NETCARE NETwork on Climate and Aerosols: addressing key uncertainties in Remote Canadian Environments

NFC  no further control case

NH3 ammonia

NH4 ammonium ions

NHL  non-Hodgkins lymphoma

NHX reduced nitrogen

NIOSH-5040 thermo-optical (T-O) technique used to determimine carbon mass on filters (protocol)

nm  nanometers

NMHCs non-methane hydrocarbons

NMVOCs  non-methane volatile organic compounds

NO2 nitrogen dioxide

NO3 nitrate ions

NOAA United States National Oceanic and Atmospheric Administration

NorESM Norwegian Earth System Model (global climate model)

NOX nitrogen oxides

NOy nitrogen oxides, excluding N2O

NPF new particle formation

NPP net primary production

NPS  new policy scenario

NS not significant

NSAT near-surface air temperature
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O3 ozone

OA organic aerosol

OC organic carbon

ODE ozone-depletion event

OH  hydroxyl radical

OMA  one-moment aerosol

OMI Ozone Monitoring Instrument

OPC optical particle counter

OR odds ratio

ORCHIDEE  Organizing Carbon and Hydrology in Dynamic EcosystEm (model)

OX odd-oxygen (= O+O3)

PAHs polycyclic aromatic hydrocarbons

PAM  Piecewise lognormal approximation Aerosol Model

PAMARCMiP Polar Airborne Measurements and Arctic Regional Climate Model Simulation Project

PAME  Protection of the Arctic Marine Environment (Arctic Council working group)

PAN  peroxyacyl nitrates

PATMOS-x Pathfinder Atmosphere Extended Program (NOAA)

Pb lead

PFCs  perfluorocarbons

PIXE particle-induced x-ray emission

PM1 ultra fine particulate matter

PM10 coarse particulate matter

PM2.5 fine particulate matter

PMF positive matrix factorization

POLARCAT  Polar Study using Aircraft, Remote Sensing, Surface Measurements and Models, of Climate, Chemistry, 
Aerosols, and Transport (study)

POM  primary organic matter

POPs persistent organic pollutants

ppb parts per billion

ppbv  parts per billion by volume

PRR prevalence rate ratio

PRSQs Policy Relevant Science Questions

PSAP  particle soot absorption photometer

PSCFs probability source contribution functions

PTR-MS Proton Transfer Reaction ToF Mass Spectrometer

QFED Quick Fire Emissions Dataset

R correlation coefficient

RAD restricted activity days

RAL  Rutherford-Appleton Laboratory (Oxford)

rBC  refractory BC

RCP  Representative Concentration Pathway
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RH relative humidity

RHA  respiratory hospital admissions

RMSD root mean standard error

RNO3 Alkali nitrates

RR relative risk

RTP regional temperature potential

RWC  residential wood combustion

RYL  relative yield losses

S sulfur

SALSA  Sectional Aerosol module for Large Scale Applications (model)

SCAC  Swedish Climate and Clean Air Research (program)

SDA spectral de-convolution algorithm

Sdep S depositions

SDGs  Sustainable Development Goals of the UN

SDS  Sustainable Development Scenario

SeaWiFS Sea-viewing Wide-field-of-view Sensor

SEDAC  NASA Socioeconomic Data and Applications Center

SEM scanning electron microscopy

SF6 sulfur hexafluoride

SIA  secondary inorganic aerosols

SIC  sea-ice concentrations

SLCF short-lived climate forcer

SLCP short-lived climate pollutant

SMB  simple mass balance model

SMPS scanning mobility particle sizer

SO2 sulfur dioxide

SO4 sulphate

SOA secondary organic aerosol

SOA  secondary organic aerosols

SOMO35 sum of ozone means over 35 ppb

SON  months September, October, November

SP2 single particle soot photometer

SS sea salt

SSA single scattering albedo

SSPs  Shared Socioeconomic Pathways

SST sea surface temperature

StD standard deviation

STEAM3 Ship Traffic Emission Assessment Model

SWAMPS-GLWD  Sustainable Wetlands Adaptation and Mitigation Program – Global Lakes and Wetlands

TCCON Total Carbon Column Observing Network
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TEM transmission electron microscopy

TES  Tropospheric Emission Spectrometer

Tg  Teragrams (1000 kt)

THL  Finnish Institute for Health and Welfare

TM5-FASST  TM5-Fast Scenario Screening Tool (source-receptor model)

TOA top of the atmosphere

TOAR  Tropospheric Ozone Assessment Report (database)

TOT thermal-optical transmittance (EC-OC technique) 

TROPOMI TROPOspheric Monitoring Instrument

TSP total suspended particles

UKCA  United Kingdom Chemistry and Aerosol scheme

UKESM1 UK Earth System Modelling project (earth system model)

UN  United Nations

UNECE  United Nations Economic Commission for Europe

UNFCCC  United Nations Framework Convention on Climate Change

US EPA  United States Environmental Protection Agency

UT upper troposphere

UV  ultraviolet

VBS  volatility basis set

VIIRS  Visible Infrared Imaging Radiometer Suite

VMR volume mixing ratio

VOCs volatile organic compounds

VPDB Vienna Peedee belemnite

WAD2M  Wetland Area Dynamics for Methane Modeling (dataset)

WB World Bank

WDCA World Data Center for Aerosols (WMO)

WDCGG  World Data Centre for Greenhouse Gases (WMO)

WHO World Health Organization

WLD work loss days

WMO World Meteorological Organization

WRF-Chem  Weather Research and Forecasting model with online coupled chemistry

XRD x-ray diffraction
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Educational use: � is report (in part or in its entirety) and other AMAP products available from www.amap.no can be used 
freely as teaching materials and for other educational purposes. 

� e only condition of such use is acknowledgement of AMAP as the source of the material according to the recommended citation.

In case of questions regarding educational use, please contact the AMAP Secretariat (amap@amap.no).

Note: � is report may contain material (e.g. photographs) for which permission for use will need to be obtained from 
original copyright holders.

Disclaimer: � e views expressed in this peer-reviewed report are the responsibility of the authors of the report and do not 
necessarily re� ect the views of the Arctic Council, its members or its observers. 

Arctic Monitoring and Assessment Programme

� e Arctic Monitoring and Assessment Programme (AMAP) was established in June 1991 by the eight Arctic countries (Canada, 
Denmark, Finland, Iceland, Norway, Russia, Sweden and the United States) to implement parts of the Arctic Environmental 
Protection Strategy (AEPS). AMAP is now one of six working groups of the Arctic Council, members of which include the eight 
Arctic countries, the six Arctic Council Permanent Participants (Indigenous Peoples’ organizations), together with observing 
countries and organizations.

AMAP’s objective is to provide ‘reliable and su�  cient information on the status of, and threats to, the Arctic environment, and 
to provide scienti� c advice on actions to be taken in order to support Arctic governments in their e� orts to take remedial and 
preventive actions to reduce adverse e� ects of contaminants and climate change’.

AMAP produces, at regular intervals, assessment reports that address a range of Arctic pollution and climate change issues, 
including e� ects on health of Arctic human populations. � ese are presented to Arctic Council Ministers in ‘State of the Arctic 
Environment’ reports that form a basis for necessary steps to be taken to protect the Arctic and its inhabitants.

� is report has been subject to a formal and comprehensive peer review process. � e results and any views expressed in this 
series are the responsibility of those scientists and experts engaged in the preparation of the reports.

� e AMAP Secretariat is located in Tromsø, Norway. For further information regarding AMAP or ordering of reports, 
please contact the AMAP Secretariat (� e Fram Centre, P.O. Box 6606 Stakkevollan, N-9296 Tromsø, Norway) or visit 
the AMAP website at www.amap.no.
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